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1 Introduction

The aim of this thesis is to design and implement a cognitiyhusible theory
of sentence processing which incorporates a mechanism ddelimg a predic-
tion and verification process in human language undersigndind to evaluate the
validity of this model on specific psycholinguistic phenaraes well as on broad-
coverage, naturally occurring text. “Prediction” in thisntext means that words
or categories are anticipated based on previously protegsels.

Modeling prediction is a timely and relevant contributianthe field of psy-
cholinguistics because recent experimental evidenceestgthat humans predict
upcoming syntactic structure or words during sentencegssing. However, none
of the current sentence processing theories capture poedexplicitly. This the-
sis proposes a novel model of word-by-word incrementaleser processing that
offers an explicit prediction and verification mechanism.

In evaluating the proposed model on broad-coverage naicakext, this the-
sis also makes a methodological contribution. The desigheamluation of cur-
rent sentence processing theories are usually based isrtyusn experimental re-
sults from individual psycholinguistic experiments ondfie linguistic structures.
However, a theory of language processing in humans shouldmp work in an
experimentally designed environment, but should also eapéanatory power for
naturally occurring language.



Interdisciplinary Contribution

This thesis is strongly interdisciplinary in nature; itsthmads are drawn from, and
it makes contributions to, three different fields: cogmitpsychology (psycholin-
guistics), artificial intelligence (natural language mssing) and linguistics (for-
mal grammar).

The contribution to psycholinguistics is twofold. It cosisi of pioneering the
evaluation of sentence processing theories on a broadammenaturalistic corpus
(this contribution has been recognized by the field throdgh“AMLaP Young
Scientist Award”).

Additionally, this thesis fills an important gap in the dey@hent of psycholin-
guistic sentence processing theories, as it is the firsryhafosyntax processing
which explicitly models the prediction (in terms of antiating upcoming words
and structure) which has recently been observed in humaarsencomprehension
(e.g., Kamide et éIL&bB van Berkum e|t L';L,deS; Stautfa'rﬁtd)d,M). Our
theory furthermore accounts for more of the sentence psotgphenomena than
other current sentence processing theories and best {srédtcvariation observed
in reading times on naturalistic broad-coverage text. lieisce not only supported
by psycholinguistically plausible underlying mechanisibus also by strong em-
pirical evidence, and is thus a step forward in gaining eebeihderstanding of the
mechanisms involved in human cognition.

The sentence processing theory developed in this thesicaisstitutes a con-
tribution to the area of natural language processing: Arthdwat scales to broad-
coverage text processing and can adequately assess wihese puocessing diffi-
culty arises is also of high interest in many computatiomeguistics applications,
in particular for applications that generate text or speaod need to optimize the
understandability of the generated linguistic outputhsas in dialogue systems,
readability assessments, teaching and tutoring appitgatiext summarization and
text simplification etc.

A further contribution to natural language processing isf the strictly
incremental parser developed as part of this thesis. Theepaan be integrated
with time-critical language processing applications, wehgrocessing is critical to
proceed incrementally as the sentence unfolds. Only dlgtincremental parser
spells out all relationships between all perceived words lzence allows for the
largest degree of incremental interpretation, which im taitows for example for
faster speech-to-speech translation and more immediatdiors to instructions
(for example by a speech-driven agent or robot).

The thesis contributes to the study of formal grammar in thdevelops a
novel, psycholinguistically motivated version of tregeaging grammar, which
supports strict incrementality and prediction.




In the following, we will give an overview of the main contutions of this
work (Chapters 3-9 of the thesis).

2 Proof of Concept for Evaluation on Naturalistic Data

The first goal in this thesis relates to the evaluation ofesgre processing theories
on naturalistic text. We need to show that a corpus of nastiatext constitutes a
valid and valuable resource for testing sentence proagéiseories. Our resource
of naturalistic text is the Dundee Corpus, a collection ofn@@vspaper articles
comprising roughly 50,000 words, which was annotated withé¢ye-movements
of 10 readers. The Dundee Corpus is analysed in detail int€hdpin particular
also including a discussion of particularities of runninixea-effects regression
models on such naturalistic data as opposed to working vaité filom experimen-
tal materials. Chapter 4 investigates whether a benchnraitepsing effect, the
subject relative clause (SRC) vs. object relative claude@GPasymmetry, can be
detected in this data set. The SRC/ORC asymmetry effeasredahe finding that
English subject relative clauses (SRCs) gs’in [1-a) arer@sprocess than object
relative clauses (ORCs) as[in (1-b). Experimentally, tffigcdlty is evidenced by
the fact that reading times on region R1 in the SRC are lowaar tkading times

for the corresponding region R2 in the ORC (€.g., King and, 1@91).

(@H) a. The reporter whattackedk, the senator admitted the error.
b. The reporter who the senatattackefk, admitted the error.

The ORC difficulty effect is explained by processing thestigat capture the
complexity involved in computing the syntactic dependesdietween the words
in a sentence. The most prominent such theory is Dependeocglity Theory
(DLT), proposed b@r{_(_lﬂb&. We automatically exwdctand manually
checked for correctness) all relative clauses from the Bamdrpus, and computed
mixed-effects linear regression models to determine vdratbading times were
higher on the embedded verbs of object relative clauses dhatmhe embedded
verbs of subject relative clauses. Our regression reshtie/ shat the difference
between subject and object relative clauses, measurecds tf DLT integration
cost at the embedded verb, is a significant positive predifteeading times.

The fact that such a well-known laboratory effect can beicajgd on the natu-
rally occurring text suggests that the validity of sentemaeessing theories, which
was previously only tested on data obtained for isolatedhually constructed sen-
tences in controlled lab experiments, can be enhanceddmrably if we are able
to show that they scale up to model reading data from an eyitrg corpus of
naturally occurring text.



3 Evaluating two previous Sentence Processing Theories
on Broad-Coverage, Naturalistic Data

Chapter 5 evaluates two existing well-established theaviesentence process-
ing, Surprisal (Hale, 2001; Le 08) and Dependency litycheory (DLT;
Eg@li @ on the full Dundee corpus. Surprisal and DLT were chosermamo
a range of alternative sentence processing theories, $ethey are prominent in
the field, are supported by a good range of empirical data mrdidition make
complimentary assumptions about the source of processifiguty: DLT’sS in-
tegration cost captures the cost incurred when a head has itttdgrated with
the dependents that precede it, with more difficulty beingpaentered if a larger
number of discourse referents has occurred in between gendent and its head.
Surprisal, on the other hand, accounts for the cost thattsestien the current
word is not compatible with the most likely analyses of thegading context,
i.e. when it is unexpected, which can also be thought of asrd tweing more dif-
ficult if it carries a lot of information. Integration costrtdoence be regarded as
a backward looking cost (past material has to be held in mgiod integrated),
while Surprisal can be thought of as a forward-looking costekpected events
cause processing difficulty because any syntactic anahy@esompatible with the
current word have to be discarded).

Processing difficulty estimates for both theories wereutated automatically
for each word in the corpus. The processing difficulty caltiahs are based on the
IRoark et al. 9) parser to determine Surprisal estimates on the MINIPAR
parserk_Lih 8) for DLT integration costs. We then useédr mixed-effects
regression models to determine whether the difficulty mtamis can account for
any of the variance in the reading time data (which is notalyeaccounted for by
other more basic parameters known to influence reading YimEss evaluation
constitutes the first broad-coverage comparison of seateraressing theories on
naturalistic text. We find that both theories can explain safthe variance in the
eye-movement data — while structural Surprisal is a sigaitiQositive predictor
across the complete data set, DLT integration cost coyr@cédicts variance on
verbs (for which it makes the bulk of its predictions). In dieh, we show that the
two theories capture different aspects of sentence priocesheir predictions are
uncorrelated. While the finding that Surprisal and DLT pcédns are uncorrelated
is not surprising, it nicely supports experimental caseistithat show that DLT
and Surprisal can explain different processing difficuligpomena.

IThese and other theories of sentence processing are egblaimore detail in Chapter 2. A
comparative evaluation to the theory developed in this vimgeovided at the end of Chapter 9.



4 Proposal of a new Sentence Processing Theory

Chapter 6 proposes a new theory of sentence processing, wghisycholinguis-
tically motivated in that it modelstrict incrementality(this means that a word
is eagerly integrated with earlier structure as soon aspeiseived) and an ex-
plicit prediction and verification process, as well anmemory decaynd parallel
processing Evidence for prediction comes for example from the findimat {peo-
ple are able to anticipate the argument of a verb (as measureagh increased
fixations on the argument in a visual world paradigm evenreetlois argument is
vocalised, [(Kamide et al., 2003)). Additional evidence ficediction comes from
experiments where N400 effects are observed when the fortheofleterminer
does not match the most strongly anticipated noun (van Beedal., 20(15), and
the processing adither..orconstructions where the wort and a following noun

hrase were read faster in contexts that included the withidr (Staub_and CIiftdn,

). This effect is explained as the wandand the second conjunct being pre-

dicted when processing the wosaither. Interestingly, the assumption of strict
incrementality, where all words always have to be conneateter a single root
node, automatically leads to predictions (e.g., the atrecof an upcoming head
has to be predicted in order to connect two seen dependents).

In addition to the fundamental assumptions of strict ina@atality, prediction
and verification, the proposed sentence processing thebigh we will refer to
as “Prediction Theory” in the following, unifies the complenmtary aspects of Sur-
prisal and DLT into a single theory. Prediction Theory hae twechanisms that
account for processing difficulty: The concept of Surprisalsed to quantify the
difficulty of the parser in terms of updating its represeantabf the analyses as the
sentence unfolds. In addition, difficulty can arise at indign time, when vali-
dating previously predicted structures against what igadlgt encountered. The
amount of difficulty generated in verification depends onh@y difficult the pre-
diction was and (b) on how recently the prediction was maidiei prediction has
decayed a lot, more difficulty arises than when a structure pvadicted very re-
cently. The model therefore needs to keep track of when gathdic node was
predicted, which is realised througime stampsn the nodes. This verification
process thus causes difficulty based on a memory retrieeakps for retrieving
and integrating newly encountered structure with preiopsedicted structure.
These two types of processing difficulty, updating one'sespntations of the sen-
tence on the one hand, and memory retrieval and integraticheoother hand thus
model theoretically different aspects of human sentencegssing.




5 Developing a cognitively plausible grammar formalism
for Prediction Theory

In order to adequately implement Prediction theory, it isassary to choose a
parser (and thereby a grammar formalism) that supports gidrementality, pre-
diction and verification. Most incremental parsers are hav@ot strictly incre-
mental, but instead maintain unconnected partial strastan a stack. The ex-
isting parser that satisfies the requirements of our theest b@k’sm‘ﬂ)
top-down PCFG parser, as it is strictly incremental, scafeso broad-coverage
parsing and uses a generative model (which is useful asiSairpan be directly
calculated from such an incremental generative model)wbaaks of thé Roark
) parser are that it uses a top-down parsing stratebichwhas been ar-
gued to be less cognitively plausible than a left cornereager parsing strategy
dAbney and Johnsobn, 1 91) and that using a context-free rgeans less cogni-
tively plausible than using a grammar formalism that is hgilcbntext-free. We
therefore decided to develop our own cognitively more plaegarser in order to
adequately implement Prediction theory. The last part aptér 6 discusses the
suitability of alternative grammar formalisms and coneésidhat a strictly incre-
mental version of Tree-adjoining Grammar (TAG) would matguately reflect
the stated mechanisms of the processing theory. Treeratjagrammar is mildly
context-sensitive and it supports an extended domain Gﬂityc@i,@@
which is more powerful than e.g. a context free grammar iallgadescribing the
relationships between words. The new incremental verdidimeoTAG formalism,
called Psycholinguistically motivated TAG (PLTAG) is iattuced in Chapter 7.
We motivate the development of this incremental variant sy §howing that stan-
dard TAG cannot incrementally derive even very simple sesgs such as “Peter
often sleeps.” (not shown here), then formally define PLTAG( finally demon-
strate the equivalence of TAG and PLTAG.
Lexicalized Tree Adjoining Grammar (LTAG, Joshi etlal. 19%a grammar
formalism whose lexicon consists efementary tregseach of which is anchored
by a lexical head. Grammatical derivations are built fromsth elementary trees
by two tree-combining operationsubstitutionandadjunction PLTAG introduces
prediction treess a second type of lexicon entry in addition to the usual eteary
trees of LTAG (which we caltanonical treessee Figurgl1(a)). Prediction trees are
(not necessarily lexicalized) elementary trees in whiathe®de carries one or two
markersindicating that this node is only being hypothesised by theser during
the course of an incremental derivation. Prediction trees e substituted and
adjoined in exactly the same way as canonical trees; thearsadt a prediction
tree are instantiated with fresh symbols by these opegtEmwe can always tell




from a derived tree which nodes came from the same preditrigen

Markers are eliminated from a partial derived tree throughhea operation
called verification The verification operation validates the nodes introduzgd
a prediction tree in an earlier derivation step by matchimgr with the nodes
of a canonical elementary tree. We refer to an elementagy thrat verifies an
earlier prediction as theerification tree The verification operation assumes that
the verification tree is compatiblewith all the nodes carrying a certain marker
this means that the verification tree contains all nodes etavkithk in exactly the
same position as they were in the original prediction treric@lly, € is allowed
to contain nodes to the right of its spthhat do not occur in the partial derived
tree as nodes with markki(but not nodes to the left of the spine). This reflects the
asymmetry of incrementality. After verification, the marken all verified nodes
are removed. A PLTAG derivation including a substitution, adjunction and a
verification operation for the sentence “Peter often sfespshown in Figuré L.
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(a) A grammar for PLTAG
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(b) A derivation in PLTAG using the trees from the examplengmaar in subfigure (a); the dotted line
indicates which part of the derived prefix tree is relevantfie next operation.

Figure 1: The PLTAG formalism.

A PLTAG derivationis always incremental. It starts with the trees of the first
input word, and then applies substitution, adjunction, eeufication operations
as follows: if the firsti leaves of the derived tree at some point in the derivation
are the wordsv; ... w; and the next derivation step is a substitution, adjuncion,
verification with a canonical tree, then the anchor of thee tmust bev; ;. We
call a derivation of a sentenee, ... w, completdf i = n, the derived tree contains
no more substitution nodes, foot nodes or prediction markard the root symbol
of the derived tree is S.

2A tree’s spine is the path from the root to its anchor leafsTiiusually the head of that tree.



6 A Parser for Implementing Prediction Theory

Chapter 8 describes the complete development of the PLTAGahilistic parser,
beginning with the creation of a PLTAG treebank, which isanied by automati-
cally converting the standard Penn Treebank into PLTAG &irand the extraction
of the PLTAG lexicon from the converted treebank. The PLTAfEsing algorithm
generates multiple analyses for a string in parallel and aseeager left-corner
parsing strategy. Section 8.3 formally defines the parseratipns and proves that
the parser always generates valid PLTAG derivations. lemota make the parser
efficient enough for broad-coverage parsing, a number @figdtions are neces-
sary for the implementation. These include storing altéraanalyses in a chart
in order to avoid executing equivalent operations multipiees, using a beam to
only follow up on the most probable analyses, introducing@estagger to choose
the most probable predictions to make after processing wacth and restricting
the parser in terms of the number of predictions it can makmeg. These opti-
misations cause the parser to be incomplete (but this isnhe@ ®xtent the case for
all parsers that do beam search, i.e. all tractable pars&nsjobability model for
the parser is developed in Section 8.5, and the parser igated| on a standard test
set (section 23 of the Penn Treebank) in Section 8.6. Evatuatsults show that
the parser achieves broad coverage and a suitable accampéching the per-
formance of non-incremental TAG parsers) for evaluatiregsbntence processing
theory based on this parser on a broad-coverage corpus. riethadiction of chap-
ter 8 describes the linking theory which defines how the pgrprocess translates
into processing difficulty estimates for each word.

The strictly incremental parser developed here is also térial interest to
other areas of computational linguistics. Strictly incestal parsers can find ap-
plication in speech-to-speech translation or timely rieastto ongoing speech in
agents.

7 Evaluation of Prediction Theory

Chapter 9 evaluates the psycholinguistic aspects of Riedligheory by testing
it both on a selection of established sentence processiagophmena and on the
Dundee eye-tracking corpus. The predictions of the impleatesentence process-
ing model are evaluated and discussed with respect to rifieeafit psycholinguis-
tic case studies. The first case study concerns the wellHkri®@RC / ORC asym-
metry, which describes the phenomenon that subject relatauses like..who

attacked the senator.are easier and faster to process than object relative clause

like ...who the senator attacked...



A recent study b@@m) investigated where exaotiylifficulty occurs.
O) found that go-past reading times are longeei®@RC condition both
on the embedded verb in the relative clalattacked and on the embedded N# ¢
senatoj, see the top left bar chart in Figurke 2. In order to evaluagéepredictions
of Surprisal, DLT and our Prediction theory on the experitakdata, all three
models were run on the experimental materials USQEE_ISQ. As can be
seen in the right column of Figukré 2, Surprisal only predicssgnificant difference
in processing difficulty on the onset of the noun phrase, evbILT only predicts
the increased difficulty on the embedded verb. Predictiorofhhowever predicts
increased difficulty in the ORC condition both on the onsethef NP region and
on the embedded verb, see the bottom left bar graph in FigufEh2 observed
longer reading times on the noun in the empirical data, whsatot predicted by
any model, can be explained as a spill-over effect from tlffecdity incurred at
the onset of the noun phrase. The determiner is very raredyefikat all, so any
difficulty occurring there only becomes apparent at the figation, which is most
often the following noun.

Empirical Data Surprisal Model
HsSrRC OORC W SRC OORC
600 - * Rk — 15
400 10 dkE
oLl nLLlLL
0
rel pron det noun reverb  main verb 0+
rel pron det noun rc verb  main verb
this work Dependency Locality
B SRC OORC HsRC O ORC

L= L B I

= |

rel pron det noun rc verb  main verb

wolil

*k
rel pron det noun rcverb  main verb

Figure 2: The Relative Clause Asymmetry; the top left bartchegports go-past
reading times in msec, while the other graphs report theigtestiprocessing diffi-
culty.

In addition to the experimental materials, we also evatliate Prediction the-
ory on the relative clauses extracted from the Dundee Colixasdone for Sur-
prisal and DLT in chapter 4. The predictions by our theoryrecity account for
the observed reading time on the Dundee corpus relativsesawand turn out to
predict the data from the verb region of these naturaliglative clauses better



than either Surprisal or DLT integration cost.

A second case study tested the effect of the presence of titkeitber on the
later occurrence of the womt and the following constituent. Surprisal, DLT and
Prediction Theory were run on materials from the experinbgiftaub and Clifton
). Both Surprisal and our theory correctly predictddcditation at the word
or and the following constituent, while DLT did not predict gsificant difference.
The thesis discusses a range of other psycholinguisticteféend shows that Pre-
diction theory can account for more of the effects simultarsty than either DLT
or Surprisal (or any other current sentence processingyheo

The second part of the evaluation chapter evaluates Piwditteory on the
reading times from the Dundee corpus. This broad-coveragl €omplements
the experimental results, which only focus on very spec#igcpolinguistic phe-
nomena, by testing whether a processing theory has exptgnabwer also for
the reading times observed on the wide range of structuessept in naturalistic
text. We parsed the Dundee corpus with our incremental PLpAGer and auto-
matically calculated difficulty predictions for each wojdst as done for Surprisal
and DLT integration cost in Chapter 5. As one would expeanftbe design of
Prediction Theory, we can show that its difficulty predingoare correlated with
both lexical surprisal and DLT integration cost. Predictitheory processing dif-
ficulty estimates turn out to be a significant positive prestifor first fixation, first
pass and total reading times on the naturalistic text. Inrapeoative evaluation
focussing on the explanatory power of the alternative semt@rocessing theories,
Prediction Theory is shown to explain a larger proportiortta variance in the
reading times than either DLT integration cost or Surprisal

In conclusion, we find a wide range of empirical support fa& FLTAG-based
theory of prediction and verification in human sentence g@ssing, and show that
it has larger explanatory power also on general, natuiatistt than previous the-
ories of sentence processing.

8 Conclusions and Directionsfor Future Research

The most significant contributions of this thesis are the alestration of the use-
fulness of evaluating sentence processing theories omltmmaerage, naturalistic
text in addition to standard lab experiment materials, d&eddesign, full imple-
mentation and evaluation of Prediction Theory.

This thesis is interdisciplinary in that having a broad-@@ge model of human
sentence processing that accurately predicts procestfitgilty on the syntactic
level is not only of theoretic interest to psycholinguistibut also highly relevant
for researchers in computational linguistics. Such a falljomatic system for de-

10



termining the syntactic processing difficulty incurred whieading a text can con-
tribute to automatically assessing the difficulty of a texxtah systems can be used
in automatic readability assessments) and optimisatianawthine-generated text
or speech (for example in symmetrisation, translatioryring systems and general
dialogue systems). Finally, the development of PLTAG, achslinguistically mo-
tivated version of Tree-Adjoining Grammar that supportgsincrementality as
well as explicit mechanisms for prediction and verificattmmstitutes a significant
contribution to the field of linguistics.

The research conducted for this thesis also leads to a nushheure research
guestions, outlined in Section 10.2 of the thesis. The nrastesting directions
in further developing the Prediction Theory model are tobém# to also account
for language acquisition effects by gradually acquirirggléixicon and probability
model over time, and also introduce a dynamical update tdathguage model,
thus being able to model short term priming effects as welbag term learning.
A further important shortcoming of the current model is é@striction to the syntax
level. In future work, it is planned to extend this model te semantic and dis-
course levels, and thus account for a larger proportioneptcessing difficulties
that humans encounter when comprehending language. Thislsa allow us to
account for a larger amount of the variance in reading tinta.da
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