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Abstract
Cross-language intelligibility refers to how well speakers of
language A understand language B without prior learning.
While the impact of linguistic and extra-linguistic factors on
cross-language intelligibility has been widely studied, the ef-
fect of word predictability, known to impact comprehension and
speech perception, remains underexplored. This study exam-
ines this effect by comparing German and English native speak-
ers translating Dutch words presented in Dutch spoken senten-
tial utterances with varying word predictability. We also in-
vestigate whether additional written context would aid cross-
language intelligibility. Our results showed that word pre-
dictability significantly influences cross-language intelligibil-
ity, with German speakers experiencing even stronger effects,
whereas only English speakers benefit from the additional writ-
ten context. These findings suggest that word predictability
dynamically shapes cross-language intelligibility, tending to be
language-specific.
Index Terms: cross-language intelligibility, predictability,
speech perception, receptive multilingualism

1. Introduction
Receptive multilingualism (RM) is a mode of communication
where speakers of language A understand utterances in lan-
guage B without prior learning [1]. The success of RM can
be evaluated by examining mutual intelligibility (the average
of bidirectional comprehension between languages A and B)
and cross-language intelligibility (unidirectional comprehen-
sion from language A to language B), and is expected to be
low for distant languages like English and Chinese. Previous
research has extensively explored linguistic factors (e.g., lex-
ical and phonetic distances) and extra-linguistic factors (e.g.,
attitude, exposure) that contribute to intelligibility [2, 3, 4, 5].

While linguistic and extra-linguistic factors affecting cross-
language intelligibility have been widely studied, the role of
word predictability for cross-language intelligibility remains
underexplored. Word predictability, i.e., the likelihood of a
word being anticipated based on its syntactic, semantic, and
pragmatic context, has been shown to enhance speech percep-
tion and language comprehension in native language processing
[6, 7]. For instance, the word houses is highly predictable in the
sentence People live in houses but much less so in He turned and
saw the houses. If similar mechanisms extend to RM, greater
predictability may facilitate cross-language intelligibility.

Previous studies have indirectly touched on this issue. For
example, Gooskens [1] used cloze tests, where participants
filled in blanks in a paragraph by selecting from a list of word
candidates, demonstrating that surrounding context likely aided
comprehension. However, the precise influence of word pre-

dictability has not been systematically investigated. While some
other studies used large language models to quantify word unex-
pectedness [4], our study employs an experimentally controlled
validation of stimuli that combines automatic measures with hu-
man judgments of word predictability to evaluate the direct im-
pact of word predictability on intelligibility.

Additionally, contextual cues (leading to higher/lower word
predictability) were suggested by several models of speech per-
ception to interact with phonetic similarity during word recogni-
tion. The TRACE model [8] posits interactive processing across
features, phonemes, and words, while the Fuzzy Logical Model
of Speech Perception (FLMP) [9] suggests that recognition is
optimized by integrating multiple probabilistic sources of infor-
mation, including auditory, visual, and contextual cues.

Despite the focus of these models on native and second-
language processing, their implications for cross-language word
recognition in RM remain unclear. In cross-language intelligi-
bility, the complexity of word recognition increases, as speak-
ers of language B must process acoustic input from language A
and map it onto their own linguistic representations. When the
word-level representations between two languages are highly
similar, additional cues (such as context and modality) may en-
hance recognition, as speakers of language B recognize the con-
textual cues presented in language A, akin to what is observed
in native language processing. However, as linguistic distance
increases, word predictability facilitation might be reduced.

In this study, we set up a free translation experiment com-
paring German and English native speakers translating Dutch
words presented in Dutch spoken sentential utterances with var-
ied degrees of word predictability (i.e., a word being more or
less predictable given preceding context). We are interested in
filling the gap of how word predictability affects cross-language
intelligibility. We also investigate whether additional written
context would facilitate word-level cross-language intelligibil-
ity. Further, by comparing the German and English speakers’
translation performance, we aim to explore whether the effect
of word predictability is language-specific.

2. Method
2.1. Stimuli

We selected 15 target words that are cognates in the three Ger-
manic languages (i.e., Dutch, German, and English). These
cognates have word lemma frequencies higher than 20/million
in CELEX [10] and 10/per million in SUBTLEX [11, 12, 13].

To control the predictability of our cognates in their imme-
diate context, for each cognate in Dutch, we extracted one word-
based trigram with a high surprisal value (i.e., high unexpected-
ness given preceding context), which is always a preposition
phrase, and one with a low surprisal value, which is always a
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Table 1: Example of a paired sentence given a selected word-
based trigram of the target word. English translations of the
sentences are in brackets.

Word Trigram Sentence
predictability surprisal example

Pred High De jongen raakte de bal met de arm.
(“The boy touched the ball with the arm.”)

Unpred High Hij maakte een mooie beweging met de arm.
(“He made a nice movement with the arm.”)

Pred Low Hij masseerde zachtjes zijn andere arm.
(“He gently massaged his other arm.”)

Unpred Low Ze toonde trots zijn andere arm.
(“She proudly showed his other arm.”)

noun phrase. We used trigram because it offers a better balance
between capturing meaningful linguistic patterns and avoiding
overfitting. We further controlled that these trigrams translated
to German and English are consistent with high or low sur-
prisal values. These trigrams and their surprisal values were
extracted from three monolingual trigram language models, one
for each language, trained on CGN [14] for Dutch, ukWaC for
English, and deWaC for German [15] following the practice in
[16]. Note that we used a relative comparison rather than any
absolute thresholds for high or low surprisal values. This is be-
cause such thresholds may be different depending on the models
used and their training data, and thus difficult to generalize to
different stimuli. Additionally, the phrase type (preposition vs.
noun phrase) and surprisal levels were tangled due to practical
constraints aimed at maintaining cross-linguistic consistency.

Lastly, we embedded each trigram into two manually con-
structed Dutch sentences, one in which the target word was
highly predictable from the preceding context and the other
where it had a low predictability, resulting in four sentences
per cognate. We ensured that when translating these sentences
into German and English, the cognates always appeared in
sentence-final position to minimize syntactic and grammatical
confounds. The translated sentences were verified by one Ger-
man and one English native speaker, who are also professional
linguists. In total, we generated 60 experimental sentences, cat-
egorized into four subsets based on word predictability (given
preceding sentential context) and trigram surprisal. Table 1 pro-
vides an example using the cognate “arm”. The mean (SD) for
the number of words in the context are 7.3 (1.3) for those with
low-surprisal trigrams and 6.7 (0.8) for high-surprisal trigrams.

Before our free translation experiment, we validated the
stimuli by combining automatic measures with human judg-
ments. We paired 60 sentences by trigram for each cognate and
asked 32 Dutch native speakers (a payment of C12/h, age under
55, gender-balanced) from Prolific (https://www.prolific.com/)
to choose the sentence that best fit the last word (the cog-
nate). Surprisal values for cognates were obtained from the
pre-trained Dutch language model GroNLP/gpt2-small-dutch1

[17]. A moderate, significant correlation was found between the
difference in response preference and that in surprisal between
paired sentences (Spearman’s r = 0.47, p < .05, an alpha level
used for statistical significance). Three pairs for low-surprisal
and four for high-surprisal trigrams showed no clear preference
(difference < 20) and were used as fillers, excluding them from
statistical analyses in Section 2.4.

After validating the stimuli, we made recordings of sen-
tences from a female Dutch native speaker (age=27) in a self-
paced reading session with randomized sentences. The record-

1https://huggingface.co/GroNLP/gpt2-small-dutch/

Figure 1: Screenshot of the free translation task in the AudioText
type of experiments for English participants.

Table 2: Participant counts (female/male) in experimental con-
ditions across languages. Numbers in parentheses show fe-
male/male distribution. Total participant counts include non-
binary individuals not shown in ratios.

Language Word Trigram Participants

Pred. Surprisal AudioOnly AudioText

German

Pred Low 17 (8/9) 14 (5/9)
Unpred Low 20 (11/9) 12 (2/10)
Pred High 19 (9/10) 18 (7/10)
Unpred High 19 (9/10) 17 (7/10)

English

Pred Low 20 (10/10) 21 (11/10)
Unpred Low 19 (10/9) 20 (10/10)
Pred High 20 (10/10) 20 (10/10)
Unpred High 19 (12/7) 20 (10/10)

ings were made in a sound-attenuated booth at 44.1 kHz and
later resampled to 16 kHz with intensity adjusted to 70 dB. We
extracted cognates from the corresponding sentence recordings
for use in subsequent experiments described in Section 2.2.

2.2. Experimental design

We conducted two types of free translation experiment (Au-
dioOnly vs. AudioText) where native German or English speak-
ers were asked to translate the cognate at the end of the utterance
within a time limit. The two experiments differ in whether the
written text of the sentential context (shown in the sentence ex-
amples in Table 1) is presented in addition to the audio clips.
A screenshot of the task in the AudioText type of experiment is
shown in Figure 1. The allotted time for translation (represented
by the yellow hourglass in Figure 1) was the sum of 10 seconds
for cognate and 3 seconds per word in its context. Participants
were presented with two audio clips: the whole sentence and
the cognate. They were allowed to listen to each audio clip up
to three times, and they had to listen to the whole-sentence clip,
which includes the cognate, at least once to ensure their expo-
sure to the sentential context. Also, to reduce any repetition or
memory effect, the 60 sentences were distributed into four sub-
sets in terms of the trigram surprisal (Low vs. High) and the
word predictability (Pred vs. Unpred).

2.3. Participants

We recruited around 20 participants per subset per experiment
type via Prolific (https://www.prolific.com/) with a compensa-
tion of 12C/h. The exact numbers of participants are shown
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Figure 2: Percentage of correct translation averaged for participants (i.e., one score per participant) for different levels of trigram
surprisal (i.e., trigram surp with ‘Low’ and ‘High’) and word predictability (i.e., word pred with ‘Pred’ and ‘Unpred’), as well as two
types of experiments (i.e., exp type with ‘AudioOnly’ and ‘AudioText’). For each language, the violin diagrams are organized from left
to right in the order of top to bottom and left to right in the legend.

in Table 2, and they were rather gender-balanced. The partici-
pants were adults aged 62 or younger with no reported hearing
loss. None had prior experience learning Dutch and had mini-
mal exposure to the language. The ethics committee of Saarland
University approved the studies, and all participants provided
informed consent before taking part.

2.4. Statistical analyses

We conducted a Generalized Linear Mixed-Effect Model
(GLMM) to predict participants’ translation accuracy by using
the factorial variables. The formula is as follows:

is correct ∼ exp type
+ trigram surp * word pred
+ (1 | Participant)
+ (1 + trigram surp + word pred | cognate)

where the dependent variable is correct refers to a translation
from a participant to be correct (1) or not (0); exp type refers
to the two types of experiments (AudioOnly vs. AudioText);
trigram surp refers to the two trigrams varied in their surprisal
(Low vs. High); word pred refers to the ending cognate word
being predictable (Pred) or not (Unpred) in the sentence given
its preceding context. We also included a random intercept
for participants (Participant) and cognate items (cognate) as
well as a random slope for cognate over word pred and tri-
gram surp. These two-level factorial variables were dummy
coded with 0, AudioOnly, Low, Pred as the reference level for
is correct, exp type, trigram surp, and word pred, respectively.
All GLMMs were run with a logit link and were controlled with
the bobyqa optimizer and a maximum number of iterations of
2 ∗ 105 to improve model convergence. All statistical analyses
were conducted in R [18] by using the glmer function in the
lme4 package [19], as well as ggplot2 [20] for visualization.

Table 3: Random effects of glmer models for German and En-
glish data.

Language Groups Name Variance Std.Dev. Corr

German

Participant (Intercept) 0.7118 0.8437
cognate (Intercept) 9.8862 3.1442

High 7.0608 2.6572 -0.72
Unpred 7.1578 2.6754 -0.69 0.89

English

Participant (Intercept) 0.4625 0.6801
cognate (Intercept) 1.2521 1.1190

High 2.9146 1.7072 -0.93
Unpred 3.7678 1.9411 -0.49 0.64

3. Results and discussion
3.1. Descriptive results

We first visualized the participants’ responses regarding their
accuracy as shown in Figure 2. The accuracy was averaged
for participants. Our German participants showed significantly
higher accuracy than our English participants2. Besides, there
is a clear low accuracy for low trigram surprisal (trigram surp)
combined with high word predictability (word pred), which
contrasts with our expectation when constructing the stimuli.
This applies to both German and English participants, although
the difference in English is smaller than in German.

3.2. GLMMs

As there is a clear distinction between German and English re-
sponse distributions, we applied GLMMs for German and En-
glish data separately. The random effects analysis (Table 3)
shows greater variability in accuracy among German partic-
ipants compared to English participants, both at the individ-
ual (0.7118 vs. 0.4625) and item (cognate) levels (9.8862 vs.
1.2521). The larger variances of German participants for the
random slope of cognate indicate that they exhibit larger fluc-
tuations in how trigram surprisal and (un)predictability affect
word recognition. The negative correlations between the inter-
cept and surprisal/(un)predictability effects suggest that words
that are generally easier tend to be less affected by these fac-
tors, with this trend being stronger in English (-0.93) than in
German (-0.72/-0.69). For instance, in English, the easiest
words are even less influenced by trigram surprisal than in Ger-
man ( -0.72 vs. -0.93). Additionally, High surprisal and word
(Un)predictability effects are more strongly related in German
(0.89) than in English (0.64), indicating that German speakers
rely more on contextual cues, making their performance more
sensitive to word-specific difficulty.

3.2.1. German data

The fixed effect results for the German data are shown in Ta-
ble 4. The intercept estimate (-3.1510) and its p-value (< .05)
suggest that the accuracy for the baseline, namely Low trigram
surprisal, high word predictability (Pred), and AudioOnly type,
is significantly below chance (P (correct) = e3.1510

1+e3.1510
=

2based on the Welch Two Sample t-test of correctness by language
(t = 28.671, df = 2548.3, p-value < .05)
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Table 4: Fixed effects of glmer models for German and English data. Significance (Sig.) codes: *** p < 0.001, ** p < 0.01, and *
p < 0.05.

Language Fixed Effect Estimate Std. Error z value Pr(> |z|) Sig.

German (Intercept) -3.1510 0.9884 -3.188 0.00143 **
High 4.2579 0.9364 4.547 5.44e-06 ***
Unpred 4.7789 0.8752 5.460 4.75e-08 ***
AudioText -0.3259 0.2937 -1.109 0.26727
High:Unpred -5.2053 0.6045 -8.611 <2e-16 ***

English (Intercept) -4.9641 0.5988 -8.290 <2e-16 ***
High 2.3037 0.7115 3.238 0.00121 **
Unpred 2.5143 0.7344 3.424 0.00062 ***
AudioText 0.6335 0.2155 2.939 0.00329 **
High:Unpred -3.4539 0.6723 -5.137 2.79e-07 ***

0.0409 (or 4.1%)). It is clear that having high trigram sur-
prisal (High) and low word predictability (Unpred) resulted
in significant positive estimates (4.2579 and 4.7789), namely
higher log-odds of having correct translations as the models pre-
dict 1 (the correct answer). These results contrast with our ex-
pectation when designing the stimuli. Recall that our stimuli
were validated by Dutch native speakers. The results indicate a
substantial difference between native and cross-language com-
prehension. The AudioText experimental type resulted in lower
(-0.3259), but insignificant (p > .05) accuracy. We also found a
significant interaction between trigram surprisal and word pre-
dictability. In detail, when trigram surprisal is High, having low
word predictability (Unpred) significantly led to lower accuracy
(-5.2053). Overall, high trigram surprisal and a word being un-
predictable separately increase accuracy, but their interaction
strongly decreases accuracy, suggesting that when both factors
are present, they interfere with comprehension.

3.2.2. English data

The fixed effect results for English are shown in Table 4. The
baseline accuracy is much lower (0.69%) compared to that
(4.09%) in German. Having High trigram surprisal and low
word predictability (Unpred) resulted in significantly higher ac-
curacy (2.3037 and 2.5143), but weaker effects of English com-
pared to German. In line with the German results, these results
again contrast with our expectation in stimulus design. Fur-
ther, contrary to the German results, the AudioText type resulted
in significantly higher accuracy (Estimate = 0.6335, p < .05).
Also, we observed again a significant interaction between tri-
gram surprisal and word predictability but a less severe effect
compared to our German participants (-3.4539 vs. -5.2053).

In summary, our results suggest that even when Dutch
words are “predictable” (only based on the validation of the
stimuli) and presented in a simple auditory format, participants
found them very difficult to understand. The low baseline seems
to show that without additional cues, cross-language intelligi-
bility is minimal. The even lower baseline accuracy for our
English participants suggests they struggle more with cross-
language comprehension than our German participants do. Ger-
man and Dutch have closer typologically proximity [21], mak-
ing it slightly easier for German participants. They seem to
rely more on predictability effects (trigram surprisal and word
predictability), but suffer a larger accuracy drop when both fac-
tors (High surprisal and Unpredictability) are present. Whereas
English participants benefit more from AudioText but show
smaller predictability effects overall, implying that English par-

ticipants encountered more difficulties in comprehending for-
eign, spoken utterances and thus benefit more from direct, writ-
ten forms of context. The interaction of High and Unpred had
negative estimates, meaning that when both factors are extreme
like the native comprehension in stimulus validation, they im-
pair comprehension. However, as the trigram surprisal levels
were tangled with the trigram syntax, future research may dis-
entangle the effects of trigram surprisal and trigram syntax.

3.3. Limitations

Our GLMM findings did not entirely align with predictions
from stimulus validation. However, within high-surprisal tri-
grams, lower word predictability (Unpred) corresponded to de-
creased translation accuracy. Importantly, the surprisal manipu-
lation was intertwined with syntactic structure, as high-surprisal
trigrams consistently appeared as prepositional phrases, while
low-surprisal ones were noun phrases, potentially affecting out-
comes. Future work could disentangle surprisal from syntac-
tic structures and consider additional factors, such as the ef-
fect of participants’ L2 proficiency, phonetic distances among
items, cultural context, as well as explore using stimuli vali-
dated across all three languages. Participants’ age may also af-
fect performance, as younger participants could be more adapt-
able due to greater neuroplasticity, while older ones might de-
pend more on their native language’s acoustic and phonetic
cues. Hearing ability and cognitive speed may also contribute.

4. Conclusion
In this study, we explored how word predictability affects
cross-language intelligibility in comprehending spoken, foreign
language and whether additional written text facilitates com-
prehension. Regardless of participants’ native language (En-
glish or German), word predictability and trigram surprisal
significantly influence cross-language intelligibility (of Dutch
stimuli), with lower predictability in combination with higher
trigram surprisal decreasing accuracy. This interaction sug-
gests that word predictability benefits diminish under high tri-
gram surprisal conditions. We observed substantial individual
variability among participants and across cognate items, with
stronger effects observed in German speakers, and that the in-
fluence of trigram surprisal and word predictability varies con-
siderably across items, highlighting the complexity of cross-
language word recognition. Together, these findings suggest
that word predictability dynamically shapes intelligibility in re-
ceptive multilingualism, tending to be language-specific.

3801



5. Acknowledgements
This research is supported by a Rubicon grant from the Dutch
Research Council (NWO) to the first author (019.223SG.004)
and a grant by German Research Foundation (DFG, Project
ID 232722074-SFB1102) to the second and third authors. We
would also like to thank our colleague Marian Marchal for help-
ing us preparing the stimuli.

6. References
[1] C. Gooskens, Mutual intelligibility between closely related lan-

guages. Walter de Gruyter GmbH & Co KG, 2024, vol. 30.

[2] K. Jágrová, T. Avgustinova, I. Stenger, and A. Fischer, “Language
models, surprisal and fantasy in slavic intercomprehension,” Com-
puter Speech Language, vol. 53, 06 2018.

[3] I. Stenger and T. Avgustinova, “On Slavic cognate recognition
in context,” in Computational Linguistics and Intellectual Tech-
nologies: Papers from the Annual International Conference ‘Dia-
logue’, vol. 20, Moscow, Russia, June 2021, pp. 660–668.
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