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Abstract

This paper presents the results of a corpus study which exam-
ines the impact of frequency of occurrence of accented words on
the realisation of pitch accents. In particular, statistical analy-
ses explore this influence on pitch accent range and alignment.
The results indicate a significant effect of frequency of occur-
rence on the relative height of L*¥H and H*L pitch accents and
an also significant but more subtle effect on the alignment of
L*H accents.

Index Terms: exemplar theory, pitch accents, frequency effects

1. Introduction

In recent years, a growing body of evidence has emerged which
has established the effects that frequent usage has on linguistic
units across a variety of linguistic domains [1, 2].

In the domain of prosody, frequency of occurrence has been
found to affect the variability of syllable duration [3, 4] and
pitch accents [S]. Although frequency effects have been found
which influence pitch accent shape [5] the influence of word fre-
quency on pitch accent realisations has yet to be examined. The
research presented in this paper specifically targets this ques-
tion. In particular the following questions are addressed:

1. Is there an effect of the frequency of occurrence of a
word-accent pair on the realisations of the accent?

2. If so, what is the impact of frequency on these realisa-
tions?

3. What are the implications of such an effect for theories
of lexical storage and post-lexical accenting?

In examining the realisation of pitch accent tokens, a para-
metric intonation model, known as PalntE [6], is employed to
extract meaningful parameters from pitch accented words of
varying frequency in a speech corpus. ANOVAs are carried out
on these individual parameters to determine if frequency of oc-
currence influences their behaviour. It is important to note that
these ANOVAs incorporate additional shape-influencing fac-
tors, e.g. syllable onset size.

The results in this study are examined from an exemplar-
theoretic perspective (see section 2). According to this frame-
work all perceived linguistic exemplars (segments, syllables,
words etc.) are stored and offer the speaker a resource which
can be drawn upon for both production and perception. Effects
of frequency therefore are important as they offer the speaker
more production and categorisation options, and in the current
context could potentially indicate pitch-accent storage in the
lexicon.

The structure of this paper is as follows: Section 2 pro-
vides a short introduction to Exemplar Theory and motivates
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the study. The parametric intonation model [6] which captures
pitch accent shape is then outlined in section 3. Section 4 intro-
duces the methodology which is used in the analyses. Results
are presented in section 5, and conclusions and opportunities
for future research are discussed in section 6.

2. Exemplar Theory

Exemplar Theory is concerned with the idea that the acquisi-
tion of language is significantly facilitated by repeated exposure
to concrete language input, and it has successfully accounted
for a number of language phenomena, including diachronic lan-
guage change and frequency of occurrence effects [2], the emer-
gence of grammatical knowledge [7], syllable duration variabil-
ity [3, 4], entrenchment and lenition [1], among others. Cen-
tral to Exemplar Theory are the notions of exemplar storage,
frequency of occurrence, recency of occurrence, and similar-
ity. There is an increasing body of evidence which indicates
that significant storage of language input exemplars, rich in de-
tail, takes place in memory [8, 9, 10]. These stored exemplars
are then employed in the categorisation of new input percepts.
Similarly, production is facilitated by accessing these stored ex-
emplars as production targets. Computational models of the ex-
emplar memory also argue that it is in a constant state of flux
with new inputs updating it and old unused exemplars gradually
fading away [1].

Up to now, little exemplar-theoretic research has examined
pitch accent prosody (but see [11] for memory-based prediction
of pitch accents and prosodic boundaries and [5] for evidence
of frequency effects on within-type pitch accent variability) and
to the authors’ knowledge this paper represents the first attempt,
from a usage-based perspective, to examine the relationship be-
tween the frequency with which words and pitch accents com-
bine and the effect this frequency has on pitch accent realisation.
Given the considerable weight of evidence for the influence of
frequency of occurrence effects in a variety of other linguistic
domains it seems reasonable to explore such effects on pitch ac-
cent. In particular, if pitch accent production is autonomous and
independent of the lexicon, in keeping with autosegmental the-
ories of intonation, then an examination of pitch accent on the
basis of lexical frequency should be unlikely to yield frequency
effects. However, an exemplar-theoretic account would suggest
that perceived lexical items could be stored with the accompa-
nying perceived pitch accent, in which case pitch accents might
not always operate in an autosegmental fashion.

The search for possible frequency of occurrence effects
takes place with respect to pitch accent shapes captured by the
parametric intonation model discussed next.

26— 30 September 2010, Makuhari, Chiba, Japan



205

195 ]

c2
185
175

cl

165

155

145

-1 0 1 b 2

Figure 1: The PalntE model function is the sum of a rising and
a falling sigmoid with a fixed time delay. The time axis is nor-
malised to the syllables’ lengths. The parameters are calculated
over the span of the accented syllable (o) and its immediate
neighbours. Parameter b locates the peak of the accent, param-
eters c/ and c2 model the ranges of the rising and falling slopes,
respectively, d corresponds to the actual height of the peak and
parameters a/ and a2 (not displayed) denote the “amplitude-
normalised” steepness of the rising and falling slopes [13].

3. The Parametric Representation of
Intonation Events - PalntE

The model approximates stretches of Fy by employing a phonet-
ically motivated model function [6]. This function operates on a
three-syllable-window and consists of the sum of two sigmoids
(rising and falling) with a fixed time delay which is selected so
that the peak does not fall below 96% of the function’s range.

The function employs six parameters reflecting the shape
of the accent (cf. figure 1). In earlier versions of PalntE, the
approximation of the Fy-contour for a given accent was carried
out on the accented and post—accented syllables. However, for
some accents (e.g. HxL) the beginning of the rise is likely to
start at the preaccented syllable. In the current version of PalntE
the window used for the approximation of the Fo-contour for
H=xL accents has been extended to the preaccented syllable, so
that the parameters are calculated over the span of the accented
syllable and its immediate neighbours (unless it is followed by
a boundary tone which causes the window to end at the end of
the accented syllable).

Three of the PaIntE parameters were employed in the anal-
yses: parameters c/ and c¢2 to determine the accents’ ranges and
parameter b to analyse the accents’ temporal alignment (which
has been shown to be crucial in the description of an accent’s
shape [12]).

4. Methodology

The speech data used in this study consist of a day of radio
news broadcasts from a German radio station (Deutschland-
funk, 26/04/2007). It comprises 2 hrs 43 mins of read speech
by 4 professional speakers (2 female, 2 male). The corpus was
labelled prosodically according to GToBI(S) [14].

For each pitch accent, six parameters reflecting its shape
were extracted using a parametric intonation model (PalntE, [6],
see section 3). All tokens, for each of the PalntE-parameters,
which were identified as outliers, were removed. Outliers were
defined such that the upper 2.5 percentile as well as the lower
2.5 percentile of the data were excluded.

Given that the data processing includes several steps (man-
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ual labelling, Fo-approximation, Fy-smoothing, PalntE para-
metrisation) where each step increases the number of potential
error cases, only pitch accent tokens that were clearly reason-
able examples of either L*H or H*L were extracted. These
examples consist of tokens where either both sigmoids of the
PalntE function were used or where single accent-appropriate
sigmoids were used (e.g. rising sigmoid for L*H accents in
cases where the fall is not realised within the three syllable win-
dow). Since nuclear and prenuclear accents can differ in their
shape [15], only nuclear accents were extracted.

For each word type, the frequency of the combination of
this type with an accent type (e.g. “Merkel — H*L”), referred to
as accented word in the following, was calculated. The analysed
dataset comprises 1098 L*H tokens (578 accented word types)
and 580 H*L tokens (385 types).

To normalise for speaker differences the PalntE parameters
were z-scored, on an accent-type basis, for each speaker sepa-
rately. A z-score represents the number of standard deviations
the value is away from the mean value for that dimension. The
z-score is given by:

valuegim — meangim

¢y

z — scoredim = sdeva
Hence, each of the z-scored values indicates if the PalntE pa-
rameter value of the accent in question is increased or decreased
with respect to the typical parameter values of the individual
speaker. For instance, a z-score value of 1 means that the pa-
rameter value is one standard deviation higher than the average
value of the speaker in question. In this way values from differ-
ent speakers are made comparable.

Factors, other than accented word frequency, that are likely
to influence pitch accent shape were extracted by processing the
speech data with the Edinburgh Speech Tools [16]. The factors
were: number of segments in the accented syllable’s onset and
coda (0, 1, 2, or more than 2 segments) and the position of the
accented syllable in the word, which distinguishes not only be-
tween different positions of the syllable in polysyllabic words,
but also between mono and polysyllabic words.

For each of the pitch-accent sets (L*H and H*L) 4-way
ANOVAs were performed for each of the z-scored PalntE pa-
rameters, where the parameter in question was the dependent
variable and the above mentioned factors and accented word
frequency were incorporated as predictors. The results of the
statistical analyses are given in section 5.

In those cases where accented word frequency was found to
be a significant factor, 3-way ANOVAs were performed with ac-
cented word frequency removed from the set of predictors. The
residuals of these ANOVAs, i.e. the data which cannot be ex-
plained by the three factors, were then plotted against accented
word frequency in the figures below to establish how the fre-
quency of occurrence of accented words affects the data.

Df Sum Sq Mean Sq F value Pr(>F)

onsetsize 3 6.66 222 2.7315 0.043242 *
codasize 2 4.60 2.30 2.8274 0.060081 .
sylpostype 3 3.44 1.15 1.4084 0.239455
accwordfreq 1 13.45 13.45 16.5477 <0.001 ***
Residuals 518 421.14 0.81

Table 1: ANOVA results (main effects) for HxL dependent vari-
able c2.



Df Sum Sq Mean Sq F value Pr(>F)

onsetsize 3 3.69 1.23 1.2050 0.306734
codasize 2 0.18 0.09 0.0868 0.916855
sylpostype 3 0.80 0.27 0.2630 0.852098
accwordfreq 1 4.09 4.09 4.0163 0.045324 *
Residuals 1024 1043.97 1.02

Table 2: ANOVA results (main effects) for LxH dependent vari-
able cl.

Df Sum Sq Mean Sq Fvalue Pr(>F)
onsetsize 3 2212 7.37 11.0537 <0.001 ***
codasize 2 5514 2757 413276 <0.001 ***
sylpostype 3 32136 107.12 160.5742 <0.001 ***
accwordfreq 1 271 271 4.0572 0.044246 *
Residuals 1024 683.12 0.67

Table 3: ANOVA results (main effects) for L+H dependent vari-
able b.

5. Results

The results of ANOVAs which yielded significant effects for ac-
cented word frequency are presented in the tables above. It is
important to note that only main effects are reported, for rea-
sons of brevity (some interactions were also found involving
frequency). For HxL accented words table 1 indicates a clear ef-
fect of accented word frequency (accwordfreq) on pitch-accent
realisation of parameter c2 (p< 0.001). This parameter corre-
sponds to the range of the fall in HxL accents. Figure 2 plots
the residuals of a 3-way ANOVA of the HxL ¢2 data, with ac-
cented word frequency removed as predictor, against accented
word frequency (a regression line has been fitted). The figure il-
lustrates greater z-score values for the c2 parameter as accented
word frequency increases. This corresponds to a greater range
of the fall.

For LxH accented words table 2 demonstrates a significant
main effect of accented word frequency on parameter ¢/ (range
of the rise, p<0.05). Figure 3 (again plotting residuals against
accented word frequency) indicates a subtle increase in the rise
of the accent with increasing frequency. Table 3 presents a sig-
nificant effect of accented word frequency on the b parameter
(p<0.05). This parameter corresponds to the temporal align-
ment of the peak relative to the accented syllable. Figure 4
plots the residuals of a 3-way ANOVA of the L«H b data, with
accented word frequency removed as predictor, across accented
word frequency. In this case, as accented word frequency in-
creases, the peak is realised later (but see discussion below).

6. Discussion and conclusion

At the outset, this paper sought to establish the impact word
frequency might have on the realisation of two frequently oc-
curring pitch accent types, and what consequences might ensue
from such an impact for theories of lexical storage and post-
lexical accenting. Teasing apart the effect of accented word fre-
quency from other, more obvious, influential factors is tricky,
however the ANOVA results above indicate an effect of fre-
quency of occurrence on the realisation of pitch accent ranges,
and the temporal positioning of L+H peaks. It is important to
note however that while accented word frequency affects L+H
peak location (visible when plotted against the residuals), this
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Figure 2: Residual-values for z-scored parameter c2 for nuclear
H*L accents plotted against the frequency with which the re-
spective word occurs with a nuclear H*L accent.

effect is not present in the non-residual data. In other words
while frequency of occurrence aligns the peak later, the other
factors reign it in.

With regard to pitch accent range, the rise tends to be larger
with increasing accented word frequency in nuclear L*H ac-
cents, and the fall is greater in nuclear H*L accents. Thus, for
both accent types, the realisation of an accent becomes more
prominent as the frequency of the accented word increases.

From the perspective of theories of lexical and prosodic
production these findings indicate a relationship between ac-
cented word frequency and pitch accent realisation. Within
an exemplar-theoretic framework, the bias towards more pro-
nounced accents with increasing frequency can be explained in
terms of a production-perception loop: during speech produc-
tion a speaker selects a stored exemplar as a production target.
Assuming that pitch accents can be stored with the word, the
speaker would select an exemplar that matches not only the in-
tended word but also the intended pitch accent. The main pur-
pose of pitch-accentuation is to make a word more prominent,
the result of which is to draw the listener’s attention to the word
and make it more noteworthy. Moreover, the most prominent
tokens are likely to have the greatest activation in the speakers
memory as they are more marked. Consequently, it seems plau-
sible that the exemplar that is most prominent is chosen as a
production target. During production, imprecision inherent in
the production process will yield a pitch-accented word which
is either more, or less, prominent than the production target it-
self. This new production will be perceived and stored as a
new exemplar, and, if more prominent, will be more likely to be
selected as a production target than the previous target in subse-
quent productions (and possibly be produced more prominently
again), and will be less likely to be selected for production if
less prominent. Ultimately, this will yield more prominent pro-
ductions and increase prominence within the cloud of accented
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Figure 3: Residual-values for z-scored parameter c/ for nuclear
L*H accents plotted against the frequency with which the re-
spective word occurs with a nuclear L*H accent.

words as a whole, as the less prominent exemplars will fade
from memory due to lack of activation. This behaviour will be-
come entrenched over time, preventing excessive peak promi-
nence [1].

Of course there are instances where high frequency ac-
cented words are produced less prominently than mean promi-
nence. This is, in part, because idiosyncratic productions al-
ways occur and are accumulated over time. Discourse, tonal and
segmental information (e.g. information status, distance from
prosodic boundaries, vowel duration), is also likely to play a
role, and requires further study. Nevertheless, there is a signi-
ficant inclination towards prominence as the frequency of the
combination of word type with pitch accent type increases.
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