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Formant Tracking Using Context-Dependent
Phonemic Information

Minkyu Lee, Jan van Santen, Bernd Möbius, and Joseph Olive

Abstract—A new formant-tracking algorithm using phoneme
information is proposed. Conventional formant-tracking algo-
rithms obtain formant tracks by analyzing the acoustic speech
signal using continuity constraints without any additional in-
formation. The formant-tracking error rate of the conventional
methods is reportedly in the range of 10%–20%. In this paper, we
show that if text or phoneme transcription of speech utterances
is available, the error rate can be significantly reduced. The basic
idea behind this approach is that given the phoneme identity, for-
mant-tracking algorithms can have a better clue of where to look
for formants. The algorithm consists of three phases: 1) analysis,
2) segmentation and alignment, and 3) formant tracking by the
Viterbi searching algorithm. In the analysis phase, formant can-
didates are obtained for each analysis frame by solving the linear
prediction polynomial. In the segmentation and alignment phase,
the text corresponding to the input speech utterance is converted
into a sequence of phoneme symbols. Then, the phoneme sequence
is time aligned with the speech utterance. A hidden Markov
model (HMM) based automatic segmentation algorithm is used
for forced-time alignment. For each phoneme segment, nominal
formant frequencies are assigned at the center of each phoneme
segment. Then nominal formant tracks for the entire utterance
are obtained by interpolating the nominal formant frequencies.
In order to compensate for the coarticulation effect, different
interpolation methods are used depending on the phonemic
context. The interpolation process makes the formant-tracking
algorithm robust to possible segmentation errors made by the
HMM-based segmentation algorithm. As a result, the proposed
formant-tracking algorithm does not require highly accurate
alignment/segmentation. Finally, a set of formants is chosen from
the formant candidates in such a way that the resulting formant
tracks come close to the nominal formant tracks while satisfying
the continuity constraints. The algorithm is tested using natural
speech utterances and the performance is compared against for-
mant tracks obtained by the conventional method using continuity
constraints only. The new algorithm significantly reduces the for-
mant-tracking error rate (5.03% for male and 3.73% for female)
over the conventional formant-tracking algorithm (13.00% for
male and 15.82% for female).

Index Terms—Automatic segmentation, coarticulation, dynamic
programming, formant tracking, speech analysis.
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I. INTRODUCTION

FORMANT tracking is an important speech analysis
problem that can benefit many speech applications such

as speech recognition, compression, and synthesis. It is also a
useful tool for phoneticians studying the mechanisms of human
speech production. In the Bell Laboratories’ Text-To-Speech
(TTS) system [1], formants are used for selecting concatenation
units from recorded speech. Since only a limited number of
acoustic units is stored in the inventory and speech is synthe-
sized by concatenating the units, it is important to be able to
choose the best candidate for each synthesis unit (diphone,
triphone, etc). Formants can also be used for checking unit
compatibility to determine whether or not any two synthesis
units are connectable in terms of spectral discrepancy [1]. Thus,
reliable formant tracking is one of the crucial components in the
construction of the Bell Laboratories’ TTS system. The recent
trend in TTS development is to increase the size of acoustic
inventory. When a large amount of speech material has to be
processed, it would be prohibitive to rely on human intervention
to correct errors made by automatic formant-tracking methods.

For decades, researchers have worked to improve the perfor-
mance of speech formant-tracking algorithms. Nevertheless,
state-of-the-art formant-tracking algorithms are not reliable
enough for unsupervised, automatic usage. Even though the
errors can be obvious to the human eyes when displayed in
a longer time frame, a human might not do much better than
the automatic formant trackers given only local information.
This observation has led to methods that impose continuity
constraints on the formant selection process [2], [3]. However,
errors tend to occur when the continuity constraints are either
too strong or too weak. Finding the proper strength of the
continuity constraints is not a trivial task. In highly transient
phone boundaries, such as consonant–vowel transitions, the
continuity constraints often cause tracking errors [4]–[6].

In this paper, we propose a new algorithm for tracking speech
formant trajectories. In some speech applications, text transcrip-
tion of the speech utterances is available. Phoneme transcription
can be generated automatically from the texts. It is also possible
to time align the phoneme transcription with the acoustic speech
signal using various signal processing techniques. For a given
speech interval, the identity of a phoneme can be determined and
nominal formant values for the phoneme are also available from
the literature [7]. In the proposed method, the nominal formant
values are used as references for formant searching. We describe
how much improvement can be achieved by using phoneme in-
formation in addition to the conventional constraints such as the
continuity constraints. Performance is compared with previous
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work [8], [9] in which formant tracking is performed without
text or phoneme information.

II. ALGORITHM

The formant-tracking algorithm consists of three phases:
1) analysis, 2) segmentation/alignment, and 3) formant track
selection, as shown in Fig. 1. In the analysis phase, formant
candidates are obtained by solving the linear prediction poly-
nomial from LPC analysis on pre-emphasized speech. In the
segmentation phase, input text is converted into a sequence
of phoneme symbols, and the phoneme sequence is time
aligned with the acoustic speech utterance. Finally, in the
formant-tracking phase, the best set of formant frequencies is
selected from the candidates, based on minimum cost criteria.
For each analysis frame, we choose a set of formant candidates
that is closest to the nominal formant tracks while satisfying
the continuity constraints. In this section, each block will be
explained in more detail.

A. Speech Analysis

First, autocorrelation LPC analysis is performed on pre-em-
phasized input speech. An LPC order of 12 is used for speech
data collected at the sampling rate of 11.025 kHz. Thus, ten
complex poles (five conjugate pole pairs) will be used to model
five formants and the extra two poles are for the spectral tilt
that might not have been compensated for by the pre-emphasis
process. Pitch-asynchronous LPC coefficients are calculated
every 5 ms. A Hamming window of 25 ms is applied to each
analysis frame. Formant frequency candidates are obtained
by root solving the prediction polynomial using Bairstow’s
method [10]. Only complex roots are considered as candidates
for final formants. If a complex root pair is

(1)

Then, is the formant frequency and the corresponding band-
width is approximately [11]. Therefore, there are, at most, six
formant candidates for each analysis frame from twelfth-order
LPC analysis. The goal of the proposed algorithm is to select
smooth formant tracks from the candidate set.

B. Text-to-Phoneme Transcription

In the text-to-phoneme conversion module, the text transcrip-
tion of input speech is converted into a sequence of phoneme
symbols. We use the text analysis front-end of the Bell Labo-
ratories’ TTS system [1] for text-to-phoneme conversion. The
front-end includes components such as sentence-boundary de-
tection, abbreviation expansion, number expansion and so on.
Then morphological analysis is performed for lemmatization of
inflected words using a finite-state machine. Finally, the words
are converted into phoneme sequences using dictionary lookup
and letter-to-sound rules.

A probabilistic system is also used to generate alternative pro-
nunciations for a given phoneme sequence produced by TTS’s
front-end. This is required in order to cope with the possible mis-
matches between the TTS phoneme sequence and actual speech
produced by the speaker. During the automatic segmentation
stage, hidden Markov model (HMM) based algorithms attempt

Fig. 1. Overall system block diagram for formant tracking.

to determine which alternative pronunciation is actually pro-
duced by the speaker.

C. Automatic Speech Segmentation/Alignment

The next step is to segment the acoustic signal into phoneme
segments and align them with the phoneme sequence. This task
is often called the forced-alignment problem. Although manual
segmentation and alignment is considered to be the most
accurate method [12], the segmentation results from human
experts do not always agree [13]–[15]. In addition, manual
segmentation can be time consuming. Many algorithms have
been proposed in order to obtain a consistent automatic formant
tracker. Using HMM-based speech recognizers combined with
the Viterbi search is the most popular and natural method
[16], [17]. Ho [18] used phoneme-dependent HMM-based
formant tracking for voice morphing. Van Santen and Sproat
[19] applied edge detectors in different frequency bands. The
boundaries are then combined with lowest-cost path algorithms
applied to finite-state transducers. Hosom [20] incorporated
acoustic-phonetic information such as voicing, glottalization,
and burst-related impulses, into a phonetic alignment system.

The performance of automatic forced-alignment algorithms
is often compared against the performance of human experts.
For speaker-independent methods, state-of-the-art forced-align-
ment algorithms report about 86% accuracy within 20 ms and
about 96% accuracy within 40 ms for clean speech [17], [21].
Speaker-dependent methods can achieve slightly higher accu-
racy.

In this study, we implement a conventional HMM-based
speech segmentation algorithm with Viterbi search. Improving
the performance of automatic segmentation algorithms is
beyond the scope of this study. Rather, we will show that
using state-of-the-art automatic segmentation algorithms is
sufficient for improving the performance of conventional for-
mant-tracking algorithms. A schematic diagram of a typical
HMM-based segmentation system is shown in Fig. 2. Speech
parameters are extracted from the input speech. For HMM
training, we use a set of HMM triphone models trained for Bell
Laboratories’ speaker independent automatic speech recog-
nition (ASR) engine [22]. The HMM model is trained using
Wall Street Journal corpora. Each triphone is modeled using a
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Fig. 2. Block diagram of an HMM based segmentation/alignment system.

six-state left-to-right HMM topology. Speech analysis frame
length is 25 ms and the analysis window is shifted by 5 ms. The
topology does not allow skipping state. Therefore, the minimum
triphone length that the topology can model is 30 ms. Input
phoneme sequence can be easily con-
verted into a sequence of triphones, .
Then, using the HMM triphone models, an HMM network
for input text can be constructed by sequencing the initial state
of a triphone model with the last state of the preceding
triphone model .

In the next stage for automatic speech segmentation, an ob-
servation vector is extracted every
5 ms from input speech. For the observation sequence and
the underlying HMM model , the best state sequence

can be found using the Viterbi time-align-
ment algorithm [23].

In order to evaluate the performance of the automatic seg-
mentation algorithm, the segmentation results are compared
with hand-segmented phone boundaries. A total of 4,223 ut-
terances (2049 male and 2174 female speech) are segmented
both manually and automatically. The total number of phone
boundaries are 45 217 and 18 597 for male and female speech,
respectively. Table I shows the performance of the segmentation
algorithm using the manual segmentation results as references.
About 81.6% for female and 77.7% for male speech have
segmentation errors of less than 20 ms. And about 95.5% for
female and 92.5% for male less than 40 ms. About 98.9% of
female and 96.7% of female speech have segmentation errors
less than 100 ms. The average absolute differences are 12.28
and 13.23 ms for female and male speech, respectively. Table II
summarizes the results for different phoneme class pairs. The
summary is for both male and female utterances. Phonemes are
classified into seven classes: vowel, nasal, fricative, affricate,
stop, liquid, and glide. One can observe that vowel–vowel,
vowel–liquid, stop–stop, and fric–fric transitions show rela-
tively larger segmentation error. Not surprisingly, those groups
are the classes that human expert labelers do not always agree.

D. Nominal Formant Tracks

This section explains how to obtain nominal formant tracks
using the phoneme boundaries. Given phoneme identity and lo-
cation, nominal formant tracks are constructed using nominal

formant values for each phoneme. Tables III and IV show nom-
inal formant values for U.S. English male and female speakers,
respectively. The values are the averages of three U.S. male
speakers measured by a human expert. For female speech, for-
mant values 15% higher are used. The results in Section III will
show that this approximation for female formant values is ap-
propriate for our purpose.

Voicing probabilities of 1.0 for voiced, 0.0 for unvoiced
and stops, and 0.6 for nasal sounds are used. The voicing
probability acts as a confidence measure for the nominal for-
mant frequencies, i.e., the nominal formant values are highly
credible for voiced sounds, but not for mixed and unvoiced
sounds. Nominal formant values and a voicing probability are
assigned to the temporal center of each phoneme segment.
Nominal formants and a voicing probability for the frames
between the center points are interpolated for smooth nominal
formant trajectories. In order to account for the coarticulation
effect, various interpolation methods are used depending on
the phonemic context. Linear interpolation is applied in gen-
eral. But, for some special phoneme sequences where strong
coarticulation may occur, nonlinear interpolation is adopted.
It is well known that some phoneme classes affect the sound
of surrounding phonemes more than others [24]. In order to
consider the contextual effects on formant frequencies, we
classify voiced sounds into subgroups whose sounds have
similar coarticulation effects. The subgroups are 1) liquids (/r/
and /l/), 2) glides (/w/ and /y/), 3) nasals (/m/, /n/, and ),
and 4) the remaining vowels. When phonemes from different
subgroups are connected, formants of one or both phonemes
can be changed dramatically due to the coarticulation effect. In
this section, such classes are explained in further detail. Only
voiced sounds are considered for contextual effects because
formants are not well defined for unvoiced sounds.

1) Transitions Between Vowels and Glides (or Liquids): In
English, a vowel followed by a glide between word or syllable
boundaries forms a diphthong. However, in vowel–glide (or
glide–vowel) transitions at syllable or word boundaries, the
glide functions as an independent phoneme. The influence of
the vowel and glide sounds on each other is mainly on the length
of the vowel part of the transition. A vowel–glide transition is
more abrupt and the glide sounds have a longer duration [7]. In
a glide–vowel transition, conversely, the spectrogram looks like
a mirror image of the vowel–glide transition. Liquid sounds
are generally very resistant to coarticulation. Therefore, the
influence of vowel and liquid sounds on each other is similar to
what we found in the transition between a vowel and a glide.

Nonuniform phoneme length change results in a nonlinear
formant transition near the phoneme boundary. In order to ac-
count for this effect, nonlinear interpolation is performed on
nominal formant values. An interpolation factor for a phoneme

to transition is described as

(2)

or

(3)
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TABLE I
SUMMARY OF AUTOMATIC SEGMENTATION ACCURACY

TABLE II
SUMMARY OF SEGMENTATION ACCURACY FOR MOST FREQUENT PHONEME CLASS TRANSITIONS. TEST DATABASE INCLUDES BOTH MALE AND FEMALE

UTTERANCES. TRANSITIONS WITH MORE THAN 500 PAIRS IN THE TEST DATABASE ARE LISTED. VOWEL–VOWEL, VOWEL–LIQUID, STOP–STOP,
AND FRIC–FRIC TRANSITIONS SHOW RELATIVELY LARGER SEGMENTATION ERROR

where is an interpolation factor at time , and and
are the center points of phoneme and , respectively. Equa-
tion (2) is used when the formants of phoneme needs to be
extended into the region of phoneme , i.e., progressive assimi-
lation. Equation (3) is used for regressive assimilation, where
the formant of a preceding phoneme is corrupted by the fol-
lowing phoneme. The nonlinear interpolation factor is depicted
in Fig. 3.

The th nominal formant at time is calculated as

(4)

where is the th nominal formant interpolated at time , and
and are the th nominal formant for phonemes and

, respectively.
Examples of nonlinear interpolation for transitions between

vowels and glides are illustrated in Fig. 4(a). Using nonlinear

interpolation, the resulting nominal formant tracks can better
guide the formant selection algorithm to true formant tracks.

2) Vowels to and From Nasals: Nasal sounds are produced
when the vocal tract is constricted at some point in the oral
cavity with the velum lowered. The air from the glottis flows
through the nasal tract. The mouth traps acoustic energy at some
frequencies resulting in antiresonance in the spectrum. The
nasal sounds typically show broad formants at low frequency
and no prominent formants at mid-to-high frequency range.

Due to the special characteristics of nasal sounds, the spec-
trogram of the transition region shows very clear and abrupt
discontinuities at the boundaries between vowels and nasals.
Therefore, the continuity constraints must be relaxed to allow
abrupt formant changes near nasals as depicted in Fig. 4(b).

3) Vowels to and From Fricatives and Stops: Fricative
sounds are produced by turbulence at a constriction in the vocal
tract. Since the source of the sound is at the constriction, not
at the glottis, the acoustics of the sound is less influenced by
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TABLE III
VOICING PROBABILITY AND NOMINAL FORMANT VALUES

FOR AVERAGE U.S. MALE SPEAKERS

the vocal tract resonance. Even with alveolar (e.g., /s/ and /z/)
and palato–alveolar (e.g., and ) fricatives, which are
produced further back in the oral cavity, the front oral cavity
is considerably smaller than the back cavity. Consequently,
fricatives do not display formant structure. For similar reasons,
stop sounds display little formant structure.

At the transitions of vowels to and from fricatives (or stops),
the formant values approach those of the adjacent vowels, es-
pecially for voiced fricatives and stops. As shown in Fig. 4(a),
we extend the nominal formants of the neighboring vowels into
fricative or stop regions.

The reason we define nominal formant tracks for fricatives
and stops, although they do not have well-defined formant struc-
ture, is that, in conventional formant-tracking algorithm, we ob-
serve many formant errors in the voiced sound that follows frica-
tives or stops. Most of the errors are due to the continuity con-
straints that is trying to connect spurious formants found in
fricatives region with the formant candidates in the following
voiced sound.

E. Formant Tracking

The next step is to choose the best set of formants from the
candidates that is close to the nominal formant tracks and that
satisfy the continuity constraints. This can be achieved by means
of dynamic programming.

The problem is to choose formants from candidates over
analysis frames, where is the total number of frames in

the utterance. For 11.025-kHz speech, there are, at most, six

formant candidates, and we are interested in four formant tracks.
Thus, here, we have and . At each frame there
are ways to map (assign) the candidates to formants. The
mappings can be identified as

(5)

where is the number of candidates obtained in the previous
analysis phase and is the desired number of formants.

The formants are chosen from the candidates based on min-
imal total cost criteria, which is calculated from several cost
functions: local cost, frequency change cost, and transition cost.
The local cost of the th mapping at the th frame is based
on the th formant bandwidth and the deviation of the th
formant frequency from nominal formant frequencies for
the phoneme

(6)

where is the voicing probability, determines the cost of
bandwidth broadening for the th formant, and determines
the cost of deviations from the nominal frequency of the th
formant. The candidate formant frequencies and
bandwidths are calculated by root solving the twelfth-
order LPC polynomial from the LPC analysis block shown in
Fig. 1. Given a complex root pair (1), the formant frequency is

and the corresponding bandwidth is approximately [11].
The frequency change cost between the th mapping at

frame and the th mapping at frame for the th formant
is defined as

(7)

The quadratic cost function is to penalize any abrupt formant
frequency change across analysis frames. Using (7), a transition
cost can be defined as a weighted sum of the frequency
change cost of each individual formant

(8)

where determines the relative cost of interframe frequency
changes in the th formant. The term is designed to modu-
late the weight of the formant continuity constraints based on
the acoustic/phonetic context of the frames. For example, for-
mant trajectories are often discontinuous across silence–vowel,
vowel–consonant, and consonant–vowel boundaries. One
should avoid placing the continuity constraints on those bound-
aries. The can be any kind of similarity measures or inverse
of distance measures such as interframe spectral distance
measures in the LPC or cepstral domain. We use a simple sta-
tionarity measure based on the signal rms energy, by which the
weight of the continuity constraints can be reduced when rms
energy changes abruptly. It is defined in terms of the relative
signal rms difference between the current and previous frames

(9)
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TABLE IV
VOICING PROBABILITY AND NOMINAL FORMANT VALUES FOR AVERAGE U.S. FEMALE SPEAKERS

Fig. 3. Interpolation factor.

with being the signal rms in the th analysis frame and
is the maximum rms energy in the utterance. The op-

eration is the absolute value of . When there is an abrupt
rms energy change, as in the case of silence–vowel, vowel–con-
sonant, and consonant–vowel boundaries, becomes small
reducing the effect of the frequency change cost . Obvi-
ously, this stationarity measure is too simple to detect all pos-
sible phone boundaries. The proposed idea of utilizing phone
identity and its nominal formant frequencies (6) is to prevent
forced restriction across the phone boundary.

Finally, the minimum total cost of choosing candidate for-
mant frequencies over analysis frames with mappings at
each frame can be defined as

(10)

As shown in Fig. 5, the mapping cost for the th mapping
at the th frame is obtained from

(11)

where is given in (6) and , the connection cost from the
th mapping at frame to the th mapping in frame , is

defined by the recursion

(12)

In the present implementation, the constants , , and
are independent of . The values of and are determined
empirically [8], while the value of is varied to select the op-
timal weight for the cost of deviation from the nominal formant
frequencies.



LEE et al.: FORMANT TRACKING USING CONTEXT-DEPENDENT PHONEMIC INFORMATION 747

Fig. 4. Nominal formant tracks obtained by linear and nonlinear interpolation.

Fig. 5. Mapping cost D is the sum of local cost � and the minimum
connection cost 
 . The 
 is calculated using the frequency change cost
� and the mapping cost D of the previous frame.

III. RESULTS

A total of 600 American English utterances from two male
and two female speakers are tested (e.g., 150 utterances from
each speaker). The utterances are recorded at 44.1 kHz, down-
sampled to 11.025 kHz and stored in 16-bit integer. Table V
summarizes the average number of words and the average length
of the utterances for each speaker.

The performance of the proposed algorithm is compared
with that of a formant tracker using only the continuity con-
straints. The results are visually inspected by overlaying the
formant tracks on top of the corresponding spectrogram. For-
mant-tracking error rate is calculated for voiced sounds only,
because formants are not well-defined for unvoiced sounds.

Formant-tracking errors are identified based on the following
rules. If a tracker misses the first formant and consequently as-
signs the second to the first formant and the third to the second

formant, the algorithm is considered to have made errors in all
three formants. As such, if it detects the first formant but misses
the second formant, hence assigning the third to the second for-
mant, the second and third formant are counted as errors. Ac-
cordingly, the number of errors tends to increase with the for-
mant number. If the first and third formants are correctly identi-
fied while the second formant is placed at the wrong frequency,
only the second formant is labeled as an error.

Table VI lists the number of phones with formant-tracking
errors for different methods for each gender group. The first
three rows P1, P2, and P3 are for the newly proposed algo-
rithm with different weightings on the cost function (6).
The last row, denoted as CC, shows the results for the con-
ventional formant tracker using the continuity constraints only,
i.e., is set to zero [8]. Smaller means less cost for devi-
ation from the nominal formant values, resulting in relatively
stronger continuity constraints. In other words, P1 has weak
continuity constraints producing formant tracks that are heavily
influenced by the nominal formant values. On the other hand,
CC has strong continuity constraints resulting in smoother for-
mant tracks. Total errors are the number of phones that have
one or more formant errors (any formant error regardless of ,

, , or ). The next four columns, – errors, show how
formant errors are distributed over the formant number. Since a
formant error can occur at both and , the first four formant
errors do not add up to the total errors.

As would be expected, the new proposed algorithm presents
much improved results (5.03% for male and 3.73% for female
speech) over the conventional formant tracker CC (13.00% for
male and 15.82% for female). Among the three tests with dif-
ferent values, P3 shows the best performance.
Notice that for the conventional method a large portion of the
errors are at ( for male and

for female) and ( for male and
for female). On the other hand, the new pro-

posed algorithm P3 has errors occurring in the or track
over 90% of the male and female speech. In the unit selection
process for the Bell Laboratories’ TTS system, and are
more heavily weighted in the acoustic unit selection process
than . In the acoustic unit selection process, mismatches of
the first formant are more critical than mismatches of the higher
formants.

In general, segmentation errors of 40 ms or less often do
not critically affect the performance of the proposed formant-
tracking algorithm because the nominal formant values near
phoneme boundaries are smoothly interpolated (except nasals).
In order to verify this postulate, we also tested the proposed al-
gorithm using manually segmented phone boundaries. Table VII
shows the performance of formant-tracking errors using manu-
ally segmented phoneme boundaries. The error rates are 4.67%
and 1.20% for male and female test utterances, respectively.
Compared to this result, formant tracking based on automatic
segmentation produces a slightly worse performance (5.03% for
male and 3.73% for female speech). Nonetheless, it is a great
improvement from the conventional formant-tracking method.

Figs. 7 and 8 show formant-tracking results for a speech
sample shown in Fig. 6 using the conventional method and
the proposed method, respectively. The conventional method
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TABLE V
SUMMARY OF THE FORMANT TRACKING TEST SET. EACH SPEAKER HAS 150 UTTERANCES. ALL

NUMBERS ARE IN AVERAGE PER UTTERANCE. VOWEL–LIKE PHONEMES ARE LISTED IN TABLE III

TABLE VI
SUMMARY OF FORMANT TRACKING ERROR USING AUTOMATIC SPEECH ALIGNMENT ALGORITHM (P1–P3) AND THE CONVENTIONAL FORMANT TRACKING

METHOD (CC). FOR METHODS P1, P2, AND P3, THE VALUES OF � ARE SET TO 10, 7, AND 4, RESPECTIVELY. FOR CC METHOD, � IS SET TO ZERO TO

IMPOSE THE CONTINUITY CONSTRAINTS ONLY. THUS, P1 HAS THE STRONGEST DEPENDENCY ON THE NOMINAL FREQUENCIES WHILE CC HAS

THE STRONGEST CONTINUITY CONSTRAINT

TABLE VII
SUMMARY OF FORMANT TRACKING ERROR USING MANUAL SPEECH ALIGNMENT. PHONE BOUNDARIES ARE IDENTIFIED BY HUMAN EXPERT LABELERS � = 4

Fig. 6. Speech waveform in “I saw hoyting guys.”

CC (Fig. 7) clearly misses the second formant track near the
diphthong indicated by an arrow. This is probably because the
continuity constraints forced the tracking algorithm to render
the second formant in the “oy” segment continuous with the
second formant of the previous voiceless fricative “h” near
2400 Hz. This is a typical error occurring when the continuity
constraints place too much emphasis on connecting the formant
tracts of the vowel segment to the preceding fricative segment.
Fig. 8 shows the correct tracking results obtained by the pro-
posed method, The new algorithm found the second formant
near the nominal formant values at about 1250 Hz of the “oy”
segment.

Fig. 7. Spectrogram and formant tracks—conventional method.

Errors still tend to occur when there is strong coarticulation.
Figs. 9–11 show an example of formant-tracking error which
is due to coarticulation. According to Table III, the first three
nominal formant values for a vowel are around 674, 1703,
and 2495 Hz while formant values for a retroflex sound /r/ are
around 431, 1203, 1720 Hz. When the two phonemes are con-
nected as -/r/, the formant tracks in the early part of
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Fig. 8. Spectrogram and formant tracks—proposed method.

Fig. 9. Speech waveform—/tar le/in “See the tar letting guys.”

Fig. 10. Spectrogram and formant tracks—conventional method.

often show the second formant around 1200 Hz, which is where
the second formant of /r/ is located. The proposed method suc-
cessfully selects the right formants for the /r/ part, while the con-
ventional method fails. However, both methods fail to detect the
low second formant of the part which is influenced by the
following /r/ sound. In this case, the nominal formant values in
the segment are invalid due to heavy coarticulation.

To summarize, the above results indicate that if a text or tran-
scription of an input utterance is available, the formant-tracking
performance can be improved considerably.

IV. SUMMARY

We have presented a new formant-tracking algorithm using
the knowledge of phoneme identity of the analysis frame. The

Fig. 11. Spectrogram and formant tracks—Proposed method.

algorithm consists of three phases: 1) LPC analysis and root
solving, 2) segmentation and alignment using HMM-based
forced-alignment algorithm, and 3) formant tracking by the
Viterbi searching algorithm. The proposed method searches
for formant tracks that are close to the nominal formant tracks
while satisfying the continuity constraints. The algorithm is
tested using natural speech utterances and the performance
is compared against formant tracks obtained by conventional
method, which is using the continuity constraints only. The new
algorithm significantly reduces the formant-tracking error rate
(5.03% for male and 3.73% for female) over a formant-tracking
algorithm using only the continuity constraints (13.00% for
male and 15.82% for female).
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