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ABSTRACT
In this paper a quantitative description

of German intonation is presented. It will
be demonstrated that intonation contours
can be efficiently analyzed, and predicted,
by interpreting the components and pa-
rameters of Fujisaki’s model in terms of
linguistic features and categories. It will
also be argued that a superpositionally or-
ganized model is particularly suitable for
a quantitatve description.

STRUCTURE OF INTONATION
Tone Sequences Or Layered
Components?
Two major classes of intonation models
have evolved in the course of the last two
decades. There are, on the one hand, hi-
erarchically organized models which in-
terpret F0 contours as a complex pattern
resulting from the superposition of several
components. Their counterparts are usu-
ally seen in the models which claim that
F0 contours are generated from a sequence
of phonologically distinctive tones, or cat-
egorially different pitch accents, that are
locally determined and do not interact.

Two quotations illustrate the compet-
ing points of view:
“[...] the pitch movements associated with
accented syllables are themselves what
make up sentence intonation [...] there is
no layer or component of intonation sep-
arate from accent: intonation consists of
a sequence of accents, or, to put it more
generally, a sequence of tonal elements.”
([9], p. 40)
“[...] Standard Danish intonational phe-
nomena are structured in a hierarchically
organized system, where components of
smaller temporal scope are superposed
on components of larger temporal do-
main [...] These components are simul-
taneous, parametric, non-categorical and
highly interacting in their actual produc-
tion.” ([25], p. 2)
Ladd [9, 10] argues that although the tone
sequence and the superpositional models
diverge in formal and notational terms,

they nevertheless may be more similar
from a descriptive point of view than usu-
ally admitted. Although I agree with the
argument ([24], p. 1041) that the two
types of intonation models not only differ
in formal respect but from a conceptual
point of view as well, I don’t think they
are ultimately incompatible. As a matter
of fact, in more recent publications (e.g.,
[11]) Ladd proposed a metrical approach
that incorporates both linear and hierar-
chical elements.

The main difference between the ’pure’
linear and overlaying models can be seen
in how the relation between local move-
ments and global trends in the intonation
contour is defined, or, in other words, in
the view of the relation between word ac-
cent and sentence intonation. The under-
lying problem is that word- and utterance-
(or phrase-)prosodic aspects all express
themselves by one and the same acous-
tic variable: the variation of fundamental
frequency as a function of time. There
is no way of deciding either by acous-
tic measurements or by perceptual criteria
whether F0 movements are caused by ac-
centuation or by intonation. A separation
of these effects, however, can be done on
a linguistic, i.e. more abstract, level of
description. Here rules can be formulated
that predict accent- or intonation-related
patterns independent of, as well as in in-
teraction with, each other.

Autosegmental theory allows for
the independence of various levels of
suprasegmental description and their re-
spective effects on the intonation contour
by an appropriate phonological represen-
tation. According to Edwards and Beck-
man [2], the most promising principle of
intonation models ought to be seen in the
capability to determine the effects of each
individual level, and of their interactions.
Although probably not intended by the au-
thors, this is precisely the most important
argument in favor of a hierarchical ap-
proach and of superpositional models of
intonation. Thus, the conceptual gap be-
tween the different theories of intonation



does not seem to be too wide to be bridged.
After presenting supporting data, I will

continue this line of argument in the con-
cluding section.

Motivation For A Superpositional
Approach
Even among researchers representing dif-
ferent types of intonation models there is
widespread agreement on the fact that the
F0 contour of an utterance should be re-
garded as the complex result of effects ex-
erted by a multitude of factors. Some of
these factors are related to articulatory or
segmental effects but others clearly have
to be assigned to linguistic categories.

In contradiction to the explicit assump-
tion in [20] that intonation is determined
exclusively on a local level, there is am-
ple evidence for non-local factors. In a
study of utterances containing parenthe-
ses [8], the authors show that the intona-
tion contour is interrupted by the paren-
thesis, and resumed right afterwards in a
way the contour would have looked like
in the ’same’ utterance without parenthe-
sis. Also, in [12] the authors explain how
the first accent peak in an utterance is ad-
justed depending on the underlying syn-
tactic constituent structure. Furthermore,
there is some evidence that the speaker
pre-plans the global aspects of the into-
nation contour, not only with respect to
utterance-initial F0 values but to phrasing
and inter-stress intervals as well [23].

These considerations obviously favor
models that directly represent both global
and local properties of intonation. These
models also provide a way of extracting
prosodic features related to the syntactic
structure of the utterance and to sentence
mode. Generally speaking, the analytical
separation of all the potential factors con-
siderably helps decide under which condi-
tions and to what extent the concrete shape
of a given F0 contour is determined by
linguistic factors (including lexical tone),
non-linguistic factors, such as, e.g., intrin-
sic and coarticulatory F0 variations, and
speaker-dependent factors.

Superpositionally organized models
lend themselves to such a quantitative ap-
proach: Contours generated by such a
model result from an additive superpo-
sition of components that are in princi-
ple orthogonal to, or independent of, each
other. The components in turn can be re-

lated to certain linguistic or non-linguistic
categories. Thus, the factors contributing
to the variability of F0 contours can be
investigated separately. In addition, the
temporal course pertinent to each individ-
ual component can be computed indepen-
dently. A production-oriented model pro-
viding components for accentuation on the
one hand and sentence or phrase intona-
tion on the other hand and generating the
pertinent patterns by means of paramet-
ric commands appears to be particularly
promising.

The only approach exploiting the prin-
ciple of superposition in a strictly math-
ematical sense is the model proposed by
Fujisaki and co-workers (e.g., [5, 3, 4]).
This particular model has several advan-
tages. Since it satisfies the principle of
superposition, the respective effect of a
given factor can be determined for a pre-
defined temporal segment or for a given
linguistically or prosodically defined unit,
such as a phrase or a stress group. For
every desired point in time in the course
of an utterance, the resulting F0 value can
be computed. The values of the model pa-
rameters (see following section) are con-
stant at least within one stress group. This
data reduction can be an important aspect
for certain applications like speech syn-
thesis. The smooth contour resulting from
the superposition of the model’s compo-
nents is appropriate for the approximation
of naturally produced F0 contours.

Generally speaking, adequate models
are expected to provide both predictive
and explanatory elements [1]. In terms of
prediction, models have to be as precise
and quantitative as possible, ideally being
mathematically formulated. A model pro-
vides explanations if it is capable of ana-
lyzing a complex system in such a way that
both the effects of individual components
and their combined results become appar-
ent. Fujisaki’s model meets both require-
ments; and all effects can be described
uniquely by their causes.

The model does not, however, explain
by itself why a given component behaves
the way it does. The particular approach
and the application presented in this pa-
per aim at providing these explanations,
especially by applying a linguistic inter-
pretation of the model’s components.

Another explanatory approach can be
seen in the potential physiological founda-
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Figure 1. Block diagram of Fujisaki’s quantitative model that additively superposes a basic
F0 value (Fmin), a phrase component, and an accent component on a logarithmic scale
(lnF0). The control mechanisms of the components respond to impulse (phrase component)
and rectangular commands (accent component), respectively (Ap = amplitude of phrase
commands; Aa = amplitude of accent commands; t = time).

tion, in terms of laryngeal structures and
interactions of laryngeal muscles, as dis-
cussed by Fujisaki [3]. His model is the
only one I am aware of that explicitly in-
cludes a quantitative simulation of the F0
production and control mechanisms inher-
ent in a human speaker; the approach is
based on work by Öhman and Lindqvist
[18].

The model represents each partial glot-
tal mechanism of fundamental frequency
control by a separate component. Al-
though it does not include a component
that models intrinsic or coarticulatory F0
variations, such a mechanism could easily
be added in case it is considered essential
for natural-sounding synthesis.

A QUANTITATIVE MODEL OF
INTONATION
Since Fujisaki’s model has been described
by the original authors on many occasions,
I will restrict myself to only presenting the
most important properties of the model. I
will focus instead on motivating the lin-
guistic interpretation of the components
as it emerged from applying the model to
the analysis of German intonation.

The model additively superposes a ba-
sic F0 value (Fmin), a phrase component,
and an accent component on a logarithmic
scale (Figure 1). The control mechanisms
of the two components are realized as crit-
ically damped second-order systems re-
sponding to impulse functions in the case
of the phrase component, and rectangular
functions in the case of the accent com-
ponent. These functions are generated

by two different sets of parameters: the
timing and amplitudes of the phrase com-
mands as well as the damping factors of
the phrase control mechanism on the one
hand, and the amplitudes and the timing of
the onsets and offsets of the accent com-
mands as well as the damping factors of
the accent control mechanism on the other
hand. All these parameter values are con-
stant for a defined time interval: the pa-
rameters of the phrase component within
one prosodic phrase, the parameters of
the accent component within one accent
group, and the basic value Fmin within the
whole utterance.

The F0 contour of a given utterance
can be decomposed into the components
of the model by applying an analysis-by-
synthesis procedure. This is achieved
by successively optimizing the parame-
ter values, eventually leading to a close
approximation of the original F0 curve.
Thus, the model provides a parametric
representation of intonation contours.

Linguistic Interpretation
As I have argued in more detail elsewhere
[14, 17], the quantitative description of
intonation can be more efficient if mod-
eling a given F0 contour and extracting
the pertinent parameters is subjected to
the constraints given by a linguistic and
prosodic interpretation in the first place
and by the criterion of optimal approxi-
mation in a mathematical sense only in
the second place.

Here are the key elements of my inter-
pretation of the model:



� The phrase component of the model
represents the global slope and the slow
variations of the F0 contour in the utter-
ance. Obviously, the phrase component
is very suitable to describe F0 declination
since the phrase contour reaches its maxi-
mum rather early and descends monoton-
ically along the major part of the utter-
ance. Therefore, the contour that results
from adding the basic value Fmin to the
phrase component serves as a baseline of
the intonation contour, the magnitude of
the phrase command amplitude being a
direct measure for F0 declination in the
utterance.

� Besides the obligatory utterance-initial
phrase command, additional phrase com-
mands are only provided at major syn-
tactic boundaries, e.g., between main and
subordinate clauses, thereby resetting the
declination line. The procedure of insert-
ing phrase commands wherever the crite-
rion of optimal approximation seems to
demand it [5] is rejected.

� The conspicuous final lowering of F0
which is regularly observed in declarative
utterances and often in wh-questions is
modeled by a negative phrase command.
Likewise, we provide positive utterance-
final phrase commands for other sentence
modes, such as yes/no and echo questions.
Thus, the phrase component of the model
can be related to the linguistic category
sentence mode, via the shape of the phrase
contour and the underlying commands and
parameter values. There are both global
(the overall slope) and local (final rise or
lowering) cues that contribute to differen-
tiating between sentence modes.

� Local F0 movements that are associated
with accented syllables are represented
by the accent component and superposed
onto the global contour. Closely follow-
ing Thorsen’s definition of stress groups
[22] I apply an accent group concept, an
accent group being defined as a prosodic
unit that consists of an accented syllable
optionally followed by any number of un-
accented syllables. Accent groups are in-
dependent of word boundaries but sensi-
tive to major syntactic boundaries, as will
be shown below.

The concept of accent groups fits in the hi-
erarchical structure of the model. While
the linguistic category sentence mode is
reflected in the phrase component, the lin-

guistic feature word accent is manifested
in the locations and shapes of accent com-
mands. Consequently, the F0 course of a
given accent group should be modeled by
the contour generated by exactly one ac-
cent command. Thus, the parameter con-
figurations of the accent component can
be interpreted as correlates of the linguis-
tic feature word accent.

ANALYSIS OF GERMAN
INTONATION

Estimation Of Parameter Values

In principle, the parameter values that ap-
proximate the F0 contour of a given utter-
ance can be determined automatically or
by hand. Nevertheless, only an automatic
procedure guarantees that the optimal val-
ues are extracted in an objective and re-
producible way. Preliminary experiments
showed that there are considerable intra-
and interindividual divergencies when an
interactive, i.e., partly manual method is
used. Therefore, the parameter values of
the model are determined by means of
a computer program [19] that automati-
cally approximates measured F0 contours
by successively optimizing the parameters
within the framework of the linguistic in-
terpretation of the model. Input informa-
tion is the F0 data for the given utterance
and the locations of accent group bound-
aries.

Based on the principle of superposi-
tion, determination of the phrase com-
mand parameters and the basic value Fmin,
which is the first step in the algorithm, can
be separated from the subsequent deter-
mination of the accent command parame-
ters. The contour resulting from Fmin and
the phrase parameters is approximated to
the measured F0 curve. Once the param-
eters of the phrase component are opti-
mized, the resulting differential signal is
interpreted by the accent component of the
model.

The accent component is made up of
partial contours that are in turn generated
by accent commands. Each accent group
is modeled by the contour resulting from
exactly one accent command. Algorith-
mically speaking, the individual accent
groups are processed from left to right in
a non-iterative way.

Figure 2 illustrates the close approxi-
mation of a measured F0 contour.
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Figure 2. Close approximation (dashed
line) of the F0 contour of the declarative
utterance “Am blauen Himmel ziehen die
Wolken” (male voice).

Results

The speech materials cover declarative
sentences with one or two major syntactic
clauses, the latter realized as two prosodic
phrases, and three types of interrogatives,
namely echo, yes/no, and wh-questions.
Speech data for six male and three fe-
male speakers were collected under ’lab-
oratory’ conditions.

The potential sources of variation of
the parameter values were explored by
means of statistical procedures, taking
into account both linguistic and speaker-
dependent factors. The results have been
presented at full length elsewhere [14], so
only the major trends and findings will be
presented here.
Damping factors. The damping factors
of the phrase and accent components are
treated as constants. My experiments con-
firm the claim that the approximation of
F0 contours is not impaired by this as-
sumption [3]. For the phrase component,
a standard value of 3.1/s is both appro-
priate for the purpose of approximation
and reasonable as far as the physiologi-
cal foundation of the model is concerned.
A constant value of 16/s corresponding to
the arithmetic mean for all speakers and all
accent groups is suitable for the damping
factor of the accent component.
Basic value Fmin. For all speakers, the
dispersion of the basic value Fmin is rela-
tively small, yielding 50% of the observed
values within the range of about 3.0 Hz
around the arithmetic mean for the respec-
tive speaker. This finding suggests that it
is reasonable to keep Fmin constant for a
given speaker. Typical values are 75-80
Hz for male speakers and 145-150 Hz for
female speakers.
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Figure 3. Typical phrase contours for
the interrogative modes wh-question (1),
yes/no question (2), and echo question(3),
for Fmin=100 Hz.

Phrase command timing and ampli-
tude. Since the phrase component serves
as a baseline to the intonation contour with
the peak of each phrase contour coincid-
ing with the beginning of the utterance, or
the prosodic phrase, the exact timing of
a phrase command directly depends upon
the value of the damping factor (3.1/s).
Therefore, the first phrase command is set
at 323 ms before the onset of the utterance.
This agrees with findings from studies on
F0 production and control which reveal
prephonatory activities of the laryngeal
muscles [7].

Phrase command amplitudes are
largely speaker, or rather speaker type,
dependent. Sentence mode is the most
important linguistic factor; it is globally
signaled by the contour of the phrase
component. While phrase contours of
wh-questions are very similar to those
of declaratives, yes/no-questions and the
syntactically unmarked echo questions
show a much less steep declination (see
also [22] for Danish). Typical phrase con-
tours for these three interrogative modes
are shown in Figure 3. No consistent de-
pendency of phrase command amplitude
upon utterance duration or speech tempo
was observed.
Accent command amplitude. The val-
ues of the accent command amplitudes
split the speakers into two groups. The
location of the accent group in the ut-
terance turned out to be the most impor-
tant linguistic factor. Utterance-final ac-
cent commands show significantly smaller
amplitudes than accent commands in any
other position in the utterance. Other
important factors are the part-of-speech



klcvi:nlmhea nUm bla

0.5 1.0 1.5 2.0

t [s]

60

100

140

180
F [Hz]
0

ts nee

I di:

Figure 4. Rule-generated F0 contour
(dashed line) compared to the original F0
contour of the declarative utterance “Am
blauen Himmel ziehen die Wolken.” (male
voice); cf. Figure 2.

class for the word carrying the accent,
with nouns requiring higher amplitudes
than other classes, and the presence of a
phrase boundary. Amplitudes of accent
commands preceding a phrase boundary
tend to be about 25% higher than in other
positions.
Accent command duration. Duration of
an accent command can be reliably pre-
dicted from the duration of the respective
accent group. There is a high correlation
(r = 0.84) between these two variables, i.e.,
more than 70% of the variance observed
in durations of accent commands can be
explained by accent group duration. An
effect of phrase-final lengthening is ob-
served for several speakers.
Accent command position. The most
important factor controlling the relative
temporal position of an accent command
within a given accent group is the loca-
tion of the accent group in the utterance.
While in non-final positions the tempo-
ral distance between the beginning of the
accent group and the command onset is
about 10% of the accent group duration, it
tends toward zero in utterance-final accent
groups.

F0 Synthesis By Rule
Parameters are adjusted by rules based on
the analysis described above. The rules
capture speaker dependent as well as lin-
guistic features, such as sentence mode,
sentence accent, phrase boundary signals,
or word accent, and generate an artificial
intonation contour for a given target utter-
ance. The input information needed is the
location of accented syllables in the utter-
ance, the durations of accent groups, and,
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Figure 5. Rule-generated F0 contour
(dashed line) compared to the original F0
contour of the declarative utterance “Der
Bahnhof liegt sieben Minuten entfernt.”
(female voice).

although less important, part-of-speech
information for the words that carry ac-
cents.

Since the rules are based on the re-
sults of statistical analyses, the parameter
values they provide are averages, produc-
ing contours that were not actually ob-
served for any real speaker. On the other
hand, they were shown to capture speaker-
dependent features; they produce intona-
tion patterns that to a fair degree corre-
spond to what the modeled speaker could
have produced. Thus, one should expect
a mixture of frequently very good predic-
tions with occasionally rather poor ones,
the latter being due to either insufficient
data or inadequate predictive power for a
particular context.

Illustrations of F0 contours generated
by rule are given in Figures 4, 5, and 6.

The adequacy of the rules was tested in
a series of perceptual experiments whose
results are presented elsewhere [15, 16].
The rules have been implemented in the
German concatenative speech synthesis
system HADIFIX developed at IKP Bonn
[21].

CONCLUSION
In conclusion, I resume the controversial
discussion of tone-sequential and super-
positional intonation models, taking the
prosodic marking of phrase boundaries as
a starting point. The results presented
here indicate that major syntactic bound-
aries invoke a resetting of declination, or
the F0 baseline, which is realized in my
quantitative model by inserting a phrase
command. Additionally, signaling of the
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Figure 6. Rule-generated F0 contour
(dashed line) compared to the original
F0 contour of the wh-question “Wieviele
Minuten liegt der Bahnhof entfernt?” (fe-
male voice).

boundary is enhanced by parameters of the
accent component that are sensitive to ma-
jor syntactic boundaries. The hierarchical
structure of the model enhances elaborat-
ing the respective effects of the factors
involved, even though both strategies of
signaling phrase boundaries make use of
the same phonetic variable.

It is important to note, though, that
the notion of hierarchy is not necessarily
an appropriate criterion for differentiating
tone sequence and superpositional mod-
els, especially since its meaning is am-
biguous. Both types of concepts contain
hierarchical elements in the sense that ut-
terances consist of prosodic phrases which
in turn consist of accent groups or pitch ac-
cents; and even the most influential tone
sequence model [20] provides a non-local
element, i.e. declination. There is another
meaning of hierarchy: making choices in
various components of the prosodic sys-
tem of a given language, higher levels hav-
ing priority over, and setting constraints
for, lower levels (cf. [25]). In the super-
positional model presented here, however,
there is no preponderance of one compo-
nent over another.

Furthermore, since all the models dis-
cussed here (explicitly or implicitly) as-
sume a mechanism of pre-planning in
speech production, the difference between
them should rather be seen in terms of
how they represent this mechanism. Tone
sequence models provide a higher F0 on-
set in longer utterances but the relations
between the individual pitch accents are
not affected. According to [6], utterance

length determines the slope of declination,
short utterances having a steeper baseline,
but not the utterance-initial F0 value.

The formulae given by [13] in their ver-
sion of the linear tone sequence approach
are based on the analysis and approxi-
mation of intonation contours. Meaning
is only assigned to the relations between
pitch accents which are in turn defined
by the feature of downstepping. How-
ever, it seems to be more appropriate to
also assign meaning to the arguments in
the formula, i.e., to the variables and con-
stants. Genuinely superpositional models
meet this requirement: The output behav-
ior of the model as a response to the sum
of several input signals can be predicted
from the responses to each of the individ-
ual input signals.

Arguing in favor of a hierarchical or-
ganization of prosodic systems does not
imply a rejection of phonological ap-
proaches. On the contrary, the integration
of a superpositionally organized intona-
tion model with an underlying phonolog-
ical representation of the prosodic system
of a given language is ultimately desir-
able. The phonological foundation of the
quantitative model for German presented
here remains a desideratum.
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verläufen, Tübingen: Niemeyer.
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[17] Möbius, B., Pätzold, M., Hess, W.
(1993): "Analysis and synthesis of Ger-
man F0 contours by means of Fujisaki’s
model", Speech Communication, vol. 13,
pp. 53-61.
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