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Chapter 1

PROSODIC MODELS, AUTOMATIC
SPEECH UNDERSTANDING, AND
SPEECH SYNTHESIS: TOWARDS THE
COMMON GROUND?

Anton Batliner
Chair for Pattern Recognition, University of Erlangen-Nuremberg, Germany

batliner@informatik.uni-erlangen.de

Bernd Mobius

Institute of Natural Language Processing, University of Stuttgart, Germany
Bernd.Moebius@IMS.Uni-Stuttgart.DE

Abstract  Automatic speech understanding and speech synthesis, two major
speech processing applications, impose strikingly different constraints
and requirements on prosodic models. The prevalent models of prosody
and intonation fail to offer a unified solution to these conflicting con-
straints. As a consequence, prosodic models have been applied only
occasionally in end-to-end automatic speech understanding systems; in
contrast, they have been applied extensively in speech synthesis sys-
tems. In this chapter we aim to make explicit the reasons for this
state of affairs by reviewing the role of prosodic modelling in these two
fields of speech technology. Subsequently, possible strategies to over-
come the shortcomings of the use of prosodic modelling in automatic
speech processing are discussed. In particular, the question is raised
whether or not there is a common framework for prosodic modelling in
automatic speech understanding and speech synthesis systems, and if
so, whether any particular model or theory of prosody can serve as a
common ground. Finally, a catalogue of tasks in prosody research is
proposed that ought to be relevant to both automatic speech under-
standing and speech synthesis and that might stimulate joint research
activities.

Keywords: prosody, intonation model, automatic speech understanding, speech
synthesis
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Introduction

The application of prosodic models in automatic speech understand-
ing (ASU)! and speech synthesis (TTS)? is strikingly different. In the
latter, such models have been extensively applied, but there is still no
generally agreed upon approach to prosodic modelling. In the former,
they have been applied only occasionally, rather in basic research, but
almost never within an existing end-to-end system. In this chapter,
we discuss the reasons for this state of affairs and possible strategies to
overcome the shortcomings of the use of prosodic modelling in automatic
speech processing.

This chapter consists of three parts: the first part deals with the role of
prosodic modelling in ASU, the second part concerns the role of prosodic
modelling in T'TS. These two parts are written from an inside perspective
and focus on different aspects — simply because the use of models is
considerably different in the two branches of speech technology discussed
here. In the section on ASU, the argumentation is thus more general,
dealing mainly with models as incarnations of theories, whereas in the
section on speech synthesis, more details are given, dealing mainly with
models as more or less concrete algorithmic formulations of theories. In
the third part we present different possibilities for a closer co-operation
of ASU and TTS; eventually this might lead to new types of prosodic
models that are more adequate for automatic processing than the present
ones.

In the title of this chapter, we speak of three different things: models,
ASU, and TTS, and of one type of relationship: the common ground.
Thus, first we have to know what prosodic/intonation models look like.
For obvious reasons, we cannot give a detailed survey of the models that
were developed during the last three decades. Instead we sketch com-
mon traits and principles that constitute models as such. One important
characteristic is that a model is a considerable, sometimes even extreme,
reduction of parametric values and, thereby, a mapping of these values
onto a small number of units that can be compared with the classic dis-
tinctive features on the phone or phoneme level — all other properties
may differ. The foundations of the model and, therefore, the philosophy
behind it, can be physiological (Fujisaki, 1988), or perceptual ('t Hart
et al., 1990), or linguistic (Silverman et al., 1992, “ToBI”), just to men-
tion a few well-known models. ToBI (Tones and Break Indices) is by far
the most well-known model. There are at least two reasons for this fact:
first, it was the first model by way of which researchers from different
disciplines attempted to find a common standard and common evalua-
tion procedures; and second, it was developed for (American) English,
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a fact which in itself enhances wide dissemination. The ToBI transcrip-
tion system is a formalisation of the tone sequence theory of intonation
(Pierrehumbert, 1980). It may be characterised as a broad phonemic
system, consisting of High (H) and Low (L) tones and some few, ad-
ditional diacritics. The phonetic details of fundamental frequency (Fj)
contours in a given language have to be established in a second step.
ToBI labels, in conjunction with Fy generation rules, are also frequently
used in the intonation components of TTS systems.

Out of the theoretically possible relationships between models, ASU,
and TTS, we can imagine four different types:

s Type 1: ASU < model — TTS
» Type 2: ASU < model 1 | model 2 — TTS
s Type 3: ASU < TTS

m Type 4: ASU | TTS

Type 1 meets the ideas of generality put forward in most intonation
theories that there is only one model that accounts for all possible ap-
plications. Type 2 is a weaker formulation that there have to be models
especially tuned for different applications. With Type 3, a direct rela-
tionship between ASU and TTS, not mediated by any model, is imag-
ined, and Type 4 (no relationship at all) might not be desirable but
mirrors, in fact, the present situation quite closely.

There is a striking difference between ASU (many-to-one) and TTS
(one-to-many): in ASU, many speakers/features/feature values have to
be mapped onto few units (from parameters to categories), whereas in
TTS, it is the other way round: one speaker/category has to be mapped
onto many features/feature values (from categories to parameters). It
has not been settled yet whether this is a one-way-trip or a round-trip
— and by that, whether there is any common ground for these two fields
at all, as far as prosody is concerned.

0.1 Caveat and further reading

This chapter is not intended to be an introduction into any of these
three topics: models, ASU, and TTS. We hope, however, that it will
be useful for experts in one of these fields who wonder why the state of
affairs is the way it is. At the same time, we want to provide the readers
with a sufficient degree of ‘meta-knowledge’ without presenting them all
the basics. This chapter is thus not written as an in-depth treatise but
rather as a set of postulates intended to provoke discussion.
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To our knowledge, there is no up-to-date standard introductory text-
book on intonation models. A comprehensive review of current intona-
tion models is presented in (Ladd, 1996), albeit from the perspective of
a proponent of the tone sequence approach. The language-specific use of
some of these models is described in Hirst and Di Cristo’s survey of into-
nation systems (Hirst and Di Cristo, 1998a). The computational analysis
and modelling of prosody for the automatic processing of speech is the
topic of (Sagisaka et al., 1997). A state-of-the-art account of prosody in
ASU is given in (Batliner et al., 2001c), whereas the intonational con-
cepts used in several models, and synthesis approaches based on these
models, are dealt with in (Botinis et al., 2001).

1. Automatic speech understanding

For contemporary prosodic theory, subtle changes in meaning that are
potentially triggered by prosody are interesting. These are, however, no
good candidates to start with in ASU: they will be classified rather
poorly because of the many intervening factors, because of sparse data,
and because they can only be observed in the laboratory. Therefore, we
should start with a clear prosodic marking; the marking of boundaries is
probably the most important function of prosody and thus most useful
for ASU.

Information retrieval dialogues have been the standard application
within ASU for many years. Recently, less restricted dialogues, for in-
stance in the context of the Verbmobil system®, had to be processed
where turns are, on the average, three times longer than in an infor-
mation retrieval application (N6th et al., 2000). Segmentation is thus
more important in the relatively new field of automatic processing of
rather free dialogues — a chance to prove the impact of prosody! The
contribution of prosody is not equally evident in other applications.

In the last two decades, a growing body of work on intonation and
prosody research in general and on intonational modelling in particu-
lar has been conducted. (Note that we use prosody for all phenomena
above the segmental level, whereas intonation only deals with pitch/Fj.)
Researchers on these topics agree that ASU would benefit from the in-
tegration of this work. However, only in the last few years has prosody
really begun to find its way into ASU, most of the time within offline,
i.e., in wvitro, research. The only existing end-to-end system that really
uses prosody is, to our knowledge, the Verbmobil system (Batliner et al.,
2000).

This state of affairs might be traced back to the general difficulty of
carrying over theoretical work into practice as well as the well-known
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differences between the two cultures: on the one hand, humanities, on
the other hand, engineering. In this section, we want to have a closer
look at some of the most important factors that are responsible for this
state of affairs, and by that, we want to make this general statement
more concrete. First we discuss the shortcomings of current intonation
models, as seen from an ASU perspective (section 1.1). Then, we will
show what can be done to overcome these shortcomings by sketching
our own functional prosodic model (section 1.2), and we will outline the
common ground of prosodic models on the one hand and ASU on the
other hand (section 1.3).

1.1 The reasons why (Occam’s razor still
matters)

If one speaks of suprasegmental models that meet the standards of a
theory, one very often speaks only of intonation models, which almost
always are production models. (Transcription, labelling, and annotation
are more down to earth and their topic is thus broader.) Production
models might be good for synthesis but not for recognition. Too much
emphasis is put on intonation in particular, i.e., too much emphasis on
pitch in comparison to other prosodic features, and too much emphasis
on prosody in comparison to other linguistic features. This is, of course,
conditioned by the general approach to constructing intonation models
as stand-alone models, and by the unfortunate notion of pitch accent,
which prevents a more realistic view where all relevant features — be they
intonational, other prosodic or other linguistic features — are considered
in the analysis on the same level.

There is too much emphasis on theoretical concepts and on the dis-
cussion of which one is better suited for the description of a special
language or of languages in general. Consider the old debate pertaining
to whether levels or movements, local events or global trends, are the
‘correct’ units of description: a speech recognizer does not care whether
it is trained with levels (Fy maximum, F{y minimum) or with movements
(Fy range, Fy slope) as long as the training database is large enough and
the labels are annotated correctly. After all, what goes up must come
down: it does not matter whether there is an H tone at 200 Hz and a
following L tone at 100 Hz or whether there is a movement between 200
Hz and 100 Hz (Batliner et al., 2001a).

Very often it is stressed that one cannot do prosody research or apply
prosody within ASU without a ‘real’ phonological level of description
and modelling, and that speech technologists should pay attention to
the work of phonologists (Ladd, 1997). We fully agree with the view
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that phonological and prosodic knowledge should be used within ASU,
but we fully disagree if it is about the direct use of intonation models
in ASU. All these models introduce a phonological level of description
that is intermediate between (abstract) function and (concrete) phonetic
form: tone sequences, holistic contours, etc. It is our experience that
one always gets better results if one can do without such an intermediate
level, i.e., if one can establish a direct link between (syntactic/semantic)
function and phonetic form. (Here, we speak ‘simply’ of classification
performance, not of theoretical interest or adequacy.)

After all, if such a mapping can be done automatically, we can map
level A (phonetic form) onto level C (linguistic function) without an in-
termediate (phonological) level B; with such a level, we have to map A
onto B, and B onto C. If this can be done automatically, we do not need
B any longer. Sometimes it will do no harm to provide level B, but of-
ten results will get worse. Phonological systems like the ToBI approach
(Silverman et al., 1992) only introduce a quantisation error: the whole
variety of Fy values available in acoustics is reduced to a mere binary
opposition L vs. H, and to some few additional, diacritic distinctions.
This fact alone prevents tone levels (or any other phonological prosodic
concepts such as, e.g., the one developed within the IPO approach) from
being a meaningful step that automatic processing should be based on;
it seems better to leave it up to a large feature vector and to statisti-
cal classifiers to find the form to the function. To our knowledge, no
approach exists that actually uses such phonological units for the recog-
nition of prosodic events. Of course, there are many studies that describe
offline classifications of such phonological prosodic concepts; this has to
be distinguished from the successful integration in an existing end-to-
end-system, as we have shown within the Verbmobil project (Batliner
et al., 2000; Noth et al., 2000).

Studies which compare the performance of intonational models for the
automatic classification of prosodic events are rare; (Siepmann, 2001)
assesses several models on the task of the classification of contrastive
accents in German. He finds that classification performance is roughly
a function of the number of predictor variables. It increases with the
number of these predictor variables made available by a model. These
findings fit nicely with our notion of quantisation described above. Ev-
idently, a theoretically and phonologically ‘adequate’ description — in
terms of a minimal inventory of units — on the one hand, and classifica-
tion performance on the other hand, are simply two conflicting goals.

The difference between phonetic/prosodic knowledge and phonolog-
ical concepts can be demonstrated with the following example: the
prosodic ‘default’ feature that indicates questions in many languages is a
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final rise (or ‘high boundary tone’), even though, at least in English and
German, a pronounced accent in a non-final position can disambiguate
sentence mood as well (Studdert-Kennedy and Hadding, 1973; Batliner,
1989b). The same holds for Italian, where “[the] primary cue to inter-
rogation in the Southern varieties is the pitch accent: L+H* in Bari
Italian and L*+H in Palermo and Neapolitan, after which there is usu-
ally a final fall.” (Grice et al., in press) This is a very interesting fact
in itself, but it is of course not a special tone that is the primary cue
but something that can be described as a special tone within a special
intonational model. This is actually not a nicety but crucial for our
argumentation. Thus we want to distinguish between basic knowledge
about the facts one observes, and knowledge that is transformed into and
mediated by a specific model. The units of such a model might provide
a convenient way to make oneself understood. The problem is that, by
using such a terminology, one tends to disregard those aspects that are
not modelled by this concept; for instance, by using the terminology of
a tone level model one disregards movements, and vice versa, and might
end up with a mere reification of this concept.*

The classical phonological concept of the Prague school has been aban-
doned in contemporary intonation models, namely that phonemes — be
they segmental or suprasegmental — should only be assumed if these
units make a difference in meaning. This functional point of view has
given way to more formal criteria such as economy of description. Thus,
the decision on the descriptive units is not based on differences in mean-
ing but on formal criteria, and only afterwards are functional differences
sought that can be described with these formal units. In (Hirschberg
and Pierrehumbert, 1986) for instance, the meaning of a tune, which
is defined as a structure comprised of accents and tones, can be inter-
preted compositionally from the meanings of the individual accents and
tones that the tune contains. It has been supposed that if phonological
concepts could be motivated from theoretical reasons, then ASU should
use them® — irrespective of whether they really make sense as units of
ASU or not: this can only be determined empirically, not by theoretical
considerations.

In conclusion, Occam’s razor (i.e., the law of economy) should thus be
followed here as well: non sunt multiplicanda entia praeter necessitatem
(entities are not to be multiplied beyond necessity); for ‘entities’ read:
levels of description or processing.

Anton Batliner, Bernd Md&bius (2005): "Prosodic models, automatic speech understanding, and speech synthesis:
Towards the common ground?". In William J. Barry and Wim A. van Dommelen (eds.), The Integration of Phonetic
Knowledge in Speech Technology (Springer, Dordrecht), 21-44.



Manuscript

8

1.2 A functional prosodic model

In this section, we sketch an alternative model that puts emphasis
on function, not on phonological form — actually, all other working ap-
proaches towards using prosodic information in ASU we know of are
along these lines, cf. (Shriberg et al., 1998; No6th et al., 2000) and the
references given in these papers. The prosodic functions that are gener-
ally considered to be the most important ones on the linguistic level are
the marking of boundaries, accents, and sentence mood; boundaries can
delimit syntactic, semantic, or dialogue units. For these phenomena, the
first step is the annotation of a large database. Annotation should be
as detailed as possible, but more detailed classes can — if necessary — be
mapped onto higher classes. We still do not know how many classes are
most appropriate for the pertinent linguistic phenomena; it is, however,
our experience that quite often, the higher linguistic modules can work
fairly well with only two binary classes: present vs. not present.® The
phonetic form is modelled directly with a large feature vector which uses
all available information on (appropriately normalized) Fjy, energy, and
duration; other linguistic information pertaining to, for instance, part
of speech classes is used as well. It is not a theoretical question but
one of practical reasoning, availability, implementation, and recognition
performance whether all this information is processed sequentially or
in an integrated procedure. The model, classification results, and the
use of prosodic knowledge in higher linguistic modules are described in
(Batliner et al., 2000; Noth et al., 2000; Batliner et al., 2001c).

1.3 Which common ground for ASU and
prosodic models?

Mainstream ASU nowadays means statistical processing. For this ap-
proach, large databases and a standardization of different annotation
concepts are needed. ToBI has been a step in the right direction but
is still too much based on (one specific) phonology; it is not an across
models but a within model approach; cf. the standardization efforts for
dialogue act annotations described in (Klein, 1999). Ouly if they are
based on a successful standardization, can the labels of different (into-
nation) models be used together in order to overcome the sparse data
problem. The primacy of phonology has to give way to more practical
considerations; models should take into account the requirements — and
limitations — of speech processing modules. For instance, even if word
recognition computes phone segment boundaries, these are often not
available afterwards: the output is a word hypotheses graph with word
boundaries only. An additional computation of phone segment bound-
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aries would mean a considerable overhead.” Thus, intonation models
that require an exact alignment with phones cannot be used. Therefore,
we only used word boundaries in the final version of our prosody module
in Verbmobil (Batliner et al., 2000) — without a decrease in performance!

The two cultures, viz. the humanities and engineering approaches,
are still rather remote from each other. As in politics, one should begin
with small steps, and with steps that pay off immediately. This means
that subtle theoretical concepts are not well suited, but prosodic markers
are, which are visible and stable enough to be classified reliably even in a
realistic, real life setting. Thus it can be guaranteed that prosody really
finds its way into ASU, because speech engineers can be convinced more
easily that the integration of prosody indeed pays off. Later, it will be
simply a matter of conquering or not: if more subtle differences can be
modelled with prosodic means and classification performance is good
enough, it will be no problem to incorporate them into ASU.

2. Speech synthesis

Prosodic models have been extensively applied in speech synthesis,
simply because there is an obvious need for every TTS system to gen-
erate prosodic properties of speech if the synthesis output is to sound
even remotely like human speech. However, the necessity of synthesiz-
ing prosody has as yet not resulted in a generally agreed upon approach
to prosodic modelling. This statement holds for the assignment of seg-
mental durations as well as for the generation of Fy curves, the acoustic
correlate of intonation contours.®

Intonation research is extremely diverse in terms of theories and mod-
els. On the phonological side, there is little consensus on what the basic
elements are: tones, tunes, uni-directional motions, multi-directional
gestures, etc. Modelling the phonetics of intonation is equally diverse,
including interpolation between tonal targets (Pierrehumbert, 1981), su-
perposition of underlying phrase and accent curves (Fujisaki, 1988), and
concatenation of line segments ('t Hart et al., 1990).

Modelling speech timing for synthesis is less diverse. The important
role of the syllable as a central processing unit in speech production and
perception is widely accepted, but there is an ongoing controversy about
how to best implement the pertinent effects in a model of speech timing;
cf. the syllabic timing model proposed by Campbell (Campbell and
Isard, 1991; Campbell, 1992), on the one hand, and the sums-of-products
model of segmental duration proposed by van Santen (van Santen, 1993;
van Santen, 1994), on the other hand.

Anton Batliner, Bernd Md&bius (2005): "Prosodic models, automatic speech understanding, and speech synthesis:
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In natural speech, tonal and temporal prosodic properties are copro-
duced, and there is an increasing body of evidence that tonal and tem-
poral as well as spectral properties of speech are jointly planned by the
speaker in a way that prosodic events can be optimally perceived by the
listener (House, 1990; House, 1996; Dogil and Mdbius, 2001). The con-
ventional solution in speech synthesis systems, in contrast, embodies a
unidirectional flow of information instead of synergy: first, the duration
of speech sounds and syllables is assigned and then the Fj contour of
the utterance is computed.

One pivot in our discussion of prosodic models in automatic speech
processing is the relevance of a phonological level of description.® This
aspect is rather indistinct with respect to models of speech timing. The
remainder of this section therefore concentrates on the use and usability
of intonation models in speech synthesis.

2.1 Intonation synthesis: a two-stage process

Intonation synthesis can be viewed as a two-stage process, the first
aimed at representing grammatical structures and referential relations on
a symbolic level and the second at rendering acoustic signals that convey
the structural and intentional properties of the message. Intonation
models differ in terms of the interface that they provide between the
higher linguistic components and the acoustic prosodic modules.

In many TTS systems sophisticated methods, such as syntactic pars-
ing and part-of-speech tagging, are applied in the service of providing
sufficient information to drive the acoustic prosodic components of the
system, in particular, the intonation model. The intonationally rele-
vant information comprises sentence mood as well as the location and
strength of phrase boundaries and the location and type of accents.

Establishing the relation between syntactic structure and intonational
features is among the most challenging subtasks of T'T'S conversion, and
its imperfection contributes to the perceived lack of naturalness of syn-
thesized speech. This shortcoming is unavoidable because T'TS systems
have to rely on the computation of linguistic structures from ortho-
graphic text, a level of representation that is notoriously poor at coding
prosodic information in many languages.

The task of the acoustic-phonetic component of an intonation model
in TTS is to compute continuous acoustic parameters (Fj/time pairs)
from the symbolic representation of intonation. A large variety of mod-
els have been applied in TTS systems to perform this task, including
implementations of the major frameworks of intonation theory: phono-
logical models that represent the prosody of an utterance as a sequence
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of abstract units (e.g., tones), viz. tone sequence models; and acoustic-
phonetic models that interpret Fjy contours as complex patterns resulting
from the superposition of several components, viz. superposition mod-
els. Besides these prevalent models, several other approaches have been
taken, in particular perception-based, functional, and acoustic stylization
models. For instance, the INTSINT system (Hirst and Di Cristo, 1998b)
performs an automatic analysis and generation of Fj curves by deriv-
ing a sequence of target points, specified in time and frequency, that
represents a stylization of the Fj curve.

All of these approaches rely on a combination of data-driven and rule-
based methods: they all systematically explore natural speech databases,
but vary in terms of what is derived from the analysis to drive intonation
synthesis. For instance, there are two different approaches to acoustic
stylization modeling. In one approach, continuous acoustic parameters
are interpreted as directly representing intonation events (Taylor, 2000);
in the other approach, intonation events are related to phonological en-
tities such as tones or register via prototype building (Mohler, 1998).
The abstract tonal representation provided by phonological intonation
models is converted into Fj contours by means of phonetic realization
rules. The phonetic rules determine the Fj values of the (H and L)
targets, based on the metric prominence of syllables they are associ-
ated with, and on the F{ values of the preceding tones. The phonetic
rules also compute the temporal alignment of tones with accented sylla-
bles. Fujisaki’s classical superpositional model computes the Fjy contour
by additively superimposing phrase and accent curves and a speaker-
specific Fy reference value. Phrase and accent curves are generated from
discrete commands, the parameter values of which are usually derived by
generalization of values statistically estimated from a speech database.
While this model can be characterized as primarily acoustically oriented
(and physiologically motivated), it is possible to find phonological inter-
pretations of its commands and parameters (Mo6bius, 1995).

2.2 Intonation synthesis and phonetic detail

Fy contours as acoustic realizations of accents vary significantly de-
pending on the structure (i.e., the segments and their durations) of the
syllables they are associated with. For example, Fy peak location is
systematically later in syllables with sonorant codas than in those with
obstruent codas (pin vs. pit), and also later in syllables with voiced
obstruent onsets than with sonorant onsets (bet vs. yet). Moreover, the
Fy peak occurs significantly later in polysyllabic accent groups than in
monosyllabic ones (van Santen and Mdobius, 2000).
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Intonation models need to generate as much of this phonetic detail
as possible. The quantitative model of F alignment proposed by (van
Santen and Mo6bius, 2000), for instance, explains the diversity of surface
shapes of Fy contours by positing that accents belonging to the same
phonological (and perceptual) class can be generated from a common
template by applying a common set of alignment parameters. The tem-
plates are representatives of phonological intonation events of the type
predicted by intonation theories, i.e. accents and boundaries.

Acoustic stylization models (Mohler, 1998; Taylor, 2000) also syn-
thesize Fy contours from a small number of prototypical patterns. They
learn and predict phonetic details of Fy movements from a set of features
comprising segmental, prosodic and positional information. While the
Fy prototypes are defined as being phonetically distinct, they are also
intended to be related to phonologically motivated intonation events.

2.3 What is the common ground for TTS and
prosodic models?

In section 1 we have argued that the most appropriate type of intona-
tion model for ASU would be one that provides a functional representa-
tion of the positions of accents and phrase boundaries; any intermediate
phonological level only introduces a quantisation error. In the ToBI no-
tation (Silverman et al., 1992) such a functional representation would
consist only of the location of accents (the stars) and phrase boundaries
(the percents). In the following we discuss to what extent, or whether at
all, the conclusions drawn for the ASU domain are valid for the T'TS do-
main too; in doing so we consider both the state of the art in intonation
synthesis and the feasibility of alternative designs.

In state-of-the-art TTS systems, such as Festival (Black et al., 1999),
Bell Labs (Sproat, 1998), AT&T (Syrdal et al., 2000), and others, the
only symbolic prosodic information used — apart from sentence mood —
is the location of accents and boundaries. This design can be character-
ized as the bare-bones minimum of prosodic modelling, because phrase
structure and accentual structure are surface reflections of the under-
lying semantic and syntactic structure of the sentence, and at least a
coarse representation of phrasing and accenting needs to be achieved by
any self-respecting T'T'S system.

However, it has been demonstrated that models which use more de-
tailed and more precise input information, for instance ToBI accent type
labels in addition to accent location alone, can generate Fy contours
that are perceptually more acceptable than models which use accent lo-
cation alone (Syrdal et al., 1998). The problem is that computing from
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text such detailed intonational features as accent type is difficult and
unreliable. Tt should therefore come as no surprise that even the very
same research group that so convincingly demonstrated the importance
of detailed input information, came up with the solution (the ‘ToBI Lite’
approach) of collapsing ToBI accent labels onto merely two categories
and of mapping only edge tones marking major phrases onto just one
category (Syrdal et al., 2000). Note, however, that strictly speaking,
these results are an indication that a greater variation of accent types
will result in a higher degree of acceptability; they are no proof that
a ToBlI-like accent representation is the best or the only possibility of
modelling variation.

The degree of potential improvement to synthesized prosody can also
be illustrated by manually marking up the text or by providing access to
semantic and discourse representations (Prevost and Steedman, 1994).
In practice and in existing end-to-end systems, however, the situation in
intonation synthesis appears to be similar to the one described for the
ASU domain. But it is still worth noting that relying for the most part
only on accent and boundary location is not a judicious design decision
made by speech synthesis researchers but one made by system developers
bowing to necessity. It is evident that much more information than just
the stars and the percents is needed to achieve the kind and degree
of improvement to intonation synthesis that has been demonstrated in
fragmentary research systems.

Can we do without a phonological representation of intonation in
speech synthesis? Certain synthesis strategies beyond the classical T'TS
scenario offer more immediate interfaces between symbolic and acoustic
representations of intonation. Concept-to-speech systems, in particular,
provide a direct link between language generation and acoustic-prosodic
components. A concept-to-speech system has access to the complete
linguistic structure of the sentence that is being generated; the system
knows what to say, and how to render it. Such a system may potentially
incorporate semantic and discourse representations like those used in the
experiment by (Prevost and Steedman, 1994).

Yet, even in concept-to-speech systems it is still necessary to specify
the mapping from semantic to symbolic features and from symbolic to
acoustic features. The issue of how much, and what kind of, informa-
tion the language generation component should deliver to optimize the
two mapping steps (i.e., the definition of a semantics/syntax-prosody
interface) is a hot research topic. Once the two mapping steps are op-
timized, we may be able to advance one step further and get rid of the
intermediate level (i.e., a phonological prosodic representation) just as
hypothesized for ASU (see section 1.1).
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The most drastic redesign of intonation synthesis would be to avoid
synthesizing intonation in the first place. Consider the early unit selec-
tion synthesis approach implemented in the CHATR TTS system (Black
and Taylor, 1994). Unit selection generates speech by concatenating
speech segments of varying length (as short as half-phones and as long
as entire utterances) that are extracted at runtime from a large speech
database. CHATR follows the strategy of simply resequencing speech seg-
ments without performing any modifications by signal processing. The
underlying assumption is that the listener will tolerate occasional spec-
tral or prosodic mismatches in an utterance if the quality of the output
speech in general approaches that of natural speech.

The unit selection algorithm attempts to minimize two types of cost,
one for unit distortion and one for continuity distortion. The former is
a measure of the distance of the candidate unit from the desired target,
whereas the latter is a measure of the distance between two adjacent
units at the concatenation point. Each target is specified by a feature
vector that comprises positional, spectral, and prosodic features, and the
values of these features for a given target are specified based on some
kind of model. In the case of prosodic features, the desired F; contour
is usually predicted by an intonation model. Thus, even in the most
extreme version of corpus-based synthesis, the mapping from a target
specification to acoustic-phonetic details of candidate units is mediated
by a model that relies on a symbolic representation of intonation, which
customarily amounts to a phonologically based or motivated intonation
model.

A phonological approach is even advocated explicitly in an interesting
recent approach to unit selection termed phonological structure match-
ing (Taylor and Black, 1999), where phonological information, such as
canonical pronunciation, positional factors and accentuation, is used for
unit selection, instead of narrow phonetic transcriptions and absolute
duration and Fy values. The key idea in this approach is that most of
the variability in the speech signal is predictable and that units selected
from the appropriate context are likely to have the right specifications,
including prosodic ones. This means that intonation contours gener-
ated by models may not be necessary anymore. But what will still be
relevant is the knowledge about the factors and their respective quantita-
tive effects on observed contours; this knowledge can be used to develop
powerful unit selection criteria.
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3. Which common ground for ASU and TTS —
with or without prosodic models?

We have illustrated that the basic problems connected with the use of
prosodic models in speech processing are similar for ASU and TTS. One
of these problems is the lack of an appropriate annotation concept. We
have argued that ToBI — while representing a step in the right direction
— is too much based on one specific intonational phonology and does
not generalize across models. We have further argued that in the ASU
context, ToBI provides a special layer of representation that is both too
abstract (i.e., too far from the signal to be useful as input to classifiers)
and at the same time not abstract enough, with some of its notational
units lacking a linguistic counterpart. A mirror image of this situation is
evident in the context of TTS, where ToBI lacks the required granularity.

3.1 Shared models for ASU and TTS?

In our view, the most appropriate type of intonation model for ASU
would be one that provides a functional representation of the positions
of accents and phrase boundaries without any intermediate prosodic-
phonological level. Actually, such a type of model is widely used in in-
tonation synthesis, albeit with some intermediate prosodic-phonological
representation. This apparent similarity between ASU and TTS require-
ments is brought about by very different motivations. In ASU a finer-
grained level of description has not yet been shown to model reliably
the linguistic function that it presumably corresponds to. In TTS, in
contrast, more detailed input information is required to generate Fy con-
tours that are perceptually more acceptable than those based on accent
and phrase boundary locations alone. While computing such features is
extremely hard in a TTS framework, it may be accessible in different
speech synthesis strategies such as concept-to-speech.

Recent advances in TTS can be partly attributed to the use of statis-
tical methods for detecting relevant features in large databases, learning
them, and modelling them. A standardized annotation concept would
be an additional advantage. However, the prevalent annotation conven-
tion, viz. ToBI, misses the required granularity: it is too much confined
within one type of intonation model; it is too elaborate and specific in
terms of its descriptive inventory to lend itself as a generic interface to
higher-level linguistic-prosodic analysis; at the same time it is far too
abstract to facilitate a computation of the rich phonetic detail and pre-
cise alignment that Fj contours are required to have in order to sound
natural. Data-driven intonation models, on the other hand, can learn to
synthesize these details. For the integration in a T'TS system, a complete
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intonation model needs to provide a mapping from categorical phono-
logical elements to continuous acoustic parameters. Quantitative models
such as those presented recently (Mdhler, 1998; Taylor, 2000; van San-
ten and Mdobius, 2000) offer feasible solutions to the Fj generation task.
However, it is not clear yet whether these two approaches can be inte-
grated into existing T'TS systems without any additional phonological
representation.

We believe that no intonation model equally appropriate for both
tasks, ASU and TTS, is currently available. The requirements are, for
the time being and for some time to come, too different. They might
converge in the future, giving rise to a unified solution to prosodic mod-
elling, but we simply do not know when and whether this will be the
case.

3.2 Multilinguality

One aspect that we have not discussed in this chapter yet is multilin-
guality. Both ASU and TTS have gone multilingual:

In the Verbmobil system (Batliner et al., 2000), prosodic informa-
tion is computed for ASU for three languages, viz. German, English,
and Japanese. The multilingual prosody module facilitates sharing of
prosodic feature extraction and classification procedures, which are con-
sidered to be language independent. Note, however, that it is not clear
yet whether or not the same set of features may be appropriate for typo-
logically different languages, for instance tone and non-tone languages.
Language specific data, such as duration normalization tables, are kept
in separate structures and are loaded as needed. Similarly, separate clas-
sification parameters, such as different n-gram sizes, can be specified by
means of configuration files (Batliner et al., 2000).

In remarkably the same spirit, the multilingual intonation component
in the Bell Labs TTS system (Sproat, 1998) is used for a number of into-
nationally quite diverse languages, including American English, French,
German, Italian, Japanese, Mexican Spanish, and Russian; this compo-
nent implements the quantitative model by (van Santen and Mdbius,
2000). One of the key assumptions of this model is that phonological ac-
cent classes can be mapped onto a corresponding number of distinct Fy
templates by means of alignment parameter matrices (see section 2.2).
Language specific adjustment pertains to transformations of these pa-
rameter matrices, which can be handled offline and stored in configura-
tion files. Again similar to the ASU prosody design presented above, one
of the most intriguing research questions is to what extent the inventory
of templates can be shared across languages: notice that Mandarin Chi-
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nese is not currently handled by this multilingual intonation approach
(van Santen et al., 1998).

3.3 No panacea: the database argument

Sufficiently large and discourse-rich, (prosodically) annotated
databases are of course a desideratum (Botinis et al., 2001). They are
necessary for a good and robust classification of prosodic events in ASU,
and they are necessary for modelling variability in TTS. They are, how-
ever, definitely no panacea, especially not for the lack of relevance of
intonation models like ToBI for ASU: first, an elaborate prosodic anno-
tation is very time-consuming (Batliner et al., 1998) and therefore simply
too expensive; this might not be a ‘scientific’ argument but is nonethe-
less a decisive obstacle. Second, it is too complicated and thus prone to
low inter-labeller correspondence, cf. ToBI vs. ‘ToBI Lite’ (Syrdal et al.,
2000). Third, it can be doubted that ‘real-life’ spontaneous speech is
always prosodically rich to such an extent that special and/or rare func-
tions are indicated by prosodic means; an extrapolation of constructed
examples to spontaneous speech might turn out to be mere wishful think-
ing. Fourth, in our opinion, more date might always be better than
less data; but on the other hand, with ‘only’ 90 minutes of annotated
speech material for German, and less than half the amount of data for
English, we obtained the following overall classification rates (two-class
problems): German boundaries, 87%; German accents, 81%; English
boundaries, 92%, English accents, 79% (Batliner et al., 2000). Given
the fact that inter-labeller reliability has not been proven to be very
high for such tasks, it might not be possible to surpass these results by
a considerable extent, even with a much larger training database. The
benefit of larger training databases might thus not be the possibility
to obtain much better classification rates but the possibility to model
variability much better. That means, in turn, that performance will not
go down drastically if one has to deal with new tasks, new scenarios, or
new applications. (As for the portability of speech recognizers to new
tasks, cf. (Lamel et al., 2001)) And finally, and most importantly, more
labels cannot be a remedy for the missing link to clear functions, cf.
section 1.1.

3.4 A catalogue of shared tasks

A straightforward way for ASU and TTS to co-operate would be to
exchange knowledge, concepts, rules, algorithms and special databases
between colleagues and research sites. Such a sharing of methods and
resources is already a reality in several subdomains of speech processing,
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cf. efficient search algorithms (Viterbi search), signal representations
(e.g., HMM), or the use of linguistic or phonetic information (language
models, duration models). This kind of exchange and sharing, as well
as joint future work, would be a Type 3 approach (cf. the Introduc-
tion), a direct link between ASU and TTS, not mediated by traditional
phonological models.

It might be argued that the tasks for ASU and TTS differ because
TTS normally focuses on a formal speaking style, whereas ASU has to
deal with a more casual, informal style. In our opinion, this is not a
categorical but only a gradual difference which might diminish in the
future: in a more elaborate synthesis, some computer speech will surely
be more casual in order to approximate human-human communication.
On the other hand, if large-scale content extraction has to be performed
automatically from, e.g., radio news, ASU has to deal with formal speech
as well.

In the context of prosody, we would propose the following catalogue
of shared tasks:

m Inventory of relevant linguistic prosodic functions: marking of ac-
cents, phrases, discourse structure, etc. This can be illustrated by
the rules for accent assignment that have been developed indepen-
dently within ASU (Batliner et al., 1999) and TTS (Hirschberg,
1993; Widera et al., 1997), to mention just a few.

= Inventory of relevant paralinguistic prosodic functions: emotions /
user states, individual speaker traits, etc. (Batliner et al., 2001c).

m  Inventory of structured prosodic features: these features pertain to
linguistically relevant units of speech, for instance phonemes, sylla-
bles, words, phrases, etc. Structured prosodic features are derived
from basic acoustic-prosodic features, such as Fp, energy values,
etc. This typology of prosodic features is described in (Kiefiling,
1997; Noth et al., 2000).

m Inventory of lexical prosodic features: word accent position, part-
of-speech information, etc.

= Inventory of syntactic/semantic prosodic features: sentence mood,
syntactic structure and boundaries, positional and counting fac-
tors, centres of information.

= Annotation system, oriented towards function (not form), moti-
vated by practical (not phonological) considerations.

m Procedures for detecting, learning, and modelling of prosodic fea-
tures from speech databases. In state-of-the-art T'TS, prosodic
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features are learned from single-speaker databases. It might be
feasible to train models on multi-speaker corpora to obtain proto-
types via clustering or averaging (Batliner and N&th, 1989); the
prototypes might each represent one possible (virtual) and plau-
sible speaker, but they do not have to represent any particular
speaker in the corpus.

s Integration of all prosodic parameters and features, not just Fp,
in TTS, following the ASU approach and acknowledging the fact
of co-production of prosodic features in natural speech by co-
modelling them.

A common task for ASU and TTS is to learn the mapping from acous-
tics to categories. In ASU the direct mapping of acoustic features onto
functions without any intermediate phonological level is standard. In
TTS, such a direct mapping might be feasible as well, for both offline
training and runtime synthesis; hopefully, this will be a research avenue
for the near future.

4. Concluding remarks

Coming back to the title of this book, ‘Integration of Phonetic Knowl-
edge in Speech Technology’, we want to refer to the distinction made
in section 1.1 between basic knowledge on the one hand and trans-
formed/mediated knowledge on the other hand. This is, of course, a
gross distinction; there might be rather a continuum from pure basic,
acoustic, knowledge (e.g., about concrete Fy values) to transformed, very
abstract knowledge. Phonetic knowledge is thus never purely basic but
always transformed up to a certain degree. The decisive step is, how-
ever, when it comes to a considerable reduction of information in order
to achieve a level of ‘phonological adequacy’, cf. the quantisation error
mentioned in section 1.1. In our opinion, phonetic/prosodic knowledge
that has not yet crossed this rubicon is of course necessary for speech
technology. Actually, it has always been used even if speech engineers
might not have been aware of this fact. As for transformed/mediated
phonological knowledge, we are not that sure and opt rather for those
kinds of co-operation between ASU and TTS as described in the cata-
logue of shared tasks in section 3.4.

By successively working through this catalogue, we might eventually
end up with something that might be called a new type of prosodic
model, capable of explaining and predicting variability, and which can
connect phenomena and their processing by automatic means more di-
rectly than current intonation models do.
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Notes

1. In our understanding, automatic speech recognition (ASR) comprises ‘only’ word recog-
nition, which is a necessary prerequisite for automatic speech understanding (ASU). Thus, if
we have to choose one of these two terms, we prefer ASU because it covers the whole story
and not only some part of it. Moreover, ‘understanding’ is more directly connected with
higher linguistic levels such as syntax, semantics, and pragmatics. If we consider the work
on automatic processing of prosody conducted so far, it might be the case that the impact of
prosody is much stronger for these higher levels, compared to the impact on word recognition.

2. Strictly speaking, T'TS is the customary acronym for text-to-speech, but in the context
of this chapter we have opted to use it for any kind of speech synthesis, disregarding the exact
type of input representation (e.g., text, concept, or structured document), unless explicitly
indicated otherwise.

3. The Verbmobil system was developed in a large-scale German research project focusing
on automatic speech-to-speech translation in appointment scheduling dialogues (Wahlster,
2000).

4. In (Batliner, 1989a) we have discussed the problem of reification from a slightly dif-
ferent point of view. An evident analogy on the segmental level is the famous rabid/rapid
distinction (Lisker, 1978): it might be possible for a strictly phonological approach to work
with only one distinctive feature, whereas for automatic speech processing, this would be a
rather suboptimal approach.

5. “Probably, it will be very difficult to detect [automatically] a boundary marker that
takes the form of a declination reset. ... [If its identification] in the acoustic signal cannot
take place until a close-copy stylization has first been made, and that is the present situation,
one can imagine that its automatic detection will only become a possibility once the technique
of automatic stylization has been sufficiently mastered.” (’t Hart et al., 1990, page 182) That
simply means to beg the question — there is ample evidence nowadays, that boundaries can
be detected without the help of such phonological concepts as declination (Batliner et al.,
1998; No6th et al., 2000).

6. Of course, linguists would like to get information from prosody for more subtle dis-
tinctions; maybe such distinctions can be provided and used successfully in the future, but
not with the present state of the art and, especially, of the databases available (sparse data
problem).

7. It would of course be no problem in principle for a word recognition module to store
computed segment boundaries. In distributed systems, however, if prosody has to use the
output of some existing word recognition module, this would mean to rewrite the module
accordingly — which could not be done in the Verbmobil system due to project-internal con-
straints. Instead, in the first phase of the project, phone segments were re-computed in the
prosody module, which caused a significant overhead. Thus, in the second phase, we com-
puted only word based prosodic features — without any reduction of recognition performance,
cf. (Batliner et al., 2000).

8. Notice that TTS systems do not usually provide a prosodic model for the amplitude
profile of the synthetic utterance.

9. We do not argue against any phonological level as such. If we consider the well-
established phonological level for word recognition, then there is a clear relationship between
distinctive form and function; such a clear relationship, however, has not yet been proven for
the prosodic level. Note that a prosodic phonological level might still be relevant for language
typology, second language learning, etc., even if it might be irrelevant for the automatic
processing of speech.
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