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Referential gaze during situated language production and comprehension is tightly
coupled with the unfolding speech stream (Griffin, 2001; Meyer, Sleiderink, & Levelt,
1998; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995). In a shared environment,
utterance comprehension may further be facilitated when the listener can exploit the
speaker’s focus of (visual) attention to anticipate, ground, and disambiguate spoken
references. To investigate the dynamics of such gaze-following and its influence on utter-
ance comprehension in a controlled manner, we use a human–robot interaction setting.
Specifically, we hypothesize that referential gaze is interpreted as a cue to the speaker’s
referential intentions which facilitates or disrupts reference resolution. Moreover, the
use of a dynamic and yet extremely controlled gaze cue enables us to shed light on the
simultaneous and incremental integration of the unfolding speech and gaze movement.

We report evidence from two eye-tracking experiments in which participants saw videos
of a robot looking at and describing objects in a scene. The results reveal a quantified ben-
efit-disruption spectrum of gaze on utterance comprehension and, further, show that gaze
is used, even during the initial movement phase, to restrict the spatial domain of potential
referents. These findings more broadly suggest that people treat artificial agents similar to
human agents and, thus, validate such a setting for further explorations of joint attention
mechanisms.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction we are referring, and at what we are about to act upon.’’
According to an old and widespread proverb, the eyes are
windows to the soul. The validity of this statement has, at
least to some extent, been supported by a large body of
previous psychological and psycholinguistic research.
Baron-Cohen, Baldwin, and Crowson (1997) state, for in-
stance, that ‘‘mental states can (. . .) be read from direction of
gaze. These include desire, refer, and goal (Baron-Cohen,
Campbell, Karmiloff-Smith, Grant, & Walker, 1995). That is,
our natural reading of gaze directed at a specific object is in
terms of a person’s volitional states. This should come as no
surprise, since we tend to look at what we want, and to what
. All rights reserved.

2.
Staudte).
(p. 312).
Undoubtedly, the primary function of directing gaze is

related to the act of seeing. To fixate something or someone
lets us inspect that object or person in greater detail. Addi-
tionally, gaze in communication reflects numerous differ-
ent processes and responds to many cues. It conveys, for
instance, information about emotions, goals or desires
(Argyle & Dean, 1965; Baron-Cohen, Wheelwright, &
Jolliffe, 1997; Dovidio & Ellyson, 1982). In addition to these
meta-linguistic functions, gaze can also reflect information
that is directly linked to the content of a spoken utterance.
A deictic expression accompanied by a glance towards a
certain object may be a valid and comprehensible refer-
ence for a listener in face-to-face communication (Clark
& Krych, 2004). Thus, a listener seems to be able to link
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the spoken reference to the object which is in focus of the
speaker’s visual attention.

Previously, gaze has indeed been widely studied as an
indicator for overt visual attention during language pro-
cessing and it was shown that where we look is closely re-
lated to what we say and understand. Studies have
revealed, for instance, that speakers look at entities
roughly 800–1000 ms before mentioning them (Griffin,
2001; Meyer et al., 1998), while listeners inspect objects
as soon as 200–400 ms after the onset of the corresponding
referential noun (Allopenna, Magnuson, & Tanenhaus,
1998; Tanenhaus et al., 1995). This shows that eye gaze
during situated language production and comprehension
is tightly coupled with the unfolding speech stream. In
face-to-face communication, the speaker’s gaze to men-
tioned objects in a shared environment also provides the
listener with a visual cue as to the speaker’s focus of (vi-
sual) attention (Flom, Lee, & Muir, 2007). Following this
cue (among other cues) in order to attend to the same
things as the interlocutor has been dubbed joint attention
(e.g., Emery, 2000). By revealing a speaker’s focus of visual
attention, such gaze cues potentially offer the listener
valuable information to ground and sometimes disambigu-
ate referring expressions, to hypothesize about the speak-
er’s communicative intentions and goals and, thus, to
facilitate comprehension (e.g., Clark & Krych, 2004; Hanna
& Brennan, 2007).

The goal of this paper is to systematically investigate
how speaker gaze influences real-time listener compre-
hension. Specifically, we examine how listeners exploit
gaze cues during an unfolding sentence and whether this
facilitates situated comprehension. The following three
hypotheses address the main questions we aim to answer:

1. We hypothesize, firstly, that referential speaker gaze is
in fact beneficial for utterance comprehension and that
this benefit can be quantified (Experiment 1).

2. Secondly, we hypothesize that such an effect of referen-
tial speaker gaze is due to the intentional status of gaze
(see Becchio, Bertone, & Castiello, 2008) rather than a
purely reflexive shift of visual attention (Driver et al.,
1999; Friesen & Kingstone, 1998; Langton & Bruce,
1999, Experiment 2).

3. We thirdly hypothesize that (even reflexive) gaze-
following may be split up into the first phase, in which
listeners potentially follow already the gaze movement
(which is comparable to the human head movement
often accompanying gaze), and the second (fixation)
phase, which has traditionally been studied by means
of static gaze cues (Driver et al., 1999; Friesen &
Kingstone, 1998; Langton & Bruce, 1999, Experiment 1).

Examining these issues in human–human interaction is
problematic, however. Not only is speaker gaze likely to be
inconsistent and ‘‘noisy’’, but it is also difficult to plausibly
elicit incongruent speaker gaze behavior which is neces-
sary to quantify any benefits of natural gaze. The solution
we adopt is to use an artificial robot agent as the speaker.
This provides greater uniformity and control of the gaze–
speech synchronization while the fallibility of robots
makes non-natural gaze behavior more plausible. The
broad control over all gaze parameters such as direction,
duration, or onset can further be exploited to examine in
more detail how closely listeners attend to speaker gaze
and whether it is followed as early as gaze movement
onset.

It is of course an open question in itself whether joint-
attention-like behavior is unique to human–human
interaction – possibly hinging on common biological and
cognitive mechanisms – or whether such gaze cues play
a similar role in human–robot interaction. Previous re-
search has shown, however, that people readily attribute
intentional states and personality traits to non-humans
as well, like animals or artificial agents such as robots
(see e.g. Nass & Moon, 2000, Kiesler, Powers, Fussell, &
Torrey, 2008, for overviews). We therefore also examine
the hypothesis that joint attention and its effects on com-
munication are an important component of human–robot
interaction as well. That is, when a robot produces hu-
man-like aligned gaze and speech behavior such that its
gaze indicates which object is in visual focus, we predict
that listeners will jointly attend to that object. Such a find-
ing would therefore strengthen the use of human–robot
interaction scenarios to conduct controlled studies of
mechanisms and phenomena that typically occur when
people establish joint attention with other people, thus,
extending the theoretical value of these studies to hu-
man–human interaction.

Supporting evidence for these hypotheses is provided by
two eye-tracking experiments exploiting different tasks in
a human–robot interaction (HRI) scenario. Additionally,
these results shed light on the dynamics of gaze and speech
integration and its effects on utterance interpretation.

1.1. The coupling of gaze and language

Since language is often vague and ambiguous, addi-
tional non-verbal cues supporting and augmenting the
conveyed message or the retrieval of information are
potentially useful in face-to-face communication. While
cues like pointing generally complement spoken language
and are often useful for grounding and disambiguating an
utterance in the scene (Bangerter, 2004), gaze appears to
have a special status among such non-verbal cues: Gaze
is permanently available since people constantly use and
move their eyes even when their gaze is not related to lan-
guage production or comprehension and even when they
do not intend to signal anything at all. Further, gaze is
highly diverse in its expressiveness conveying various
mental states (as above see, e.g., Adams & Kleck, 2003;
Baron-Cohen, Wheelwright, et al., 1997; Dovidio & Ellyson,
1982).

Certainly, the desire or need to ‘see’ is a major initiator
for gaze movement and frequently elicited by cues in the
visual scene itself (Henderson, 2003), sometimes including
also a speaker’s gaze. Furthermore, a close coupling of
language and (referential) gaze has been established in a
number of studies, showing that where people look is often
driven by what they hear or say (Allopenna et al., 1998;
Altmann & Kamide, 1999; Altmann & Kamide, 2004; Griffin
& Bock, 2000; Knoeferle, Crocker, Pickering, & Scheepers,
2005; Meyer et al., 1998; Tanenhaus et al., 1995). It is
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possibly because of this systematic and automatic coupling
between speech and gaze that listeners are able to inter-
pret speakers’ eye-movements on-line as visual references.

Whether, and how, the close alignment of visuo-
linguistic processes helps listeners to comprehend utter-
ance content, is subject to ongoing research (Crocker,
Knoeferle, & Mayberry, 2010). Previous studies suggest
that people do indeed monitor and use each other’s gaze
and speech in face-to-face communication to rapidly
ground and resolve spoken utterances with respect to a
common environment (Clark & Krych, 2004; Moore &
Dunham, 1995; Tomasello & Carpenter, 2007). That is,
where a speaker looks may constrain the domain of inter-
pretation for the listener (Hanna & Brennan, 2007) and
where a listener looks may tell the speaker that she has
misunderstood such that the speaker can decide to repeat
or to further specify a referring expression (Clark & Krych,
2004). However, the precise temporal and causal relation-
ship between gaze cues and concurrent language process-
ing has, to our knowledge, not been fully explored.

1.2. Joint and shared attention

Listeners may use speaker gaze as a timely cue to utter-
ance content, possibly because of the tight coupling of gaze
and speech mentioned above. In order to understand why
and how people use each other’s gaze as referential cues,
the notion of visual attention is essential. It helps to estab-
lish and understand the connection between eye gaze and
its referents in the external world. Allocation of visual
attention allows more detailed inspection of one aspect
in the environment (selectivity) while limiting processing
of other (visual) information (capacity limitation, Bundesen,
1990; Desimone & Duncan, 1995). That is, an entity that is
being looked at is typically in the focus of visual attention,
allowing investigation of the entity’s visual features in
greater detail. Consequently, following the interlocutor’s
gaze typically reveals information about what she is or
has been visually attending to and may result in two peo-
ple jointly attending to the entity in question (Moore &
Dunham, 1995).

Following Emery (2000), we consider joint attention to
occur when an individual follows another individual’s
gaze, for instance, to mutually attend to an entity while
possibly inferring her referential intentions. The term ‘ref-
erential intention’ is based on the definition of intention
put forward in Tomasello, Carpenter, Call, Behne, and Moll
(2005): ‘‘So the organism has the goal ‘‘that X be the case’’ and
the intention ‘‘to do A’’ in pursuit of that goal.’’ (p. 677), and
refers specifically to the speaker’s intention to communi-
cate a message about certain entities in the environment
which is done in form of a spoken utterance and possibly
any accompanying non-verbal cues. Thus, being able to
jointly attend to an object and inferring a referential inten-
tion presupposes that the gazer actually has attentional
states such that the gaze-follower has reason to consider
the looked-at entity as relevant for communication pur-
poses. Further, the term shared attention is used to refer
to a phenomenon which presupposes a higher level of
interactivity and relates to what Tomasello et al. (2005)
calls shared intentionality: ‘‘Collaborative interactions in
which participants have a shared goal (. . . ) and coordinated
action roles for pursuing that shared goal.’’ (p. 677). That is,
shared attention implies that one person intentionally di-
rects another person’s gaze to an object in order to coordi-
nate action and perception for achieving a mutual goal or
just to share the experience (see also Emery, 2000).

Notably, what we call shared attention has previously
also been named joint attention (Kaplan & Hafner, 2006;
Tomasello & Carpenter, 2007). Similarly, it has been de-
scribed as a state that requires that the ‘‘goal of each agent
is to attend to the same aspect of the environment’’ (Kaplan &
Hafner, 2006, p. 144) and that ‘‘both agents are aware of
this coordination of ‘perspectives’ towards the world’’
(Kaplan & Hafner, 2006, p. 145). However, we adopt a more
fine-grained categorization and distinguish joint and
shared attention in order to account for the limited inter-
activity in our experimental design where shared attention
is essentially infeasible.

1.3. Gaze in human–computer interaction

Using an artificial agent to investigate joint attention
mechanisms presupposes that people consider such an
agent similar enough to themselves in order to assign
attentional and intentional states to it during interaction.
To confirm this – beyond simply showing that people read-
ily assign human traits to artificial agents in general (Nass
& Moon, 2000) – we address the question of whether peo-
ple try at all to align their attention with the agent in a nat-
ural, joint attention-like way, and whether this affects their
utterance processing.

Despite the generally growing interest in human–
computer/human–robot interaction (HCI/HRI) to incorpo-
rate natural gaze mechanisms, the fine-grained effects of
closely aligned referential gaze and speech described
above have not been systematically investigated. Rather,
previous work on gaze in HCI/HRI has concentrated largely
on the general appearance of the agent and what compe-
tencies and characteristics people intuitively ascribe to
agents featuring certain gaze behaviors. Kanda, Ishiguro,
and Ishida (2001), for instance, equipped their robot with
very basic gaze movements and observed that people gen-
erally found the interaction more enjoyable than when the
robot showed no gaze movements. Thus, robot gaze can, on
one hand, improve agreeableness of HRI. On the other
hand, robot gaze can be dysfunctional and disturb smooth
interaction: Despite increasing general agreeableness, the
robot’s crude gaze movements resulted in a lower perfor-
mance judgement revealed by a post-experiment ques-
tionnaire. Similarly, Sidner, Lee, Kidd, Lesh, and Rich
(2005) found that participants judged the robot they had
to interact with to be less ‘reliable’ when it showed gaze
(or head) movement.

Cassell, Torres, and Prevost (1999) took a different ap-
proach to implementing more natural gaze behavior, on
the one hand, and to explore the utility of mutual gaze in
general on the other hand. According to the psychology lit-
erature, mutual gaze (i.e., looking at each other) is a signal
that is used to coordinate turn-taking in a conversation
(Duncan, 1972; Kendon, 1967). Cassell and her colleagues
hypothesized that gaze also correlates with information
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structure of the discourse, that is, theme (what is known,
links the utterance to previous discourse) and rheme
(new information) of an utterance. An initial study con-
firmed the correlation of speaker gaze towards and away
from the listener with both turn-taking and information
structure (Cassell, Torres, et al., 1999). The authors thus
developed and implemented a heuristic for gaze produc-
tion as a realization of turn-taking cues and equipped an
embodied conversational agent with such a behavior
(Cassell, Bickmore, et al., 1999; Cassell & Thórisson,
1999). Post-experiment questionnaires from a user study
involving such an agent revealed that users felt the agent
to be more helpful, lifelike, and smooth when it showed
this nonverbal conversational behavior. More recently,
Mutlu and colleagues implemented the initial probabilistic
algorithm suggested by Cassell, Torres, et al. (1999) draw-
ing on both turn-taking and information structure effects.
This implementation was used and evaluated on a story-
telling humanoid robot (Mutlu, Hodgins, & Forlizzi,
2006). Results showed that participants who were looked
at by the robot more often performed better on the recall
task, suggesting that people attend closer to the robot
when being looked at more frequently (at the appropriate
occasions during discourse).

The mentioned studies in HCI suggest that gaze in one
way or the other affects the impression a person or agent
makes. Psycholinguistic evidence reported above shows
that gaze can additionally provide concrete information that
helps to quickly link the accompanying utterance to the
world and guide attention accordingly. There has been lim-
ited research in HCI, however, that explores the use of gaze
as a visual modality which augments speech and elicits joint
attention with an artificial agent and which may be used to
ground and disambiguate spoken references. The work con-
ducted by Breazeal and colleagues with the robot Leonardo
(Breazeal, Kidd, Thomaz, Hoffman, & Berlin, 2005) has made
relevant contributions to this field of research. It was shown,
for instance, that implicit robot behavior, like gaze shifts,
head nods, and other gestures, was used by human interloc-
utors to solve a collaboration task faster. In one such study,
participants were asked to interact with Leonardo and make
it switch on buttons that were located in front of it. Results
revealed that the robot’s implicit, non-verbal information
helped people to detect errors in the robot’s performance
and, consequently, to repair them. Not surprisingly, task
completion time was considerably shorter in the implicit
condition than when no such non-verbal information was
available. In particular, such facilitation effects were ob-
served when misunderstandings and other errors occurred
during the conversation which needed to be repaired.
Breazeal et al. (2005) concluded that Leonardo’s gaze consti-
tuted a ‘‘window to its visual awareness’’ and that people
perceive the robot’s gaze as signaling to ‘‘share attention’’
(Breazeal et al., 2005, p. 714)

The findings on the role of gaze in HCI/HRI, as reported
in this section, provide promising support for the hypoth-
esis that people do seek to establish joint attention with
an artificial agent using gaze cues. However, these results
are largely based on subjective measures taken off-line
and effects on participants’ performance may simply be
due to agent gaze behavior engaging participants at a very
general level. In the following section, we draw on the find-
ings from the various research areas reported above to
motivate our own investigation of the role of referential
speaker gaze in situated human–robot interaction. Specifi-
cally, we set out to examine the on-line influence of (robot)
speaker gaze, simulating the gaze and speech alignment of a
human speaker, on the listener’s visual attention and utter-
ance comprehension.

1.4. Does coupling of robot gaze and language elicit joint
attention?

The psycholinguistic findings mentioned earlier can be
summarized in the following scenario: Two interlocutors
(A and B) are talking about objects in their shared view.
According to the production literature, A might describe
two objects to B in the following way. While saying ‘‘The
cylinder is taller than the pyramid that is pink.’’, A looks
at the cylinder approximately 800–1000 ms before utter-
ing ‘‘cylinder’’ and then looking at the pyramid approxi-
mately 800–1000 ms before the critical reference to the
pyramid (Griffin & Bock, 2000). The comprehension litera-
ture using the Visual World Paradigm further established
that as listener B is processing A’s utterance, she typically
looks at the cylinder and pyramid around 200–300 ms
after A started saying ‘‘cylinder’’ and ‘‘pyramid’’, respec-
tively (Cooper, 1974; Tanenhaus et al., 1995). If addition-
ally A and B can see each other, joint visual attention
may be established throughout the interaction even earlier
compared to when only speech is available. Listener B can
follow A’s gaze towards the pyramid right away and antic-
ipate A’s mentioning of the mug (Hanna & Brennan, 2007).
The time span between A’s and B’s gaze towards a men-
tioned object is shortened dramatically and B may rapidly
ground A’s reference to the pyramid in their common view.

To investigate whether listeners similarly attend to and
use speech-mediated robot gaze, we created a setup where
listeners (cf. B above) viewed a robot speaker (see Fig. 1,
representing A from above) that described objects in a
scene while looking at those objects. Participants were
eye-tracked while observing these videos. They were addi-
tionally asked to quickly determine the ‘correctness’ of the
given statement with respect to the scene by pressing a
button (Experiment 1), or to correct false statements orally
(Experiment 2). Thus, we consider three dependent mea-
sures: Listeners’ eye-movements in the scene as an on-line
measure during comprehension, as well as response times
and correction statements as off-line measures to indi-
rectly asses comprehension time and interpretation,
respectively.

Although it might be argued that such a video-based
presentation mode does not allow true interaction, it has
been shown that a video-based scenario without true
interaction yields similar results to a live-scenario and
can be considered to similarly provide valuable insights
into participants’ perception and opinions (Woods, Walt-
ers, Koay, & Dautenhahn, 2006). Further, the subjective
perception of remote versus co-located virtual agents and
robots has been studied. On the one hand, results from a
user study conducted by Kiesler et al. (2008) suggest that
people have different expectations and impressions of an



Fig. 1. Robot speaker. Its head and gaze direction is realized by the stereo-camera mounted on a pan-tilt-unit. A German sample utterance ‘‘Der Zylinder ist
grösser als die Pyramide, die pink ist.’’ (English: ‘‘The cylinder is taller than the pyramid that is pink.’’) would be accompanied by gaze, e.g., towards the cylinder
and then towards the small, pink pyramid.
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agent versus a robot: Mistakes and errors are potentially
more acceptable and less irritating when communicating
with a robot and, simultaneously, the robot was perceived
as more life-like, having more positive personality traits
and being liked better. On the other hand, results from
the same study showed that the presentation mode of
the robot or agent (co-present versus remote, i.e., recorded
and projected onto a screen) did not greatly influence par-
ticipants’ impressions.

We consider these findings to support our decision to
employ a robot for studying referential gaze behavior and
to indicate that remote, video-based presentation should
not substantially affect perception thereof. At the same
time, we are aware that video-based presentation limits
interactivity and therefore we carefully employ the con-
cept of joint attention – in contrast to shared attention –
in this context. It is arguably the case that a speaker has
a referential intention and acts upon it when being vi-
deo-taped. When another individual views this behavior
(even if at a later stage on video), we expect this individual
to draw on natural comprehension mechanisms. Thus, a vi-
deo-based experimental design may nevertheless allow for
the investigation of some phenomena that are typically in-
volved during joint and shared attention as well.

Our video stimuli were manipulated with respect to
congruency of both the linguistic and visual (gaze) referen-
tial cues, firstly, to examine whether people infer referen-
tial intentions from human-like aligned gaze (as in Fig. 1)
and whether that facilitates utterance comprehension. Sec-
ondly, we sought to investigate how people deal with gaze
cues that are incongruent or misaligned with the spoken
utterance but which are not necessary to understand the
utterance (Fig. 2 shows incongruent robot gaze to the
brown, tall pyramid during the same utterance as in
Fig. 1). Such situations occur, for instance, when misunder-
standings lead to the use of inappropriate objects names,
or errors in spatial memory elicit a glance towards another
object – both in human–human or human–computer inter-
action. In the latter, incongruent multi-modal references
(i.e., conflicting linguistic and visual cues) could easily be
caused by an agent’s ‘‘misprogrammed’’ gaze movements
or errors in its object recognition. Furthermore, insights
on how inappropriate co-occurrences of gaze and speech
cues are resolved offer the potential to illuminate the nat-
ure of gaze influence as well as the integration process of
information that is provided through different modalities
such as language and vision.

Based on the findings about the use of speaker gaze re-
ported from HHI and HRI investigations, we identify two
possible stages of response mechanisms in our scenario
which determine in what way speaker gaze influences sit-
uated utterance comprehension more generally.

1. The Visual Account: Listeners may follow robot gaze,
possibly reflexively as observed in response to stylized
gaze cues (and other symbolic cues such as arrows)
in previous studies (Driver et al., 1999; Friesen &
Kingstone, 1998; Langton & Bruce, 1999). These so-
called exogenous cueing effects found in those studies
are typically short-lived. Yet, it is an interesting ques-
tion to what extent the visual information obtained
after such an attention shift may also affect further
(visual and linguistic) processing. Indeed, recent find-
ings involving exogenous visual cues have suggested
that trial-initial focus of attention influences scene
apprehension and the structure of produced scene
descriptions (e.g., Gleitman, January, Nappa, & Trueswell,
2007; Tomlin, 1997).

2. The Intentional Account: If listeners treat the robot’s
camera movement as a type of eye gaze – that is, they
accept it as a way of seeing, similar to human eyes
and with similar functions – we predict that people will
use robot gaze as an attentional cue. While gaze-follow-
ing may still be reflexive, using gaze additionally as a
cue that reflects the speaker’s visual attention, and is
associated with a referential intention, would result in
joint attention (as indicated, for instance, by Becchio
et al., 2008). We envisage this phenomenon as a ‘‘sec-
ondary’’ association between speaker gaze and her
communicative goals, possibly after or beyond any ini-
tial, reflexive attention shifts. That is, human listeners
may jointly attend to what the (robot) speaker attends
to, thereby anticipating and grounding the next refer-
ent. Utterance comprehension may thus be affected



Fig. 2. In contrast to Fig. 1, the utterance ‘‘The cylinder is taller than the pyramid that is pink.’’ is now accompanied by robot gaze to the cylinder and the tall,
brown pyramid, resulting in an incongruent multi-modal reference.
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on-line by speaker gaze in terms of which object is
considered to be the referent and/or how quickly the
reference is resolved.

The Intentional Account has been supported more
recently by a number of studies (Bayliss, Paul, Cannon, &
Tipper, 2006; Becchio et al., 2008; Castiello, 2003; Meltzoff,
Brooks, Shon, & Rao, 2010; Vecera & Rizzo, 2006). Provid-
ing further supporting evidence in a human–robot interac-
tion scenario would simultaneously strengthen the validity
of our experimental design and the generalizability to hu-
man–human interaction. While there are several previous
studies generally supporting the view that people indeed
anthropomorphize and ascribe complex mental states to
a robot (such as team spirit or the level of dominance or
expertise, Nass & Moon, 2000, but also intentionality,
Meltzoff et al., 2010), our experiments are of a different
nature. On the one hand, our measures are on-line, reveal-
ing the temporal dynamics in greater detail. On the other
hand, the manipulations in our studies consist in a simple
visual cue, only roughly approximating human gaze behav-
ior. Further, we would like to point out that while our gaze
manipulation may be a simple cue in the context of HRI, it
is still a dynamic cue that interacts with scene apprehen-
sion and simultaneous language processing. Thus, in the
context of psycholinguistic studies on the interplay of
visual and linguistic processing, such a complex and
dynamic setting provides a novel way to explore the real-
time integration of this multi-modal information. Our find-
ings therefore address not only the hypothesis that people
try to establish joint attention with a robot, but further
reveal details of the dynamic integration of gaze and
speech more generally.

Specifically, Experiment 1 investigated the first hypoth-
esis, that speaker gaze indeed facilitates comprehension of
the utterance while also showing that people follow the
speaking robot’s gaze, at least reflexively (Visual Account).
Moreover, this experiment sheds light on the incremental
use of gaze (movement and fixation) during an unfolding
utterance (third hypothesis). Experiment 2 further served
to replicate gaze and speech-following behavior under a
correction task while investigating whether speaker gaze
further influenced what people considered as the intended
referent (second hypothesis). Results indeed support the
Intentional Account, suggesting that listeners follow
speaker gaze (possibly reflexively) and, more importantly,
that they use the information about what is in visual focus
to predict a referent.
2. Experiment 1

Experiment 1 examined whether referential speaker
gaze is followed and used for reference resolution even
though utterances could be validated without paying any
attention to speaker gaze. Specifically, we investigated
and quantified the actual benefit of speaker gaze, as as-
sessed by comparing response times for sentence validity
judgments when utterances were accompanied by referen-
tial gaze and when they were accompanied by neutral
gaze. Observing a facilitatory effect of congruent referen-
tial speaker gaze would further indicate that listeners in-
deed establish a link between looked-at and mentioned
objects.

When considering referential gaze and its utility for ref-
erence resolution, the question naturally arises whether
referential gaze could also disrupt reference resolution if,
for instance, it identified an entity other than the one refer-
enced in the utterance. If people assigned attentional states
to the robot such that they assumed that an object looked-
at by the robot was likely the one it intended to mention,
then incongruent referential gaze would be a misleading
cue that would disrupt utterance comprehension.

Thus, to further investigate the role of speaker gaze, we
manipulated the Gaze Congruency of speaker gaze as a po-
tential cue for intended meaning as well as the Validity of
the statements. Statements were either true or false, that
is, the stated relationship between objects held or not,
and the visual reference (established by robot gaze) was
either congruent, incongruent or neutral with respect to
the linguistic reference. Gaze was considered to be congru-
ent (and helpful) when it was directed towards the same
object that was going to be mentioned shortly afterwards
(reference match, see also Fig. 1) while it was considered
as incongruent when gaze was directed to an object differ-
ent from the mentioned referent (mismatch, Fig. 2). In a
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third Gaze Congruency level, robot gaze was neutral. The
robot briefly looked down at the scene and back towards
the camera – or a potential listener – before beginning to
utter a scene description. The neutral gaze behavior pro-
vided a baseline condition in which listeners’ visual atten-
tion was purely a response to the produced robot utterance
and comprehension was uninformed by any joint attention
mechanisms.

Finally, the temporal ambiguity in the utterance con-
cerning the target reference, as given in Fig. 1, enabled us
to look more closely at the real-time use of gaze cues by
the listener, and whether the gaze movement could restrict
the spatial domain of potential referents prior to the actual
fixation.

The scene provided one referent for the cylinder (the
‘‘anchor’’) and two potential referents for the ‘‘target’’ noun
(e.g., two pyramids of different sizes and colors), one of
which the robot mentioned explicitly. One pyramid
matched the description of the scene (was shorter than
the cylinder) while the other did not (it was actually taller
than the cylinder). Thus, which pyramid was finally men-
tioned depended on the sentence final color adjective
and determined whether the statement was valid or not.
The manipulation of both factors, Sentence Validity (true,
false) and Gaze Congruency (congruent, neutral, incongru-
ent), resulted in six conditions per item. Fig. 3 provides a
Fig. 3. Pictures illustrate a sample scene and robot gaze movements from Experim
six conditions described below the pictures.
sample scene as well as the set of all conditions that the
corresponding example sentence appeared in.

2.1. Method

2.1.1. Participants
Forty-eight native speakers of German, mainly students

enrolled at Saarland University, took part in this study. All
participants reported normal or corrected-to-normal vi-
sion. Most of them had no experience with robots.

2.1.2. Materials
A set of 24 items was used. Each item consisted of three

different videos and two different sentences. Additionally
we counterbalanced each item by reversing the compara-
tive in the sentence predicate, for instance, from ‘‘taller’’
to ‘‘shorter’’, such that the target became the competitor
and vice versa. We obtained a total of twelve videos per
item while ensuring that target size, location and color
were balanced. All versions showed the same scene and
only differed with respect to where the robot looked and
whether it verbally referred to the correct (target) object.
Twelve different object shapes appeared twice each as tar-
get–competitor pairs to produce 24 items. For each shape,
we created three different sizes (small, medium, large) and
used small-large pairs as target–competitor pairs and the
ent 1. The manipulation of sentence validity and robot gaze results in the
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medium sized shape as anchor for another target–compet-
itor pair. Moreover, each scene contained three additional
distractors, one large and one small one, positioned to
either side of the anchor. They served as potential compet-
itors for partial utterances up to the comparative (e.g., ‘‘The
pyramid is taller than’’). The third distractor was typically
small and positioned to the far left or far right of the scene.

Prior to the experiment, target–competitor pairs were
pre-tested in order to make sure that their size and color
differences were easily recognizable. We used a question-
naire that showed photographs of the original scenes
excluding the robot. Twenty participants judged whether
a given item sentence accurately described what was visi-
ble in the scene. For each scene, three sentences were given
and only one of those contained a comparison between
item objects (anchor and target/competitor). Overall, 50 %
of the sentences were true and 50 % were false in order
to avoid an acquiescence bias. A 7-level Likert scale from
1 (incorrect) to 7 (correct) allowed for a graded judgement
of the sentences’ validity. The results exhibit a mean devi-
ation of 0.26 points from the optimal answer (1 and 7)
which clearly showed that the comparisons between the
distinct objects and their sizes were clear and easily
assessable.

We created 1920 � 1080 resolution video-clips show-
ing the PeopleBot1 robot onto which a pan-tilt unit was
mounted, carrying the stereo camera. Note, that head orien-
tation and eye-gaze are identical for this robot. Further, the
robot was positioned behind a table with a set of colored ob-
jects in front of it. After a two-second preview time, the vi-
deo-clips each showed a sequence of camera-movements
consecutively towards the anchor and the target/competitor
objects. Simultaneously, a synthesized sentence such as gi-
ven in Fig. 1 was played back. Sentences were in German
and synthesized using the Mary TTS system (Schroeder &
Trouvain, 2003). We overlaid the videos of the moving robot
with the spoken stimulus sentences such that a robot fixa-
tion towards an object occurred one second prior to the on-
set of the referring noun, consistent with corresponding
findings on alignment of referential human gaze and speech
production (Griffin & Bock, 2000; Van der Meulen, Meyer, &
Levelt, 2001). This also enabled us to observe two types of
reactive human gaze: One being elicited by robot gaze
(potentially indicating joint attention), the other being
utterance-mediated shifts of visual attention (to inspect
mentioned objects).

In addition to the items, we constructed 48 filler videos
(a set of 32 filler videos and a set of 16 videos that were
item trials for a sub-study2 such that we obtained twice
as many fillers as we had items. To compensate for the rel-
atively high proportion of anomalous items (only a third of
all items was true and showed congruent or neutral gaze),
a large number of fillers contained a correct statement and
1 Mobile Robots Inc., Amherst, NH, United States; kindly provided to us
through the CoSy/CogX group at DFKI, Saarbrücken (http://
www.cognitivesystems.org).

2 In this sub-study, we found consistent evidence for gaze-following
behavior and the use of gaze for resolving ambiguous references. But since
these results did not substantially extend the findings from Experiments 1
and 2, they are not reported here. For full details of this study, see Staudte
(2010).
congruent robot gaze behavior. That is, 36 of 48 filler videos
in total contained true statements (75%) and 24 were both
true and congruent (50%). This results in an overall distribu-
tion of 66% true trials in the experiment. This bias towards
true statements was intended to maintain the participant’s
trust in the competence of the robot. However, robot gaze
can be considered relatively unpredictive since there were
only 55.5% congruent trials overall, showing robot gaze to
an object which was subsequently mentioned. This reduces
the likelihood of gaze-following emerging for purely strate-
gic reasons.

Twelve lists of stimuli each containing 72 videos were
created. Each participant saw only one condition of an item
and, in total, four videos in each condition. The order of the
item trials was randomized for each participant individu-
ally with the constraint that between items at least one
filler was shown. Additionally, fillers were randomized
for each of the four sets of lists (each containing 12 lists),
thus, no participants saw the same sequence of trials.

2.1.3. Procedure
An EyeLink II head-mounted eye-tracker monitored

participants’ eye movements on a 24-in. monitor at a tem-
poral resolution of 500 Hz and a spatial resolution of 0.1�.
Participants were seated approximately 80 cm from the
screen. Viewing was binocular, although only the domi-
nant eye was tracked. The eye-tracker was adjusted, cali-
brated and validated manually for each participant using
a nine-point fixation stimulus. Before the experiment, par-
ticipants received written instructions about the experi-
ment procedure and task: They were asked to attend to
the presented videos and judge whether or not the robot’s
statement in each was valid with respect to the scene. In
order to provide a cover story for this task, participants
were told that the robot system was being evaluated. Fur-
ther, they were instructed that the robot would still make
many mistakes and that participants’ feedback was needed
as feedback for a machine learning procedure, improving
the robot system. Crucially, robot gaze was not required
to perform the task nor did it change the assessment of
sentence validity with respect to the scene (with the
exception of only two fillers where sentence ambiguity
affected validity). In contrast, participants were generally
required to pay close attention to the robot’s utterance as
well as the scene in order to quickly complete their task.
Each trial started with a fixation dot that appeared at the
center of the screen. Participants were instructed to always
focus on that dot so as to allow the system to perform drift
correction when necessary. Then a video was played until
the participant pressed a button or until an overall dura-
tion of 12 seconds was reached. The entire experiment
lasted approximately 30 minutes.

2.1.4. Analysis
The presented videos were segmented into Interest

Areas (IAs), i.e., each video contained regions that were la-
belled ‘‘anchor’’, ‘‘target’’ and ‘‘competitor’’, ‘‘robot head’’,
or ‘‘distractor’’ as for instance the objects next to the an-
chor (see Fig. 3d). The temporarily ambiguous target noun
‘‘pyramid’’ from the example utterance was the spoken ref-
erence to two potential objects (referents) in the scene – the

http://www.cognitivesystems.org
http://www.cognitivesystems.org


Fig. 4. The approximate timing of utterance-driven robot gaze, in a true-congruent condition.

3 For model reduction, models were fitted by ML whereas final models
are fitted using REML (see Crawley, 2007, p. 634ff).
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small pink target pyramid or the large brown competitor
pyramid – while referential robot gaze provided a visual
reference to one of these objects. The small pink pyramid
was considered as target object because the partial descrip-
tion ‘‘The cylinder is taller than the pyramid’’ applied to the
small pink pyramid. That is, the sentence-final mention
of the adjective ‘‘pink’’ resulted in a correct statement
whereas mentioning the brown pyramid resulted in an
incorrect comparison.

We segmented the speech stream into four Interest
Periods (IPs) as depicted in Fig. 4. IP0 covered the whole ro-
bot gaze movement and had a mean duration of 1730 ms.
IP1 stretched from the end of the gaze movement (i.e., fix-
ation onset) to the onset of the target noun ‘‘pyramid’’ and
had an average length of 935 ms. Thus, IP1 contained the
robot’s fixation towards the target object as well as some
verbal content preceding the target noun (‘‘taller than
the’’). IP2 stretched from target noun onset to offset. It
had a mean duration of 471 ms which was constant for
all conditions of an item. IP3 was defined as the 700 ms
period beginning at the onset of the disambiguating color
adjective. The adjective denoting the color of the referent
completed the linguistic reference and unambiguously
identified the actual referent. Only at that point in time
was it possible to judge the Sentence Validity, which is
why it is called the linguistic point of disambiguation
(LPoD). Generally, responses were possible before the end
of IP3 but these responses were infrequent and eventually
excluded as they were either false or recognized as outliers
(see below).

For the analysis of participants’ fixations, all consecu-
tive fixations within one IA and IP (i.e., before a saccade
to another IA or the background occurred) were pooled
and counted as one inspection. Trials that contained at
least one beginning inspection towards an IA within an IP
(coded as ‘‘1’’) are contrasted with trials that did not con-
tain an inspection in the same slot (‘‘0’’). As a result, mean
values represent inspection probabilities for a given IA/IP.

For the analysis of such un-accumulated, binary inspec-
tion data, in general, we used logistic regression (mixed-ef-
fects models with a logit link function from the lme4
package in R; Bates, 2005). Participants and items were in-
cluded as random factors, and Gaze Congruency (as well as
Sentence Validity in IP3) were included as fixed factors.
Chi-Square tests were applied to assess the contribution
of a predictor through model reduction.3 For comparison
between levels of a factor, we further report coefficients,
standard errors (SE) and Wald’s Z (Baayen, Davidson, &
Bates, 2008; Jaeger, 2008). For post-hoc comparisons
among individual conditions in case of more than one pre-
dictor, we also use subsets of the data for each level of one
predictor and fitted models with only the second predictor.
P-values, although shown in the tables, are potentially anti-
conservative (Baayen et al., 2008) so we rather refer the
reader to coefficients being larger than two SEs for indicating
significance or, additionally, generate p-values using Markov
chain Monte Carlo (MCMC) sampling when possible (see
e.g. Kliegl, Masson, & Richter, 2010, 2007; or Knoeferle &
Crocker, 2009, for previous use of this method).

The elapsed time between the adjective onset and the
moment of the button press was considered as the re-
sponse time (RT). Trials were removed when participants
had pressed the wrong button (2%). We further excluded
trials as outliers when the response time was ±2.5 � SE
above or below a participant’s mean (2.79%). Inferential
statistics for response time are conducted using linear
regression (also using mixed-effects models).
2.1.5. Predictions
Since participants had to validate the utterance with re-

spect to a given scene, we expected participants’ eye-
movements to be mediated by robot speech. That is, we
predicted that during sentence processing people would
look at entities according to the incrementally constrained
set of possible referents (Sedivy, Tanenhaus, Chambers, &
Carlson, 1999; Tanenhaus et al., 1995). Since the second
referent was not uniquely identified until the end of a sen-
tence (the linguistic point of disambiguation, LPoD), partic-
ipants could keep several hypotheses about potential
referents until then. We expected listeners’ eye-move-
ments throughout a trial to indicate which hypotheses
about referent(s) were currently maintained.

We further hypothesized that people would follow not
only robot speech but also robot gaze. That is, in those
conditions showing referential gaze (congruent and
incongruent) we expected to observe listener looks
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towards the objects cued by robot gaze. In particular in
IP1, when robot gaze was directed towards the target or
the competitor before either had been linguistically iden-
tified, eye-movements were expected to reveal whether
gaze-following occurred or not.

Our third hypothesis, mentioned in Section 1, suggested
that referential speaker gaze may be considered to consist
of two phases, the movement and the fixation phase, and
that listeners would orient towards the direction indicated
from movement onset onwards. If not only the robot fixa-
tion but indeed already the movement towards the target/
competitor captured listeners’ attention, the following eye
movement pattern would be expected: As listeners try to
figure out what the robot speaker will end up looking at,
they continue to update their prediction as the camera
moves across the scene such that listeners incrementally
fixate what is currently in the robot’s ‘view’.

In IP2, we expected a continued preference to inspect
the object previously identified by robot gaze. In the
neutral gaze condition, however, inspections could reveal
whether people used the partial utterance to constrain
the domain of interpretation. That is, the target was possi-
bly inspected more frequently than the competitor since
the target – but not the competitor – was consistent with
the utterance up to that point (‘‘The cylinder is taller than
the pyramid’’). Since IP3 revealed the match (congruent
condition) or mismatch (incongruent condition) of visual
and linguistic references, we predicted that a match would
cause listeners to continue to inspect the object they were
already looking at after following robot gaze. A mismatch
in referential cues was predicted to trigger an attention
shift from the visual referent to the object identified by
the color adjective.

Furthermore, we predicted a main effect of Gaze
Congruency for response times: If participants exploited
robot gaze and assumed that it indicated the robot’s focus
of visual attention, they would correctly anticipate the
validity of statements when gaze was congruent. In con-
trast, when gaze was incongruent with the statement, we
would predict that participants anticipate a proposition
that eventually did not match the actual robot statement.
Hence, a slower response time for incongruent robot gaze
was expected. Since neutral gaze neither facilitated nor
disrupted the judgement of the Sentence Validity, we
predicted intermediate response times for this condition.

Crucially, if listeners followed and used robot gaze for
purely strategic reasons, their behavior was predicted to
change after a few trials when participants realized that
robot gaze was almost equally often misleading as it was
helping to anticipate the correct referent. Furthermore, as
true statements were more frequent and expected to elicit
faster response times than false statements, we also pre-
dicted a main effect of Sentence Validity on response
times.

2.2. Results

2.2.1. Eye-movements
Figs. 5 and 6 show a plot of the eye-movement data for

the duration of a trial and for each condition individually.
The initial two seconds of a trial were preview time, the
robot head started moving approximately 2000 ms after
trial start. The graphs were aligned, on a trial-by-trial basis,
at target noun onset (which is the beginning of IP2) to
which also the robot’s target gaze (fixation) was aligned
during stimuli generation. The 3000 ms-time windows
preceding and following this time point were divided into
250 ms-bins. Fixation proportions are computed for each
IA (anchor, target, competitor, robot head, and two distrac-
tors) within each of these bins. Fixations that did not fall
within an IA were counted towards background fixations
and are not included in the graph. The duration of the robot
gaze movement is visualized as IP0 and may be considered
as an analog to human head movement.

Each plot in the time graphs shows that people initially
looked mainly at the robot head. When the robot head
moved towards the anchor and, more clearly, when the
robot started speaking, listeners directed visual attention
away from the robot’s head and towards the anchor.
Throughout the course of a trial, listeners rarely looked back
at the robot head. The plots, however, clearly indicate gaze-
following, suggesting that robot gaze was used peripherally.
Gaze-following is indicated most dominantly by listeners’
inspections in IP1 either on the target (in true-congruent
and false-incongruent conditions) or on the competitor
(true-incongruent, false-congruent), following the robot’s
fixation towards these objects. In contrast, in conditions
true-neutral and false-neutral, neither target nor competi-
tor were being closely attended to in IP1.

Moreover, the distractors located between the anchor
and the target (called ‘‘distractorTargetside’’ in the legend)
or between the anchor and the competitor (‘‘distractor-
CompSide’’) also received more looks when they were
within the scope of robot gaze. Conditions true-congruent
and false-incongruent, for instance, showed robot gaze to-
wards the target. Consequently, in those conditions the
probability to fixate the distractorTargetside rose along with
the fixation probability of the target itself. Notably, this
rise occurred already in IP0, during the robot’s gaze
movement phase. This suggests that listeners followed
the whole gaze movement, sweeping along the scene, until
the final direction was reached and the target or
competitor was fixated. This way, gaze-following may be
decomposed into ‘‘movement-following’’ (IP0) and ‘‘fixa-
tion-following’’ (IP1).

Further, the plots of congruent conditions show that
people more frequently fixated the looked-at and men-
tioned object until the end of the trial while paying little
attention to the other, potentially competing object. In
incongruent conditions, people mostly fixated the looked-
at object in IP1 and IP2 (where the referring expression is
still ambiguous) and then fixated the object identified by
the color adjective in IP3.

Since sentence truth did not play a role in IPs 0, 1
and 2 (because the LPoD only occurs in IP3), we collapsed
each two conditions where trials were identical up to IP2
for further inspection analyses. That is, conditions true-
congruent and false-incongruent were collapsed into the
condition ‘‘target gaze’’, true-incongruent and false-
congruent were collapsed into the condition ‘‘competitor
gaze’’ and the two neutral conditions were merged to one
‘‘neutral’’-condition.
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competitor and ends on noun onset. IP2 stretches from the (ambiguous)
noun onset to offset, and IP3 comprises the disambiguating color
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legend, the reader is referred to the web version of this article.)
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In the following, we summarize the inspection analyses
for each IP individually, focusing on target and competitor
IAs initially, before taking a closer look at the distractor IAs.

IP0 (‘‘The CYLINDER IS TALL. . .’’): In IP0, the robot camera
swept from the anchor (cylinder) across a distractor towards
the target or competitor. That is, target and competitor were
not yet mentioned or reached by the robot’s gaze movement
and, hence, less salient than distractor objects which were
located more centrally. Accordingly, a distractor object
was inspected more frequently when it was within the
scope of this sweeping gaze movement compared to when
it was on the opposite table side (see Table 2 and Fig. 8
and further discussion of the distractor analyses below).

IP1 (‘‘The cylinder is TALLER THAN THE’’): Results from infer-
ential statistics for target and competitor in IP1 and IP2 are
given in Table 1, means are depicted in Fig. 7. During this
IP, robot gaze was still the only potential cue to the in-
tended target (e.g. big brown or small pink pyramid) and
it had a main effect on people’s inspection behavior (visible
on the target IA: v2(2) = 146.78; p < 0.001 and also the
competitor IA: v2(2) = 121.65; p < 0.001). The graph in



Table 1
Models fitted to separate inspection data sets (interest area = target/competitor), in IP1 and IP2. The intercept in each model represents the neutral gaze
condition. P-values indicate the significance level of the difference between the intercept and the respective predictor level.

Predictor Coefficient SE Wald Z p

IP1
IA = target Competitor gaze �0.6579 0.2787 �2.360 <0.05

Target gaze 1.6821 0.2021 8.321 <0.001
IA = competitor Competitor gaze 1.6699 0.2220 7.522 <0.001

Target gaze �0.5949 0.3115 �1.910 0.056

IP2
IA = target Competitor gaze �1.2799 0.2366 �5.409 <0.001

Target gaze 0.4785 0.1857 2.577 <0.01
IA = competitor Competitor gaze 1.5116 0.2145 7.048 <0.001

Target gaze �0.3726 0.2847 �1.309 0.191

Model: IA � Gaze + (1jparticipant) + (1jitem), family = binomial(link = ‘‘logit’’).

Fig. 7. Mean inspection probabilities in three gaze conditions for IP1 (left graph) and IP2 (right graph). IP1 is the 1000 ms time window preceding the target
noun onset. IP2 stretches from target noun onset to offset.

Table 2
Model fitted to inspection data on distractor interest area during IP0 and
IP1, with the matching condition as Intercept.

Predictor Coefficient SE Wald Z p

IP0
Gaze (mismatch) �1.7062 0.1189 �14.346 <0.001
Gaze (neutral) 0.3473 0.1116 3.113 <0.005

IP1
Sentence (mismatch) �0.4264 0.1518 �2.808 <0.005
Gaze (mismatch) �1.4896 0.1664 �8.948 <0.001
Gaze (neutral) �0.0978 0.1519 �0.644 0.519

IP0 Model: Inspected � GazeDirection + (1jparticipant) + (1jitem), family =
binomial(link = ‘‘logit’’).
IP1 Model: Inspected � SentenceMatch + GazeDirection + (1jparticipant) +
(1jitem), family = binomial(link = ‘‘logit’’).
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Fig. 7 depicts these inspection probabilities and shows that
people inspected the target IA with a significantly higher
probability when the robot also looked at the target than
when it looked at the competitor or showed neutral gaze
– and the reverse holds for the competitor. When robot
gaze was neutral, inspections to both IAs were equally
unlikely at this point. According to previous work on sen-
tence processing (Eberhard, Spivey-Knowlton, Sedivy, &
Tanenhaus, 1995; Sedivy et al., 1999), the mentioned com-
parative should constrain the domain of interpretation al-
ready at this point such that the target becomes a more
likely referent than the competitor. However, this prefer-
ence was not yet visible in IP1 inspections (but will be in
IP2). One reason for this may be that other objects in the
scene which also match the utterance so far are located
more centrally (i.e., more saliently). In fact, the neutral
condition clearly shows that the matching distractor (dis-
tractorCompside, i.e., the small, yellow egg) was indeed fre-
quently inspected (Table 2 and Fig. 8).

IP2(‘‘The cylinder is taller than the PYRAMID’’): The inspec-
tion pattern observed in IP1 persisted in IP2 for both
conditions with referential robot gaze (main effect of Gaze
on the target IA: v2(2) = 64.8; p < 0.001 and the competitor
IA: v2(2) = 87.53; p < 0.001). For neutral robot gaze, partic-
ipants were more likely to inspect the target IA (small, pink



Fig. 8. Inspection proportions on distractor object in three gaze conditions (towards/away from distractor or neutral) in IP0, and additionally for both
comparatives (match/mismatch with distractor size) in IP1.

Table 3
Models fitted to separate inspection data sets (interest area= target/
competitor), in IP3.

Predictor Coefficient SE Wald Z p

IA = target
Validity (true) 1.5996 0.2611 6.128 < 0.001
Congr (incongruent) 0.9209 0.2679 3.437 <0.001
Congr (neutral) 1.0457 0.2630 3.977 <0.001
true:incongruent �1.4702 0.3488 �4.215 <0.001
true:neutral �1.1999 0.3414 �3.514 <0.001

IA = competitor
Validity (true) �1.6345 0.2983 �5.480 < 0.001
Congr (incongruent) �0.2048 0.2293 �0.893 0.371
Congr (neutral) �0.0803 0.2237 �0.359 0.719
true:incongruent 1.4373 0.3804 3.778 <0.001
true:neutral 0.4847 0.3980 1.218 0.223

Model: IA � Sentence Validity � Gaze Congruency + (1jparticipant) + (1jitem),
family = binomial(link = ‘‘logit’’).
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pyramid) than the competitor that was consistent with the
incomplete utterance so far. Pairwise comparisons be-
tween target and competitor inspections for neutral gaze
showed that people inspected the target rather than the
competitor (p < 0.001). Based on the comparative in the
sentence predicate (taller/shorter), the target was the more
probable referent. However, referential robot gaze intro-
duced additional (and potentially conflicting) information
since it drew attention to either target or competitor prior
to IP2. Thus, when referential robot gaze was available, the
preference for the object that met the linguistic constraints
of the utterance (e.g., the small, pink pyramid) was no
longer observable. Interestingly, participants preferred to
follow robot gaze to either the target or the competitor
instead.

We conducted a similar analysis (as for target and com-
petitor) for both distractor objects located next to the an-
chor (see Fig. 3 again for the spatial arrangement). Since
there was always one tall and one short distractor, one dis-
tractor always matched the linguistic constraints in IP1
(was shorter/taller that the cylinder) while the other did
not. In the example scene in Fig. 3, the large, green heart
was the distractorTargetside because it was between the cyl-
inder and the small, pink target pyramid. So when the robot
looked at the target, its gaze movement passed the large
green heart. Figs. 5 and 6 illustrate that listeners followed
robot gaze during the movement phase (IP0) and look at
what is in its scope. Thus, each of the two distractors may
be spatially more or less salient, depending on robot gaze.
However, when listeners hear ‘‘The cylinder is taller than’’
in IP1 the small yellow egg (distractorCompside) would be
a more probable referent than the large green heart. Thus,
analyzing the distractors sheds more light onto the use of
gaze, both as an early spatial cue and later, along with the
linguistic constraints provided by the anchor in combina-
tion with the comparative, as a means to further constrain
the domain of interpretation. There, we tested the two pre-
dictors Sentence Comparative Match (distractor size either
matched or mismatched the comparative in the sentence,
applicable only in IP1) and Gaze Direction Match. That is,
gaze was either neutral, or the distractor was in the general
direction of robot gaze (i.e., when the robot looked at the
target/competitor located further away its gaze passed this
distractor), or the distractor was in the opposite direction to
robot gaze.

The models fitted to the inspection data on distractors
during IP0 and IP1 are provided in Table 2. For IP0, both,
the plots in Figs. 5 and 6 as well as Table 2, provide clear
evidence for the prominence of the distractor that was in
the scope of the robot’s gaze movement. That is, Gaze
Direction Match is a highly significant predictor
(v2(2) = 363.69; p < 0.001) and a distractor that matches
the gaze direction, i.e., is within scope of gaze movement,
is inspected more frequently than when it is located on
the opposite table side (cf. the negative coefficient of the
mismatching condition, or the mean inspection probabili-
ties illustrated in Fig. 8). The plots in Figs. 5 and 6 further
indicate that the distractor within gaze scope was initially,
i.e., during the movement phase, even more salient than
the target/competitor object that was finally fixated by
the robot. Only later, after the robot fixation and when
more linguistic material was available, the target/compet-
itor became more salient than the respective distractor.



Table 4
Summary of final response time model.

Predictor Coefficient SE t-Value

Truth (true) �166.874 48.744 �3.423
Congr (incongr.) 203.771 48.699 4.184
Congr (neutral) 155.575 47.504 3.275
true:incongruent 139.539 69.262 2.015
true:neutral �4.033 68.152 �0.059

Coefficient MCMCmean pMCMC Pr(>jtj)

Truth (true) �166.874 �167.243 0.0002 <0.001
Congr (incongr.) 203.771 204.294 0.0002 <0.001
Congr (neutral) 155.575 155.603 0.0008 <0.005
true:incongruent 139.538 138.640 0.0470 <0.05
true:neutral � 4.033 �4.043 0.9574 0.953

Model: RT � Sentence Validity � Gaze Congruency + (1jparticipant) + (1jitem).
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As illustrated by the mean inspection proportions in
Fig. 8, the direction of the robot’s fixation in IP1 was also
(or still, continuing from IP0) a very dominant cue that
mainly determined where listeners looked. Nevertheless,
we found main effects for both Gaze Direction Match
(v2(2) = 195.13; p < 0.001) and the Sentence Comparative
Match (v2(1) = 41.81; p < 0.001, see also Table 2). That is,
even though listeners’ visual attention was primarily influ-
enced by robot gaze, recent linguistic information (such as
the comparative) was also picked up and used to incremen-
tally constrain the domain of interpretation, as reflected by
inspection probabilities. This shows that listeners actively
attend to both modalities – speech and gaze – on-line. To-
gether, these findings reveal an influence of gaze during the
movement and not only after the actual fixation.

IP3 contains the LPoD specifying which pyramid is
being mentioned eventually. It is examined separately
from IP1 and IP2 since both factors Sentence Validity and
Gaze Congruency now affected participant behavior. Fit-
ting and comparing multiple linear mixed-effects models
(for target and competitor IAs separately) shows that both
predictors and, primarily, their interaction significantly
contribute to a model of the respective data set.

Firstly, we observe a robust main effect of Sentence
Validity (Table 3). The positive coefficient of a predictor le-
vel (e.g., in the case of ‘true’) indicates a higher inspection
probability for a given interest area over the intercept level
‘false’. That is, listeners were more likely to inspect the lin-
guistically identified object (which is the target in true
statements and the competitor in false statements). Sec-
ondly, the interaction suggests that in congruent condi-
tions listeners continuously inspected the object fixated
and mentioned by the robot whereas in incongruent condi-
tions visual attention was typically shifted from the object
fixated by the robot to the object actually mentioned by
the robot (see also the plots in Figs. 5 and 6).
Fig. 9. Average response times for true and false statements, per Gaze
Congruency condition.
2.2.2. Response time
Mean response times are plotted in Fig. 9 and the cor-

responding model is given in Table 4. Trials were ex-
cluded from response time analysis when participants
gave a wrong answer (4%) or when they were considered
outliers (1.69%). Model reduction on the remaining data
suggests that both predictors, Sentence Validity and Gaze
Congruency, contribute to fitting a model to the data
(Sentence Validity: v2(1) = 19.06; p < 0.001, Gaze Congru-
ency: v2(2) = 60.43; p < 0.001). Model simplification
further suggests that the interaction of the two predictors
is marginally significant (v2(2) = 5.598; p = 0.061) but
with more degrees of freedom and a higher BIC (15,897.6
versus 15,889.3 of the model without interaction) it is un-
clear which is the best model. We include a summary of
the model containing the interaction in Table 4 along with
p-values obtained by MCMC-sampling (a negative coeffi-
cient reveals a shorter response time of the given level
compared to the intercept level). Participants were signif-
icantly faster in responding when they had to give a
positive answer (true condition) than when the robot’s
utterance was false. Moreover, people were also
significantly faster in congruent trials, that is, when the
robot’s gaze and utterance referred to the same object,
compared to when robot gaze was neutral or incongruent.
Reorganizing predictor levels within the model revealed
that neutral and incongruent gaze did not differ signifi-
cantly in the elicited response time, although there is a
numerical tendency for increased response time in incon-
gruent trials. The reason for the lack of significance may
be related to the difference between true-neutral and
false-neutral conditions: True-neutral and true-congruent
behaviors similarly elicit and confirm the correct hypoth-
esis, while false-neutral and false-incongruent conditions
both initially elicit inspections to the target and then
confront participants with conflicting information by
identifying the competitor. It is, thus, not surprising that
the difference in response times between false-neutral
and false-incongruent conditions is relatively small while
the difference between true-neutral and true-incongruent
is relatively large. In fact, it is noteworthy that true-
congruent is significantly faster than true-neutral (accord-
ing to post-hoc pairwise comparison with p < 0.01) since
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linguistic constraints select the target in both cases. It
seems that robot gaze is such a strong, assuring cue that
participants maintain an even stronger hypothesis about
the validity of the sentence and, thus, respond faster
when it is confirmed.

2.2.3. Combined analyses
We analyzed the two dependent variables, response

time and inspection data, separately so far mainly because
they have different properties. However, it appears reason-
able to investigate the relation of these two dependent
variables since they are both observed in response to the
same manipulation of the stimuli. This way, one set of data
can possibly help to examine reasons for the variation of
another set of data. In our case, eye-movement data is ob-
served as an on-line measure during exposure to the stim-
uli while response time is a measure recorded after
perceiving the stimulus. Since our main manipulation con-
cerned the robot’s gaze direction (Gaze Congruency) which
occurred in the middle of a trial (as opposed to Sentence
Validity which is a manipulation of the final part of a trial),
participants’ eye movements may potentially help to
understand and explain how people’s visual attention dur-
ing a trial relates to their response time.

Recall that we found that the predictor Gaze Congru-
ency affected response time, but in precisely what way re-
mained speculation. We further found that participants
followed robot gaze to an object and hypothesized that this
visual referent may be considered to predict the linguistic
referent. To shed some light on the relation between gaze-
following and the response time effect, we included peo-
ple’s inspection behavior during IP1 (robot gaze towards
target/competitor) as a predictor for a model of response
time data. We predicted that, if the early visual cue to a po-
tential referent led listeners to form a hypothesis about
upcoming linguistic references, those listeners who actu-
ally followed gaze would be faster in congruent trials. Sim-
ilarly, following speaker gaze to an object that was
eventually not mentioned would mislead listeners and,
thus, slow them down. In contrast, ignoring speaker gaze
and not looking at the visual referent was predicted to flat-
ten this effect and result in a response pattern similar to
the neutral gaze condition.

The data were coded as following robot gaze (‘1’) when
listeners had inspected the IA that the robot looked at at
least once during IP1 and as not following robot gaze (‘0’)
otherwise. Since we were interested in the effect of gaze-
following, the neutral gaze condition was dropped in this
analysis. The resulting data set included participant and
item information, the experimental condition (true/false,
congruent/incongruent) as well as whether participants
followed the robot gaze to the visual referent or not, and
their response time. Model reduction showed that the pre-
dictor GazeFollowed interacts with Gaze Congruency
(v2(3) = 11.425; p < 0.01). The interaction introduces a lar-
ger BIC to the model but log-likelihood is largest, too, and
since we are interested particularly in this interaction we
include it in the final model summarized in Table 5.

Fig. 10 depicts mean response times as a function of (i)
whether people followed robot gaze (represented by lines
‘‘follow’’ versus ‘‘NOTfollow’’), (ii) whether robot gaze
was congruent or not, and (iii) whether the sentence was
valid or not. Crucially, the interaction between GazeFol-
lowed and Gaze Congruency (which is also visible in
Fig. 10) suggests that facilitation as well disruption effects
of the gaze cue were larger when participants actually fol-
lowed that cue and looked at the potential referent. Partic-
ipants that did not look at the visual referent showed
smaller differences in their response times. Interestingly,
the main effect of Gaze Congruency – even though smaller
– remained, suggesting that people did take notice of gaze
and the visual target referent, though possibly covertly.
These results further support the claim that speaker gaze
cues a visual referent which influences listeners’ hypothe-
ses about the utterance.

2.3. Discussion

The results of Experiment 1 show that listeners follow
robot gaze and that this influences the time needed to val-
idate the utterance. The listener behavior we observed in
response to robot gaze and utterance is in many respects
similar to what Hanna and Brennan (2007) observed in
their studies. We similarly found that: (i) Listeners begin
to orient visual attention in the same direction as the ro-
bot/speaker within 1000 ms after ‘‘VPoD’’ (visual point of
disambiguation, which corresponds to our robot’s gaze on-
set), (ii) Listeners follow the robot/speaker’s gaze during
scene and utterance comprehension, (iii) Listeners use this
gaze cue for early disambiguation of a spoken reference.
That is, they look at the target rather than the competitor
well before the LPoD.

We therefore conclude that people use robot gaze in a
manner similar to how they use human gaze. Firstly, the
persistence of the observed congruency effects across the
experiment, in particular, seems to suggest that people
automatically follow speaker gaze. That is, the observed fix-
ation patterns in response to robot gaze are also consistent
with and extend the idea that gaze elicits reflexive visuo-
spatial orienting (Driver et al., 1999; Friesen & Kingstone,
1998; Langton & Bruce, 1999). Specifically, these results
are in line with studies showing that people reflexively fol-
low gaze cues and also other direction-giving cues such as
arrows (Langton, Watt, & Bruce, 2000; Ristic, Friesen, &
Kingstone, 2002). Moreover, our results go beyond the
findings from these studies in showing that reflexive vi-
suo-spatial orienting seems to also be elicited by dynamic
gaze cues and during a speech-related task. To our knowl-
edge, this interaction of reflexive visual cueing with
on-line language comprehension has not been explored
previously. Secondly, the observed effects of speaker gaze
congruency on utterance comprehension in terms of re-
sponse time further suggest that people use the visual
information provided by speaker gaze. That is, indepen-
dent of whether gaze-following is reflexive or intentional,
the visual information that people acquire through that
shift in visual attention appears to be considered as an
indicator to the next referent. Our findings are also the first
direct quantitative evidence that using speaker gaze to
mentioned objects facilitates utterance comprehension,
and importantly, gaze to irrelevant objects disrupts utter-
ance comprehension compared to a neutral condition. That



Table 5
Summary of response time model and according p-values from Markov chain Monte Carlo (MCMC) sampling.

Predictor Coefficient SE t-Value

Truth – true �156.69 62.62 �2.502
Congr – incongruent 140.24 63.08 2.223
GazeF – followed �84.87 77.78 �1.091
true:incongruent 102.91 90.32 1.139
true:followed �22.76 110.04 �0.207
incongruent:followed 205.48 108.47 1.894
true:incongruent:followed 107.88 155.18 0.695

Coefficient MCMCmean pMCMC Pr(>jtj)

Truth – true �156.69 �152.06 0.0206 0.013
Congr – incongruent 140.24 144.07 0.0212 0.027
GazeF – followed �84.87 �83.70 0.2882 0.276
true:incongruent 102.91 95.55 0.2966 0.255
true:followed �22.76 �31.23 0.7802 0.836
incongruent:followed 205.48 201.00 0.0742 0.059
true:incongruent:followed 107.88 116.37 0.4652 0.487

Model: RT � Sentence Validity ⁄ Gaze Congruency ⁄ GazeFollowed + (1jparticipant) + (1jitem).

Fig. 10. Inspection pattern predicting response times. When people had
followed robot gaze to the target/competitor in IP1, Gaze Congruency had
a greater effect on response times.
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is, there essentially is a cost to using gaze when it is not
congruent with the utterance (see also Section 4).

Furthermore, we would like to point out that Hanna and
Brennan reported in their studies that listeners rarely looked
at the speakers’ face to detect where the speaker was gazing
at and rather used the speaker’s head orientation peripher-
ally. This is additional support for the claim that the type of
robot gaze used in our studies – that is, as a combination of
head and gaze movement – can in principle be used in much
the same way that human speakers’ gaze is used even
though the robot has no anthropomorphic appearance and
no human-like eyes. We suggest that it is sufficient for
people to ascribe the function of ‘seeing’ to the camera in
order to elicit similar behavior that human gaze elicits.

Finally, visuo-spatial orientation induced by speaker
gaze seems to constrain the domain for utterance interpre-
tation which in turn affects reference resolution. That is,
listeners appear to firstly spatially constrain the domain
of interpretation based on the speaker gaze movement
prior to fixation. Only then, information about the more
specific gaze target may be integrated with the linguistic
context to determine the conceptually most plausible ref-
erent(s). While this is generally in line with Hanna and
Brennan’s results, their analyses and results were based
on speaker fixations only (in contrast to gaze and head
movement). The response time data from Experiment 1,
thus, provide additional support for the (incremental)
influence of both gaze movement and fixation on reference
resolution and as such are a novel contribution to the
investigation of how non-verbal cues like gaze precisely af-
fect language processing. Additionally, the unpredictability
of the gaze cues and the persistence of the observed effects
both support the claim that gaze cues elicit reflexive ori-
enting and it is unlikely that gaze-following is adopted as
a strategy to efficient task completion. The eye-movement
data from Experiment 1 further provide a novel contribu-
tion to understanding the time course of multi-modal
information integration involving a coarse distinction of
gaze movement and fixations as well as their interplay
with the unfolding speech stream. Of course, robot gaze
movement is much slower compared to human gaze (sac-
cades) and head movement even. Nevertheless, we believe
that the conceptual distinction of movement versus fixa-
tion is valid and may certainly be compared to the slower
and more overt human head movement.

The presented evidence provides strong support for the
hypothesis that listeners incrementally integrate speaker
gaze and linguistic information with each other. On the
one hand, these results lend credence to the assumption
that mechanisms typically involved in visually establishing
joint attention are also applied during this interaction with



284 M. Staudte, M.W. Crocker / Cognition 120 (2011) 268–291
the robot. On the other hand, this evidence confirms and
quantifies the otherwise rather intuitive notion of facilita-
tion of utterance comprehension by gaze while uncovering
the incremental integration procedure during gaze and
speech comprehension. The exact cause for the observed
facilitation effect, however, has neither been established
in the literature, nor can it be concluded from Experiment
1. A purely visual cueing effect as well as inferences of ref-
erential intentions are conceivable explanations and
Experiment 2 sought to tease those apart.

3. Experiment 2

The results of Experiment 1 suggest that speaker gaze is
a dominant cue which guides visual attention in an auto-
matic fashion and that this further influences utterance
comprehension. However, there are two possible explana-
tions for the observed response time effects. Either listen-
ers infer referential intentions from the speaker’s gaze so
that the expectation of a referent facilitates (or, if incorrect,
disrupts) comprehension (the Intentional Account). Or, lis-
teners attend to the visual referent but do not infer any ref-
erential intentions and speaker gaze simply induces a
visual attention shift either to the correct object at the
right time (facilitation) – or not (disruption). We call this
the Visual Account.

A purely Visual Account would explain the facilitating/
disruptive influence of speaker gaze in terms of a
‘‘bottom-up’’ process: A whole field of research has shown
in many studies that reflexive orienting of visual attention
is triggered in response to (typically static) gaze cues
(Driver et al., 1999; Friesen & Kingstone, 1998; Langton &
Bruce, 1999). It is therefore reasonable to assume that ro-
bot gaze may similarly draw attention to an object while
the utterance subsequently draws attention to that same
(congruent) or another object (incongruent). Thus, incon-
gruent gaze elicits an additional shift of visual attention
before utterance comprehension is completed. This addi-
tional shift could simply add to the total time needed to
comprehend and respond, thus, accounting for the
observed increase in response time.

However, the effect of speaker gaze could also be ex-
plained in terms of a (mis)match in the elicited expecta-
tions about which objects were to be mentioned and the
actual utterance. Previous studies on the interpretation of
human gaze have revealed that gaze is an extremely versa-
tile cue which reflects attentional states as well as mental
states (Baron-Cohen, 1995; Baron-Cohen, Wheelwright, et
al., 1997; Meltzoff & Brooks, 2007). We therefore hypothe-
size that listeners’ use of speaker gaze may also be driven
‘‘top-down’’, that is, by the belief that gaze also reflects
attentional and intentional states and thus reveals what
the speaker intends to mention (Intentional Account, see
also Becchio et al., 2008, for an overview of further evi-
dence for an intentional interpretation of gaze cues). That
is, participants in our experiments may have reflexively
oriented towards the object that the robot gazed at, but
further attributed the intention of mentioning this object
to the robot. An incongruent reference therefore would en-
tail a revision in referential expectations which would slow
comprehension.
Thus, if the facilitation/disruption effect of speaker gaze
on comprehension was indeed due to the inferred referen-
tial intentions, we predicted that referential speaker gaze
would not only affect how fast references were resolved
but also which object was believed to be the intended
referent of the utterance. Such behavior would provide evi-
dence supporting the Intentional Account. Further implica-
tions of this are that, if gaze were shown to affect beliefs
about which referent the (robot) speaker intended to talk
about, this would clearly suggest that listeners interpret
(even robot) gaze with respect to attentional and inten-
tional states, and such an inference of referential inten-
tions would indicate that joint attention is possible in HRI.

Experiment 2 more thoroughly investigated how gaze
affects reference resolution when participants have to cor-
rect the robot utterance. A verbal correction implicitly re-
quired listeners to identify the referent they believed was
intended by the robot, thereby avoiding the need to explic-
itly ask listeners and request a more conscious choice.
Thus, listeners were engaged in a task designed to reveal
the relative importance of linguistic and gaze cues for iden-
tifying an intended referent. Participant behavior was
mainly analyzed in response to false utterances which
actually required a verbal correction. These were, as in
Experiment 1, accompanied by either congruent, incongru-
ent or neutral gaze. Thus, a false sentence such as ‘‘The cyl-
inder is taller than the pyramid that is brown’’ would be
accompanied by robot gaze to the brown pyramid (congru-
ent), the pink pyramid (incongruent) or neutral gaze. Par-
ticipants then produced a correction involving either the
brown pyramid and a predicate change (‘‘The pink pyramid
is shorter than the brown pyramid’’), or the pink pyramid
and a change in referents (‘‘is taller than the pyramid that
is pink’’), revealing what they thought was the message in-
tended by the robot. The aim of this experiment was to
determine whether and to which extent robot gaze modu-
lates listeners’ beliefs about referential intentions. Addi-
tionally this experiment served to establish whether the
previously observed visual attention pattern was robust
to changes in the task and could be replicated. A post-
experimental questionnaire further sought to assess the
general beliefs and impressions participants obtained from
the interaction with the robot.

3.1. Method

3.1.1. Participants
Thirty-six native speakers of German, again mainly stu-

dents enrolled at Saarland University, took part in this
study. Importantly, none of them had taken part in Exper-
iment 1. All participants reported normal or corrected-
to-normal vision.

3.1.2. Materials
We used the same set of stimuli that was used for

Experiment 1. That is, 24 items were used which occurred
in six conditions each. The conditions resulted from the
manipulation of Sentence Validity (true/false) and Gaze
Congruency (congruent, incongruent, neutral; see Fig. 3).
Because we wanted to mainly analyze the correction state-
ments participants produced, false robot utterances were
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of particular interest in this experiment. For the previous
example sentence and scene, a false utterance such as
‘‘The cylinder is taller than the pyramid that is brown’’
would be accompanied either by robot gaze towards the
brown pyramid (congruent), the pink pyramid (incongru-
ent) or neutral gaze. In those utterances, there were two
linguistic cues identifying the referent. The first cue was
the comparative (taller than or shorter than) and the second
cue was the object color. False statements were false when
these two cues did not identify the same referent, e.g.,
when the cylinder was not taller than the brown pyramid.
Thus, participants could repair such an utterance either
by changing the predicate (i.e., the comparative) or by
changing the referent (i.e., the color adjective) in their cor-
rection sentence.

The neutral condition provided a baseline, revealing any
bias towards either repair option in the absence of gaze.
When referential robot gaze was present, it emphasized
one of the potential referents: Either it supported the
mentioned object (identified by color) or it supported the
alternative object (matching the comparative, not color).
Details on the referential variation for the three false
conditions are shown in Table 6.
3.1.3. Procedure
In this experiment, participants were instructed to give

an oral correction of the robot’s utterance when they
thought that the robot had made a mistake. This formula-
tion was deliberately kept rather vague so that participants
were free to interpret ‘‘mistake’’ in a way they found appro-
priate. The ‘‘cover story’’ for this experiment remained the
same as in Experiment 1, i.e., participants were told that
the robot system needed to be evaluated. They were further
told to start their correction with the same object reference
that the robot started with, making it easier for the system
to learn from the corrected sentences. Once more, this
explanation served as a cover story making the task appear
plausible. Participants’ utterances were recorded from trial
start to end, that is, from video onset until a button was
pressed, indicating that the given correction was complete.
Thus, the experiment was self-paced and participants could
start their utterance at any time during a trial. Participants’
sentences were recorded using a mobile microphone con-
nected to an Asio AudioCard. The eye-tracker adjustment
and calibration procedure as well as drift correction and
presentation of the stimuli were otherwise identical to
Experiment 1.
Table 6
Linguistic and visual references to objects in three congruency conditions
for a false sentence, e.g., ‘‘The cylinder is taller than the pyramid that is
brown’’ where the small pink pyramid would be considered as target. Note
that the comparative ‘‘taller’’ points to the small target pyramid, whereas
the color adjective ‘‘brown’’ points to the competitor pyramid.

Condition Gaze to: Linguistic reference to:

Comparative Color

False-neutral: – Target Competitor
False-congruent: Competitor Target Competitor
False-incongruent: Target Target Competitor
3.1.4. Analysis
For the analysis of the corrections, we annotated the

produced sentences with respect to which object was de-
scribed (in response to false robot utterances only, i.e., con-
sidering only the conditions shown in Table 6). The two
categories assigned to responses were Target (object
matching the comparative) and Competitor (object match-
ing the color adjective). Alternative responses were found
in 3.47% of the false-trials and were treated as missing val-
ues in the analysis. The reason for not including these as a
third category was that they were conceptually not a
homogeneous response category. This means that re-
sponses were rather treated as a binary (or dichotomous)
dependent variable to which simple logistic regression
was applied. The dependent variable was thus coding
whether the target had been described in the correction
sentence (‘1’) or not (‘0’). While we consider only false
utterances and removed Sentence Validity as a factor, the
remaining predictor Gaze Congruency had again three lev-
els: Congruent, neutral and incongruent. For the analysis,
we used logistic regression similar to the mixed-effects
models used for the eye-movement data in Experiment 1.

We again recorded participants’ eye movements during
trials in order to compare participant behavior in this study
with the behavior observed in the previous study. The
analysis of the eye-movement data was identical to Exper-
iment 1.

3.1.5. Predictions
Under the Intentional Account, we predicted that robot

gaze would not only affect how fast references were re-
solved (Experiment 1) but also which object was under-
stood to be the referent. More precisely, we expected
participants to describe the target and correct the color
adjective, for instance, more often in the false-incongruent
condition (when the robot looked at the target) than in the
false-congruent or false-neutral conditions – even though
the (false) utterance always identified the competitor at
LPoD. Similarly, we predicted that participants would
describe the competitor and change the comparative
accordingly when the robot also looked at the competitor
(false-congruent). If robot gaze, however, directed listeners’
visual attention towards an object without contributing
referential meaning (Visual Account), a significant differ-
ence in repair patterns across the three gaze-conditions
would be unlikely. With respect to eye-movements, we
essentially predicted that participants would follow robot
gaze and speech, replicating the findings from Experiment
1 under a different task.

3.2. Results

3.2.1. Eye-movements
The findings on visual attention during this experiment

indeed replicated the findings from Experiment 1. That is,
listeners robustly followed the robot’s gaze and speech to
objects in the scene, irrespective of the different types of
task they were given in Experiments 1 and 2. Inferential
analyses of the respective IPs confirmed that listeners reli-
ably followed robot gaze. In IP1, the target was inspected
more frequently when the robot looked at the target, i.e.,



Table 7
Summary of the resulting model (Model1) and summaries of models for
separate outcome categories (mention or not mention of target/
competitor).

Predictor Coefficient SE Wald Z p

Object-target �3.9763 0.364 �10.924 <0.001
Congr-incongr. �1.4017 0.295 �4.749 <0.001
Congr-neutral �1.1314 0.299 �3.786 <0.001
target:incongr. 3.0129 0.438 6.887 <0.001
target:neutral 2.3959 0.444 5.393 <0.001

Described object ‘target’ (Model2)
Congr-incongr. 2.2738 0.395 5.763 <0.001
Congr-neutral 1.7608 0.395 4.454 <0.001

Described object ‘competitor’ (Model3)
Congr-incongr. �2.0161 0.362 �5.566 <0.001
Congr-neutral �1.6179 0.363 �4.461 <0.001

Model1: UsedInAnswer � DescribedObject � Gaze Congruency + (1jpartici-
pant) + (1jitem), family = binomial(link = ‘‘logit’’).
Model2: Target � Gaze Congruency + (1jparticipant) + (1jitem), family =
binomial(link = ‘‘logit’’).
Model3: Competitor � Gaze Congruency + (1jparticipant) + (1jitem), family =
binomial(link = ‘‘logit’’).
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in condition ‘‘target gaze’’ combining true-congruent and
false-incongruent, compared to when it looked at the com-
petitor (Coeff. = �2.78, SE = 0.32, Wald Z = �8.64) or when
gaze was neutral (Coeff. = �2.27, SE = 0.27, Wald Z =
�8.33). Similarly, listeners were more likely to inspect
the competitor when the robot looked at the competitor
than when it looked at the target (Coeff. = �3.27, SE =
0.39, Wald Z = �8.34) or was neutral (Coeff. = �2.21, SE =
0.27, Wald Z = �8.29). The same pattern was observed for
IP2, suggesting that listeners continued to inspect the ob-
ject that had previously been looked at by the robot, even
though the referring expression was ambiguous at that
point. More precisely, in IP2, inspections on the target were
more likely when the robot had fixated the target prior to
noun onset, and the competitor was more often inspected
when it was looked at previously by the robot.

Overall, the change from a response time task to a self-
paced correction task did not seem to affect how gaze
influenced listeners’ visual attention. Instead, robot gaze
was followed consistently in both settings – both under
time pressure (Experiment 1) as well as in a self-paced set-
ting (Experiment 2). On the one hand, the argument that
listeners followed robot gaze as part of a strategy in order
to better and faster fulfill the task is unlikely since robot
gaze was neither generally helpful for task completion
nor was there a need to respond particularly fast. On the
other hand, it is highly unlikely that listeners followed gaze
(and did not look at the robot head) purely for reasons of
boredom or curiosity since gaze was frequently misleading
and disrupting task completion. Rather, the replication of
the eye-movement results supports the view that a listener
attends to speaker gaze very closely and reliably, possibly
even reflexively, and that she further considers it to reflect
attentional states.

3.2.2. Sentence production
Since participants had to start a correction sentence

with the same object as was used in the original sentence
(anchor), we mainly found corrections that additionally
involved either the target or the competitor object. To as-
sess whether the robot gaze cue influenced the choice of
the object involved in a correction and whether an object
itself elicited preferences for including it in a description,
we initially included two predictors, Described Object
and Gaze Congruency, in our analyses. Model reduction
suggested that both predictors contributed to fitting a
model to the data since their interaction was significant
(v2(4) = 58.12; p < 0.001). With more degrees of freedom,
the log-likelihood of the model with both predictors was
also larger than in models with only one predictor while
AIC and BIC of this model were smallest. A summary of
the resulting model containing both predictors and the
interaction is given in Table 7. Moreover, this table shows
models for each response category individually indicating
how well Gaze Congruency predicted in which condition
the target (or the competitor) would be chosen. Since only
false statements were considered in this analysis, the gaze
condition congruent showed competitor gaze while the
incongruent condition consequently showed target gaze.

The individual models were logistic regression models
fitted to each response category (target/competitor)
separately, accounting for the fact that the response cate-
gories are not independent. While the results from the
inferential analyses are provided in Table 7, we also
computed mean proportions of corrections involving the
target/competitor and plotted them for visualization pur-
poses in Fig. 11.

In almost 67% of their correction statements in the neu-
tral gaze condition participants preferably gave this correc-
tion sentence: ‘‘The cylinder is shorter than the pyramid
that is brown.’’ That is, in the neutral baseline condition
we observed a general preference to build a corrected sen-
tence involving the competitor (which has been linguisti-
cally identified by the mentioned color in false trials),
changing the comparative in the predicate accordingly.
This is depicted in the central condition in Fig. 11 and con-
firmed by the fixed effect of predictor Described Object in
Model1, Table 7. The overall preference to keep the more
explicitly mentioned object (color match) remained domi-
nant in all three gaze conditions and can most likely be ex-
plained by two facts. Firstly, gaze is frequently incongruent
in our stimuli (and often considered incorrect) whereas
speech is always fluent and clear. This may have induced
a general bias to trust the competence of language rather
than the gaze cue. Consequently, linguistic referential cues
were preferred information for the identification of the in-
tended referent (while gaze cues ‘‘only’’ modulated this
process). Secondly, it has been shown that people prefer
to use absolute (shape and color) to relative features (size,
location) for the production of referring expressions (Beun
& Cremers, 1998). That is, among the linguistic referential
cues, color was simply the more dominant cue to an in-
tended referent.

A positive coefficient of the predictor Gaze Congruency
in Model2 and Model3 is interpreted as a larger probability
of describing the according object in a given predictor le-
vel. The results in Table 7 therefore indicate that partici-
pants corrected an utterance mentioning the target (i.e.,
changing the reference by changing the color adjective)
significantly less often when robot gaze was directed to-
wards the competitor (false-congruent) compared to when



Fig. 11. Proportion of objects described in response to false robot utterances of the form ‘‘The cylinder is bigger than the pyramid that is brown’’.
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the robot actually looked at the target (false-incongruent)
or its gaze was neutral (false-neutral). These results are de-
picted by the dotted line in Fig. 11. Similarly, participants
chose to give a scene description involving the competitor
(changing the predicate, i.e., the comparative) with signif-
icantly higher probability when the robot’s gaze was direc-
ted towards the competitor compared to when it was
target-bound or neutral. This result is depicted by the con-
tinuous line in Fig. 11. That is, the robot’s gaze increased
the likelihood of correcting the competitor or target in
the congruent or incongruent condition, respectively.

Another observation suggesting that gaze did affect
reference resolution became apparent when analyzing
corrections in response to true robot utterances. Although
we did not expect participants to correct true statements,
interestingly, we observed that in 14.6% of true-incongru-
ent trials (i.e., in 21 trials, distributed across 14 out of 36
participants) the robot utterance was corrected with a sen-
tence describing the competitor which the robot had
looked at (true-congruent was corrected in 4 trials, true-
neutral only in 1 trial). That is, participants corrected both
the predicate and the reference in their response. This sug-
gests that participants believed that the robot was indeed
talking about the competitor, which it looked at, even
though both the comparative and the mentioned color
uniquely identified the target object. This result is surpris-
ing given that a task requiring sentence correction should
induce a clear focus on the utterance. In the mentioned
true-incongruent trials, however, participants most likely
did not see the target otherwise they would have realized
that the utterance was in fact correct. Instead, they must
have focused completely on the object that the robot had
fixated (competitor) leading to the unnecessary production
of a correction sentence involving the competitor.

3.3. Discussion

The production results of our study suggest that robot
gaze not only triggers reflexive visuospatial orienting but
that it can restrict the listener’s domain of interpretation.
That is, listeners indeed use speaker gaze to infer the in-
tended referents. Since in the presented study participants
were asked to verbally correct the speaker’s statement in a
self-paced setting with no time pressure on their re-
sponses, the reflexive shift of visual attention alone cannot
account for the chosen object that people describe in their
corrected sentences, indicating which object they under-
stood to be the intended referent. Instead, the results from
the correction analysis support our hypothesis that robot
gaze is considered to reflect its attentional state and, fur-
ther, its intention to talk about an object that it looks at.
These findings also suggest that listeners in fact try to
establish joint attention and integrate the visual reference
derived from gaze with their on-line interpretation of
speech. Thus, these observations favor the Intentional Ac-
count for explaining the facilitation/disruption effects of
referential speaker gaze on comprehension reported in
previous sections.

Consequently, speaker gaze not only happens to attract
listeners’ visual attention to a target which is then men-
tioned, but it also conveys information about what the
speaker presumably intended to mention next. We suggest
that this is the reason why incongruent robot gaze at-
tracted visual attention to an irrelevant object/location
and disrupted utterance comprehension. In contrast,
Friesen and Kingstone (1998), who employed a static and
stylized gaze cue, found no disruption effect on target
detection in their ‘‘un-cued’’ condition which similarly
involved cueing of an irrelevant object/location.

Previous findings have suggested that such response
behavior is not unique to human (or robot) gaze but that
other attention directing cues such as arrows trigger similar
reflexive behavior. However, Ristic, Wright, and Kingstone
(2007) have shown that a gaze cue primes a location more
reliably than arrows where the priming effect is subject to
color congruency between the arrow and the actual target
stimulus. According to the authors, this indicates that the
attention effect for gaze is more strongly reflexive than
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for arrows. An additional or alternative explanation for this
reliable attention effect of eyes/gaze may be related to
intentional gaze processing (Bayliss et al., 2006; Becchio
et al., 2008; Castiello, 2003). Bayliss et al. (2006) have
shown, for instance, that a visual referent that was looked
at by another person receives higher likability scores than
a not-looked at object. Another series of studies conducted
by Castiello (2003) has shown, for instance, that people
even infer motor intentions from an actor’s gaze. Based
mainly on these results, Becchio and colleagues argue that
gaze potentially enriches the representation of a visual ref-
erent and they rather vaguely propose a ‘‘mechanism that
allows transferring to an object the intentionality of the
person who is looking at it’’ (Becchio et al., 2008, p. 256)
which they call ‘‘intentional imposition’’. The findings from
Experiment 2 may be considered to support the view that
the robot’s/speaker’s intention to mention an object is
transferred to it by means of gaze, and that people retrieve
this referential intention when following gaze.

It is also worth mentioning that the reflexive attention
shift effect as discussed above typically occurs if the target
stimulus appears within a short time window after the cue
(up to 300 ms for unpredicted and cued target locations
and 700 ms for predicted target locations as shown by
Driver et al., 1999). Our response time data from Experiment
1 clearly show that listeners are still influenced after
sentence ending, that is after 2500 ms, by the previously
performed robot gaze cue even though it is largely unpredic-
tive (0.55 probability for predicting the linguistic referent).

Our data therefore provide further support for the view
that gaze is indeed processed as an intentional cue as
suggested by Becchio and colleagues. Moreover, our results
suggest that intentional gaze processing is applied not only
to human eyes but also when faced with an extremely
simple realization of robot gaze (represented by a moving
stereo camera).
4 Simultaneously, we acknowledge that other visual attention capturing
cues may elicit similar effects (cf. Tomlin, 1997, for arrow cues and
language production). Such effects may simply rely on a link that the
interpreting system establishes between the cue and a given task. If the cue
is interpreted as intentional – as intended by the experimenter, for instance
– then it may similarly influence also tasks such as language comprehen-
sion or production.
4. General discussion

In the reported studies, we investigated how both
speaker gaze and speech drive listeners’ visual attention
in a shared scene and how gaze is used to facilitate com-
prehension. A simple robot was employed as speaker to
produce carefully controlled and aligned gaze and speech
behavior. The results of these studies suggest that gaze
facilitates reference resolution by, firstly, constraining the
spatial domain of interpretation as a function of gaze
movement, and secondly, by constraining the conceptual
domain of interpretation in accordance with the concur-
rent partial utterance (Experiment 1). That is, with initially
limited linguistic material and slow robot gaze movement,
listeners scan what is in the scope of speaker gaze, estab-
lishing a spatial domain of interpretation. Based on the
unfolding sentence and the speaker’s fixation, listeners
can then infer the referent within this spatial domain that
they consider to be most likely intended by the speaker
(Experiment 2). We further provide a first quantification
of this effect on utterance comprehension by measuring re-
sponse times for sentence validation in congruent, incon-
gruent and neutral speaker gaze conditions. We observed
a facilitating (congruent) but also disrupting (incongruent)
influence of gaze-following on situated comprehension
(Experiment 1).

Crucially, the robot used in these studies had a very
simple appearance with almost no anthropomorphic fea-
tures apart from the camera vaguely resembling a pair of
eyes. That camera also served as head and eyes simulta-
neously and was the only moving part of our robot.
Through this movement alone the robot appeared as ac-
tively performing. Despite this mechanistic appearance,
we observed participant behavior that is very similar to
what Hanna and Brennan (2007) observed. In their studies,
listeners rarely looked at the speaker’s face to detect what
the speaker was gazing at and rather used the speaker’s
head orientation peripherally. We interpret this is as addi-
tional support for the claim that robot gaze as a combina-
tion of head orientation and gaze can in principle be used
similarly to human speaker gaze, even though the robot
has no anthropomorphic eyes or eye-movement. This is
not entirely surprising, as Emery (2000) suggests that the
eyes are only the first choice for interpreting an individ-
ual’s direction of attention but not the only one. Instead
he describes a hierarchy of cues (gaze, head, body), the
use of which depends on their availability.

Related evidence for the importance of the actual cam-
era movement (beyond the eye-like appearance) is pro-
vided by studies that explicitly investigated the role of
motion for the assignment of goals and intentions to mov-
ing entities (e.g., Heider & Simmel, 1944). Using a simple
animation which showed moving geometrical figures,
Heider and Simmel (1944) found that those movements
were often interpreted as one object hitting the other, as
pushing or pulling actions or as leading and chasing events.
That is, people interpreted movements of simple geometric
shapes as goal-driven events, with one entity as agent and
another as patient, and even hypothesized about motives
for these events, suggesting that they ascribed goals and
intentions to the moving objects.

This suggests that people do not rely exclusively on the
anthropomorphic appearance of a face and/or eyes to elicit
‘natural’ reactions towards an agent, but that this can also
be achieved by certain movement patterns, potentially
only with appropriate scope and timing, and coupled with
the assigned function of seeing. Whether the appearance is
closer to a pair of eyes or a complete head may not play a
particularly significant role here. In our case it seems that
the camera movement which is aligned to the robot’s utter-
ance is in fact the reason why people attribute cognitive
functions to it. While reflexive attention towards the robot
camera may explain immediate gaze-following, we suggest
that it is the attribution of cognitive functions (based on
plausible motion) which ultimately explains why we ob-
serve an effect of robot gaze on reference resolution.4
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On this account, we feel there is considerable reason to
believe that our results allow conclusions about general
mechanisms involved in gaze processing. Moreover, our
experimental setting offers several methodological advan-
tages by combining the dynamics of situated and on-line
speaker gaze (movement) with the precise control over
timing and direction that stylized and static cues typically
offer. Nappa, Wessel, McEldoon, Gleitman, and Trueswell
(2009) similarly attempted to combine dynamic speaker
gaze with precise control. They found, for instance, that
speaker gaze towards a certain referent may induce a pref-
erence in children for including this referent as the gram-
matical subject in their description of the depicted event.
Specifically, in these studies, children saw the human
speaker and the depicted event scene in separate displays
on a computer screen. The speaker performed an initial
gaze and head movement towards one of two characters
and uttered a sentence containing an unknown action verb,
e.g., ‘‘He is blicking him.’’ or ‘‘The rabbit is blicking the ele-
phant’’. Crucially, an effect of speaker gaze on what chil-
dren thought the speaker meant to say was only present
in the first type of sentence, i.e., in the case of ambiguous
pronominal references. This suggests that the gaze cues
used in their paradigm (Nappa et al., 2009) had a some-
what weaker effect than in our paradigm, where speaker
gaze modulated the production of the comparative (e.g.,
from ‘‘smaller’’ to ‘‘taller’’) in the case of unambiguous
referring expressions. There are various possible reasons
for this difference in effect strength: Due to the partici-
pants’ young age, they may not yet have learned how pow-
erful and reliable gaze is as a predictor for people’s actions
and utterances; Gaze in this paradigm seems to be a less
situated and embodied cue due to the separated displays
of the speaker and the depicted event; The lack of more
natural gaze movement, i.e., towards the second referent
and/or back towards the child, could have also reduced
the impact of gaze. Further, gaze and speech cues were
never concurrent in these studies so that on-line integra-
tion was not required and could not be investigated.

Hanna and Brennan’s studies, in contrast, featured a
real-time face-to-face interaction between listener and
speaker. They further focused on the listeners’ flexibility
in interpreting gaze direction on-line by forcing them to
re-map speakers’ gaze to their own (different) object
arrangement. While their aim was to investigate whether
and how flexible a gaze cue is, our studies focus on
examining the integration process of referential informa-
tion provided by gaze and speech, especially in cases of
mismatch. By using a robot as interlocutor, we created
plausible mismatching references by introducing wrong
or erroneous (i.e., incongruent) robot behavior. In such
cases of error, re-mapping of perceived gaze was not appro-
priate and did not help in combining cues to one consistent
reference. Instead, people had to make sense of the infor-
mation they perceived by actively weighing one cue (or
one modality, i.e., speech versus gaze/vision) higher than
the other and eventually make a decision based on that.

One might argue that the kind of error produced in the
reported studies does not occur in human–human interac-
tion and that it therefore does not contribute to under-
standing human use of gaze. However, it is perfectly
possible that a speaker’s look and mention of an object
are incoherent, for instance, when her spatial memory of
the objects location is wrong or when she produces an
incorrect term for an object. Therefore, we consider the
proposed human–robot interaction scenario as suitable to
generally provide insights about the utility of speaker gaze
as an additional visual cue that relates to language and the
shared environment.

Thus, the findings put forward here contribute to the
understanding of how gaze cues are integrated with an
utterance such that a listener may anticipate and ground
a speaker’s next referring expression in the shared environ-
ment. Moreover, we provide additional evidence for an
Intentional Account of this effect, drawing on both initial
reflexive orienting and the inference of referential inten-
tions. The observed eye-movement patterns further shed
light on the dynamics of this integration process and pro-
vide a novel way to explore the processing of gaze (or head)
movement and the resulting fixations during simultaneous
language comprehension. Even though the dynamics obser-
vable in our setting clearly differ from how people process
gaze (which features extremely fast saccades and possibly
less overt fixations than the robot), these findings consti-
tute a first step towards understanding the effects of a
non-static attention-directing cue, from movement onset
(eye-movement but also the much slower head movement,
for instance) to its final position. Crucially, the extremely
overt and exaggerated gaze/head movement of our robot
speaker may even have been interpreted as a gesture in-
tended to direct listeners’ attention. In that case, the behav-
ior we observed would indicate that listeners have even
tried to engage in shared rather than only joint attention.
Independent of such an interpretation by the listener, how-
ever, the observed facilitation/disruption and integration
effects discussed throughout this paper apply to (robot)
speaker gaze and utterance comprehension.
5. Conclusions

Two eye-tracking experiments were presented that
investigated how listeners interpret referential gaze and
speech, examining whether such (robot) gaze is used to
establish joint attention and to draw inferences about the
intended referents. The findings from Experiment 1 reveal
that listeners robustly follow speaker gaze and that they
use speaker gaze (from movement onset to final fixation)
to anticipate an upcoming referent such that congruent ro-
bot gaze facilitates comprehension while incongruent gaze
disrupts comprehension relative to neutral gaze. We
hypothesized that, while gaze-following may be reflexive
initially (Visual Account), the utility of gaze may indeed
rely on the attentional and intentional states that people
ascribe to the (robot) speaker (Intentional Account). That
is, we argued that listeners may indeed try to establish
joint attention with the robot, interpreting its gaze to
indicate what the robot attends to and what it intends to
mention. The results from Experiment 2 support this
hypothesis and show that speaker gaze modulates which
object – in the case of wrong utterances – is considered
as intended referent.
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Thus, we have shown that people interpret robot gaze
in a way that is similar to how people use and interpret hu-
man gaze. This is evidence of the utility of our experimen-
tal paradigm for investigating not only the role of robot
gaze but also aspects of gaze processing in general. Accord-
ingly, we offer insights on the cause of the comprehension
benefits attributed to gaze cues as well as insights on the
specific processing dynamics involved in following gaze
during its initial movement phase as well as the subse-
quent fixation phase.
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