
,,:'
Focus and Presupposition in Dynalnic Interpr,etation

fv1ANFRED KRIFKA
Ul1iJJersity <~rT('x(lsat AI/still

-;
,;

Abstract

,
!r
Q

Strl1ctl1redmeanings luve evolvcc\as a wcll-sl1ilec1tuol to elescribe the scl1lanticsof form
constructions (cf. von Stechow 1<)C)o;jacobsI<)<}I;Krifka 1<}<}2).In Ihis papcr, I will show llOw

structureel l1leanings can be combincd wilh a framework of dynamic interpretation that allows

far a cogent expression of anaphoric rclati()ns anel presllppositions. I will concentratc in
particular Oll thc semamics of the focusing partiell' Oll/)'anel c1isClISSscveral phenomena thaI
have gone unnoticed or unsolvcd so rar. fnr exampk Ihe intToc1uctinll of discourse markers in
the scope of Oll/}'allel alternatives that are anaphorically rebtet! to <jllanlifters. In partiellbr, I
will show that the proposcd reprcselJtation format call hanelle sentences with multiple
occnrreJ1ces of focusing particles. Thc paper also includes a eliSCllssioll of rhe behavior of

negation wi th respeer to presti pposi tions. allel of princi pIes tha t govern the in terpreta tion of
foeus on l]l1antiflcd NPs.

I INTI{ODUCTION

This papcr- is a sequcl to Krifka (1992a), where a scl11antic fi-amework was
devcloped to handle cxpressions wich focllsing operators, inclucIing complex
cases wich multiple focllsing operators. There I claboratec\ on a representatioll
format devclopcd independently by von Stechow aod jacobs-strucrurcd
lllcanings-alld showed how ehe construcrion in question can have a
co111positional treatment. Howevcr, I suppressed ehe fact that focusing
operators typically introduce presnppositions, anel treated all sel11anticcontril)-
urions of an operator as assertion al. In chis paper I show that structured l11ean-
ilJgs can be coll1bineel wich a rcprcsentation format that can express the
distillction hctween assertions alld presuppositions as weIl as anaphoric
relations.!
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2 FOCUS-BACKGROUND STl{UCTURES

Olle of the basic assl1mptions of formal scmantics for natl1rallangllage is that
interpretation is compositionaJ, that is, the meaning of a complex expression
[~11'] is givcn in terms of the meanings of irs immediate syntactic parts, [~] anel



[t/J]. There is an interesting set of constructions that potentially challenge this
assulllption, namely, focus-sensitive operators. Take only in the following
examples, where capitalizacion sYl11bolizesphonological stress.

(I) a. jolm only kissed MARY.
b. jo1m only KISSED Mary.

structures by putting the semantic reprcsentation of the constituent with focus
feature into the foCllsposition and an identity function for entities that are of
the type of the focus into the background position. If a background-focns
strnctllre (n, I:) is colllbincd with a sell1:\ntic rcprescntation A that wonld
normally be combined with thc standard meaning B(F), then tIte background-
focus structurc is propagateel. More speciftcally, if the sel1lantie eol1lbination
rule calls for a functional application of A to (13,F). then the result will be
(AX[A(B(X))], F), and if it calls for a functional application of (13,F) to A, then
the result will be (AX[B(X)(A)l, F).This ensures that the focus constituent
relnains identifiable even in larger semantic representations. A foeus-sensitive
operator then takes background-focus structures as arguments a1)<1,using the
additional structure they provide, yields a standard expression. '

To see how things work let us have a look at the treatment of Ollereading of
example (Ja). Here, I use x and y as variables standing für individuals, s as a
variable for situations (which are considcrcd to be a special sort of individuals).
and t as a variable for tuples ofindividuals of arbitrary length, including length
0 (this simplifies certain semantic rulcs). P is a prcdieate over tuples of
individllals, T is a second-order predicate variable, anel S is a variable over
structured mcanings. I specify both the syntactic structUre and thc increll1ental
semantic representation in one tree. Capitalletters in brackets, like [A],will be

, used as abbrcviations.Subscript F stands for a focusfeature.

In batb cases the phrase structUre is argllably the same; o1l1y forms a
constituent with the verb phrase kissedMary. However, the meaning of thc
sentences, anel hence the meanings of the complex verb phrases containing
ol11y,clearly 1iffer: (a) has a reading (i) saying that the only person lohn kissed
was Mary, allel a reading (ii) saying that the only thingjohn did was kiss Mary.
(b), in contrast, lIas a reading saying that the only thing John diel to Mary was

that he kissed her. Obvionsly, the stress location rlays a roll' in these different
readings. When we adhere to the principle of compositionality, and furrher-
more agree that the syntaetic structllres of(a) and (b) are essentially the same,
then we mast accept that the l1leaningsof kissedM,,<U<,Y and KlSSEDNfaryare
different.

There are several ways to express this meaning difference. Here, I will
aSSlllllethat stress marks that refrain constitnents are in focns, anel that this

fanls marking indnees apartition of semantic material into a 'fanls' part and a
'background' part. This analysis, which lIas irs roats in jackendoff( 1972:charter
6) and Dahl (1974), was developed by Jacobs (I9R3, 1991) and von Srechow
(1982). Sec von Stechow (1990) for a comparison with an alternative approach,
Rooth (1985,1992).

Stress on1\1ary in our example either means that the ohject NP is in f~)(usor
that the whole VP, kisscdMat}', is in fOClIS(sec VOllSteehow & Uhmallll 1<)Xo
and jacobs 1991 for the ambiguities of stress luarking). Stresson kissedl11eans

that the verb is in [ocus (or, alternatively, jllSt thc rast tense morpheme, a
possibility that is not dealt with here). We can see foens as a feature that marks a
constituent and we can aSSl1methat the different readings of (I) are due to the
position in which that feature appears. The semantic effect of the focus featm;e
is that it introduces a split of the semantic representation into a background
part and a fOClISpart. As this split is different for the interpretations of (I a, h),
the meanings of the verb phrases will differ. Many expressions will disrcgard
the focns-background split, but op~rators like o111yare sensitive to it and will
produce different resnlts wbcll combincd with expressions tbat differ in their
background-focus articulation.

In Krifka (1992a) I devcloped a fratnework in which the creatioD,

propagation and utilization of background-focus structures ,are f()rmally
captUred. Background-focus structUres are represcnted as pairs of scmantic
representarions (B, F), where B ean be applied to F, yiclding tbe standard
reprcselltation B(F).Thc scl1lantic contribntion of focHs is to errate such

(2) Mary, APAt.P(ttn), = [Al

[MarY]F'(AT.T, [AD

~kiSS' Asxy.kiss(sxy),~ IB]

kiss [MarY]F'(AT.T, [AJ)([B]),= (AT.T([B]), [A])

~pasr, lPÜ3s[Past(s)!\ P(sr)], ~ [q
kissed [MarY]F' [C](A T.T([B]), [AD), = (AT.[C](T([Bl)), [A])

~only.J. S.only(S)
only kjssed [Mary]F' only(A T.[C](T(lB])), [Al»)

Let l1Sassmne that only, applied to a background-focus strncture, indicates
that the background applies to the foCtIs,and that there is HOalternative to dIe
foCtlssuch that the background applies to it. Let ALT be a fl1l1ctionthat lnaps a
representation F to the set ofits alternatives, ALT(F). The alteolative set col1tains
representations of the same type as Fand typically is eontextually restrietcd, and
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tbc focus eontent Fitself is an element of ALT(I~).Tbc alternatives are context-
dependent; in ehe rase at hand, we Inay be talking about a specific set of persans.
Furthermore, the alternatives depend on thc background (cl Jacobs I9H3);chis is
suppresscd in the Cl1rrcnt notation. The elements of thc alternative set are
partially ordercd, and only excludes jl1st chosealternatives that da not rank lower
chan the facHs itsel[ For cxanlple, a preelicate like ol1lykissed[MaryandSue],:eines
not exclllelethat Mal)'was kissed. Iwill write ALT1 (F)for eheset ofalternatives to
F that da not rank lower chan F itsel[ Then ehe following meaning rnle holels for
orily as an operator on verbal predieates:

(5) Jo1111only [kissed]F Mary
only((AIUs[Past (s)/\ R(~illl)l,kiss»)
= 3sfPast(s) /\ kiss(sjrn)l /\

-.3R[R E ALT '1 (kiss) /\ 3s[Past(s) /\ R(sjtn}11

When we speIl out only in (2) along these lines, we obtain the following
reslllt:

That is, there was a situation s in the Fast such th:u Jollll kissed Mary in s, and

there is no alternative R to kissing such that there is a situation in the rast whcrc

J01111R'eJ Mary. Note that n. has to be suitable restrictccl by ALT(kiss), for

cxamplc to prcelicatcs denoting types of allliabk bodily contaet. And again the

ranking ll1ay playa rolc; für exalllplc, as every kissing involves touclling, thc

predieatc touch should not he considereelan element of ALT'1 (kiss).
Finally, wich foeus 011kisscd Mary we would gcr thc following interpretation,

assl1ming that foensation takes pbce bcf~)IT the Gil1ding of the situation
variable:

(3) only(ß, F»)= At[B(F)(t) /\ -.3T[T E ALT1 (F) /\ B(T)(t)]]

(4) only (AT.[C](T([D])), [A]»)

, :- At[[C]([A]([B]))(t)/\ -.3 T[T E AL T '1(lAD/\ [Cl(T([B]))(t)]]

= At[[C](APAtP(ttn)(Asxy.kiss(sxy)))(t) /\...]

.. At[[C](Asx.kiss(sxm))( t) /\ . . .1
= At[APAt3 s[Past(s) /\ P(st)l(Asx.kiss(sxm))(t) /\...]

= At[AX 3 s[Past(s) /\ kiss(sxm)](t) /\ . ..] .

= Ax[3s[Past(s) "/\kiss(sxtn) /\ -.3T[T E ALT '1([A]) /\ [C](T([Bl))(x)]l

This predicate applies ro entities x such tbat rhere was a past event s in wbich
x kissed Mary, and there is no proper alternative T to [AL the qu311tifler that
corresponds to Mary, sucb that there was an event s in which x kissed T.

"This representation expresses ehe iHtended I11caningonly iE"tbc alternative
set contaills the right kind oEobjects. In particular, it canHot contain jnst any
quantiber, asa predicate like (mlykiss.[MalY11'does not cxclnde that a prcdicate
like kissa tVOl1tal1yicldsa trne sentence aswell.Here Iwill aSSl1ll1ethat thcsct of
alternatives of a ql1antifier that is generated by an individual (a so-called
'maximal ultrafilter') are again quantifiers dut are generated by an individual.
That is, whenever we have it that TE ALT(APAtP(rx)), for same x, ehen T can
be givcn by APAtP(ty), where y denotes some individual. This allows l1Sto
reduce ehe above elescriprion as [ollows:

(()) Jo1111only [kissed MaryL.

only( (tl P3slPast(s) /\ P(sj)l, tl sxlkiss(sxtn)]»)
= 3s[Past(s) /\ kiss(sjnl)] /\

-.3P[P EALT'1 (Asxfkiss(sxl11)l)/\ 3s[Past(s) /\ P(0)lJ

That is,John kisscd Mary, and then.' is no alternative P to kissing Mary such
that Jolm performed it. Again, P.has CObc stlitably restrietcd, for exal11pleto
social aetivitics oEa cerrain kind. .

The rcprcsentation is flexible enongh to treat sentcllces wich multiple foeus,
Iike rhe following ones where the relation berwce11 focusing operators ane.!
focns is indicatcd:

(7) a. Even Uollll]" only kissed [Maryj"

b. JOllll cven [ollly kisscd IMaryJrlf;

c. Jol111even fonlY]rkissed [MaIY]r

Sec Krifka (I <)<)2a)anel below, sccrion <),tor details eoncerning these ~malyscs.

"= Axl3s(Past (s) /\ kiss(sxm)) /\
-.3y[y E ALT'1 (ln) /\ 3s[Past(s) /\ kiss(sxy)]]], = [D]

3 FOCUS ON NOUN Pl-lIZASES

When we apply this predicate ro an argument, like j (fal'Jolm), vvcarrive ar a
semantic representation which stares that there was a situation s in the past such
that John kissed Mary in s, and there is 110proper alternative y to Mary such that

there is a situation s in thc rast where Jolm kisscd y in s.
Wich foeus on kissed,we wonld have arrived at the following restllt:

So rar we have lookcd on]y at one type ofNPs in focHs,nal11clynamcs. They are
particularly simple, as they can be analyzeel as being of type e. l-~owever,we also
may focns on indefInite NPs anel certain qL1alltificd N Ps, which have to Ge
analyzed as being oEa lÜgher type:

(H) a. John only ate [an applel".

b. Jolm only are [every apple]r.
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The iSSlleof foeus on NPs, induding quantifieational NPs, has not been
addressed in suffieient detail so far. Above, as weH as in Krifka (I 992a), I have

assul1led that NPsof thc type of seeond-order predieates, type «e, t), t), ean be
foeused, and that the funetion ALT would reduee things to type e in ease of
names. It is -undear, however, how the alternative sets of indefinite NPs or

quantified NPs should be eonstrl1ed.
Let us first disCL1SSindefinite NPs. It seems that sC'ntenees like (Ra)ean be

interpreted in tWo ways:

We may ask whethe we also should assume a strneture in which the
quantifier has wide score, sirnilar to the indefinite NP in (Ra").The undcrlying
strl1cture wol1ld be as follows: .

-

(8') b'. every applei Uohn only ate!ei)r-)

(8) a'. What John ate was only an apple anel nothing more sllbstantial.
a". There is an apple x whieh John are, and John didn't eat anything but x.

I wol1ld like to argue t~lat this reading indced exists, bur that it is
contradictory as soon as there is more than one apple in our model, anelhencc is
irrelevant. Ir says that if ei is instantiated by somc apple, thcn we arrive at thc
fact that Jo/11101llyale [ed is true, that is,John ate dtis apple anelnothing else.
This reading excll1des that lohn are other apples, and in particlliar that he ate
every applc ir there werc rn'orc than one apple in the domain.

Now the task is to provide a general rule as ro how alternatives of focllsed
NPs ean be eonstructed. To illnstrate thc problem, let us look at the following
three sentences:

Reading (a') ean be gelierated by focusing on the qualltifier a11al'ple. W e
hav~ to retrieve the generating preelicate, apple, from this ql1antifier, and take as
alternatives those existential quantifiers that are genera ted by preelicates that
ranklligher dun apple011sotne order, e.g. becal1se they denote entities that are
more nutritious, more expensive, more damaging to one's health, etc. Note that
we eaullot sitnply assume that the noun appleis focused in this reading, as the
number indicated by the definite article may playa role in deterl1lining the
alternatives: for example, the properties 'tWo apples', or 'one apple anel one
pear', may count as alternatives.

For reading (a"), on tbe other hand, we are conccrned just witb the
alternatives of x itsel~ x is treateel as if it were a nal11e.One plausible analysis of
this case is that the indefinite NP is analyzed as having wiek score, anel that the
foeus is on the traee Ieft behind:2

(9) a. Jo1m only kissed [Ma1'yk
b. John only are [an apple]p.
c. John only are !every apple]F'

What abol1t the reaelings of (8b)?There are two candidates to eonsider:

(8) b'. John are every apple, and John didn't car anything else.
c. lohn ate every apple, anel there is no J>othe1' than 'apple' such that Jolm

ate every P.

Sentence (9a)could not be denied by poitlting out dut Jo1111also kissed a
, lVOl1Wl1(namely, Mary). SimiIarly, (9b) cannot bc denicd by saying tbatJohn also

are aJmit, or a(~reel1apple, allel«Jc)cannot be denicel by saying that John also ate
al1 apple, or ef.1eryxrcC11applc. These NP rneanings obvionsly should not count as

proper alternatives to AJary,an apple and everyapple,respectively.
Wehave to find rnIes rhat allowus to constrnct the fight alternativesför NP

meanings. Thc following principles will give ns the intuitivcly adequate results:

(a) If a term T denares a filter, that is, a serof sets (X: p C X}, then .the elements
in the set of alternatives ALT(T) denote filters, too. The filter-tenns inchlcle
names anel universal qnantifiers; for example, !v/my is representeel by
(X:(m}C X},anelcveryappleas{X:apple C X}.Note that this rule isagen-
eralization of the rule for names given in the previous section.

(b) If a term T is inelefinite, that is, denotes a set of sets (X: p n Xi:- 0}, then the
elements in ehe set of alternatives ALT(T) are indefinites as weIl.

Note that we ean detc1'llline whethe1' a detenniner T belangs to the
filtersor to the indefinites:if n [T] = P, where P i:-0, ancl for a11X wirb
P C X, X E[T], then T is a filter. 1fT is not a filter, but there is a minimal
set P, where P i:-0, such that for a11X E[T], X n P i:-0, ehen T is indefi-
nite. The eondition that T is not a filter excludes names, and the eondition

that X np i:-(2) excludesnegativeterms, such as 110apple.
(c) Tbe set ofproper alternatives ALT1 (T) is defined as (T' EALT(T):T ~ T'}.

That is, if a term T incll1des in irs meaning tbc term T', then T' cannot be a
proper alternative ofT.

(8') a'. John only 1ate [an apple]F
a", an applei Oohn only ate [edF]

I th~nkthat (Sb')is thc prominent reading of(8b), with focuson thc NP Cl'cry
apple~anel that (He)resuJts frOln a .narrow facHs on the nonn applc. Note that
foeus on everyapple and focns on apple itself are phonologica11y indistinguish-
able, as in both eases the maiD noun will receive focal stress. Reading (Rb')is
eaptured by the strnctnre (Wb'),whereas reaeling (Re)is due tIJa different focns
assignn1ent, (8'c): \

(8') b'. John only ate [every apple]p.
c. John only ate every [appIe]F'
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The following examples should iIlnstrate how principlcs (a), (b) and (c) work:

(10) a. AL T1 UOhl1]

includcs [lYla/y], [CIIC/}'boy]. exdnelcs [a hoy]. [110girl] (a).

b. AL T 1 [ a boy]

il1clueles [a girl],

excludes UoI1l1], [CIIC/}'boy]. [/10 girl] (b), [a persoll] (c).

c. ALT 1 [ (,IJeI)'ho)']

inclueles [Me/l}'], [{,fJcry(~ir~, [c1Ie/}'person].

exclueles [a boy], [l1ogi,.~ (a). [CIICl}'lall hoy] (e).

Wich these principles we will gcr the readings discussed above. For thc case

oe indefinites one should keep in mind that Fm the more prominent reaeling
(Wa"),where the foct1s is on a variable, we shol1ld cxpcct a filter bchavior, as
focus is on the maximal filrer related to ehe vari2lb1c.'

The m]es givcn above give sil1li]ar rcsu]ts as the theory of Lerner &
Zimmermann (19H3),which isbased on German data.However, Ido not follow
their assumption that focus on quanrificational NPs is impossible, anel that ehe
relevant cascs have to be analyzcd as f~)(ns on the hcad noun of a quamihecl NP.

Sentences ]ike ehe following one are perfecdy possible anel predude an analysis
in terms of nOl1nfoeus:

preceding qnantifier; for different ehoiees i fot a gentleman, we will ger i's lefr
partner and i's fight partner as alternatives.

Of course there are thrones arol1nd that do a good job in treating atraphorie
rc!ationships-Diseol1rse Represemation Theory (Kamp 1<)HI). l~ile Change
Semantics (Heim 19!Ü), or some other model of Dynall1ie Interpretation (c.g.
Groenendijk & Stokhof 199°, 1991). However. we will have to check whether
we can eombine thcm wich' rhe backgrounel-fncus structures that I have
assl1med for ehe treatment of foens inf()rtnatiol1. .

As fot the presupposirion/assC'rtion distinctiotl, it is well known since rhe
work of Horn (1969) that tllis clistinction is cmcial für the acleql1ate scl11amie
analysis of parricles like CIICII and Oll/)'.We have (he following situation,
illusrrated wich simple examp]es:

(I I) Jolm even ate leverything]F

Suml11arizing chis secrion, it seems possible that ql1anrillcational NPs are
focl1Secl.I have specified the principles that help to determine ehe altcmative

sets in two importanr cases, namely [oetlS on NPs wich the filrer properry, and
focus on indefinite NPs. It seems that foelIs on other NPs is impossible, ]ike
FoellSon negative quanrifiers.3

(14-)a. J01m only kissed [MarY]r-
Assertion: Johll clidn't kiss anyone else.
Presupposition: Jo]1I1kisscd Mary.

b. Jolm even kissed [MarY]r-
Assertion: Jahn kissed Mary. .
Prestlpposition: It was 1110re]ikcly thatJohn kissed someone else.

The known tests for presuppositions (cf e.g. van der Sande I9SH)verirr this

analysis. For examp1c, a text where the assertion is followed by ehe presupposi-
tion is pragmatieally clcviallt, in contrast to a text where ehe presl1ppositiol1
prceecles the assertion:

4 PI{,OBLEMS WITH ANAPHOIUC I{,ELATIONS
AND PI{,ESUPPOSITIONS

(15) a. Jolm kisscd Mary, allel he only kissed I-lEI\.
b. *John on]y kissed MARY, and Ilc kissecl her.

(16) a. *Jo11l1('ven kisseel MARY, althol1gh it was 111l1ikclythat hc wo111dhave
kissecl her, out of all people.

b. It was llnlikc1y that John woulcl have kisscd Mary oUt oEall people, bur
he cven kisscd I--IER.

The rcpreselltations I havc clevelopecl here so rar are dcficient in certain

rcspccts: tbey da not allow expression of Jnaphoric relations, allel tbey do not
make any distillction berwcen presllppositional and asscnionall11aterial.

As for anaphoric relations, we ShO~lldbe ahle to take earl' of exal11p]eslikc the
following OllCS:

(12) Every girlj only liked [herj own paiming]F

(13) - Dicl every gentleman talk to his left parmer and {Obis right partner?
- Evcry gentlel11anj on]y talked to [hisj left parmcr]F'

In (12). ehe fortIs eomains an possessive pronoull, !tel'. that is anap]lOrieally

related to-a ql1antifier, ('(mygirl. In (13). thc alternatives, are depcnclem on thc

Fl1rtherl11ore, the presl1pposition survives unc\cr negation and thc possibility
operator:

(17) a. It is not the case rhat Jolm on1y kissed Mary.
Ir is possible that Jol1l1on]y'kissecl Mary.

(entails thatJo]1I1 kisseel Mary)
b. It is not the case that Jo1m even kissecl Mary.

It i5 possiblc that Jolm even kissed Mary. .

(emails that Mary was an l1nlikc!y person for Jo1m to kiss).

Anaphoric refcrener anti presllppositions imeract in intcrcsting ways. We
find eases where disconrsc referents see\l1 to bc introdneed within the

presnpposition of a sentenec:

--'--' -.------ ....-..---
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partial functions from 0 to A. If a is a collstant of thc scmalltic rcprcsentat\o\\.
language, ehen aw sho111ddenote the extension of a with rcspect to world w. \
will use w, u, v as variables over possiblc worlds, and g, h, k, f as variables Qver
asslgnments. . '

I will usc the followiug notations to talk about assignmeuts. If g EG and
d EDom(g), I will write gd for g(d). If g, hE G, then I will write g ~ h iff
Dom(g) C Dom(h) and g = h restricted to g;that is,gand 11are identical for their
shared domain, and h is an extension of g. If x EA, ci E 0, wc will write g~d/xh for
h = g u {(d,x)},providedthatcl ~Dom(g);thatis,hextenclsginsofarasitmapsd
to x.I will write g~dh ifr there is an xe A such that g~d/xh. This notation is reCl1r-
sive; for example, I will write g~d.d.h iff there are x, y E A and a k such dut g~d/xk

and k~d'/yh.
An information stare (J is a set of world-assignl11el1t pairs {wg:. . .}.The wodd

COlllpOI1Cntw capturcs thc factnal information, whereas ehe assignment
colllponent g capturcs the acccssible discollrsc markers. Senteuces, aud in
general texts, are inrcrpretcd as functions [rom information stares to

information stares, 01' from 'inpUt stares' to 'oUtpUt stares'. In this paper, such
ful1ctions are rendcred by expressions of ehe form Aa .{wg:. . .},where a is used
as stare variable.

Instead of giving a fragment wirb explicit interpretation mIes, I will werk
through au c:'xamplc that ilIl1strates the inrcnded semantic mIes.

(20) a man arrivcd.

,
(18) )olm only met [a WOl11an]i,F'Shei was prctry.

If the first sentcnce has the prcsupposition that Jolm met a womau, and
asserts that Jolm didn't meer anyone else, ehen it seems that ehe presupposition
part is responsible for creating a discourse entiry for that woman that can be
referred to later pronouns.

hi Krifka (1992b) I have proposed a war to combine background-focus
structures wich dynamic interpretation. In this article I will in addition deal
wirh the distinction betwcen presuppositions and assertions. We will see that
dynamic interpretation is an appropriate setting for a theory of presupposition,
which has been arglled for GyStalnaker (I <)74),Karttl1ncn (1974), Heim (I <)83a)
and most recenrly Beaver ([992).

For example, eertain problems wich a statie representatioll of presupposi-
tions are eliminated as soon as we change to a dynamic framework. One such
problem is that we muse allow for variable bindings across presuppositions and
assertion. Any theory that treats these two mcanillß. components as inde-
pendent, like Karttunen & Peters (1979), faces problems wich sentences like ehe
following one:

(19) A man only kissed [Mary]p
Presupposition: 3x[man(x) /\ kissed(x, m)J

Assertion: 3x[luan(x) /\ -.3y[y EALT 4 (ln) /\ kissed(x, y)J)

In a two-level representation, we wo111darrivc at the indicated analysis. Bur
this certainly docsu't caprure ehe meaning of (19): it presupposes that some man
kissed Mary, alld it asserts that some man (possibly another olle) kissed no other
person than Mary. Kartrunen & Petcrs (1979) acknowledged this as a seriolls
problem, and Beaver (1992) showed how it can be eliminated within dynal11ic. .
111terpretatton.

5 DYNAMIC INTERPRETATION
AND PRESUPPOSITIONS

arrive, ASXAO.{wgE a:arrivew(sx)}, = [A]
a" A QA PArAa .(wg:3x[wg E P(rx)(Q(x){uh:3k[uk E a /\ k~lIxhlJ)]),
= 113]

~mall, AxAa.[wg E a:manw(x)j, -ICJ
al man, [B]([C]),
APAtAa.{wg:3x[wg EP(rx)((uh:3k[uk E 0 /\ k~lIxh /\ malll1(x)]))]),
= [D]

In this section I will imroduce a framework for dynalnic intcrprc:'tation alld
show that it allows for a straighrforward treatment of presuppositions. Thc
framework is most closcly related to Heim (19R2: chapter IlI). Hein' ([9HJb),
alld Rooth (1987). The treatment of presuppositions fellows Beaver ([9<)2) in
certa1l1respeets. ,

Let ltS assume that A is a universe of discourse, W is a set of possiblc worlds,
D is a colll1table set of discourse markers (I take D to be the set of natural
nllmbers), and G is the set of discOl1fSeInarker assignments, that is, the ser of

31man arrive, [D]([A])
A tAa.{wg:3x[wg E[A](tx)({llh :3k[uk E a /\ k~lIxh /\ tllanll(x)lJ)]}

~

A

I)SAa.[wg:3h[WhE (J/\ h~tg /\ manw(gt)/\ arrivew(sg,)]}, = [E]
~~ .

APAtAa.[wg:3 s[wg E"('I)l[11" :3k-UKE a!l k<ZI'" !I Past.( s)]})]).- [FI

a, man arrivedz,IF](\E])
= Ao.{wg:3h[whEa /\ h~,.zg /\ maow(g,) /\ arrivew(gzg,) /\ Pastw(gz)]}.= [G]
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This example iHl1strares rhat indefinite NPs illtrodl1ce new discourse
markers. Episodic predicates behave sil11ilar to indefinite NPs in so Faras they
also introdl1ce a new discol1rse marker, which is anchored to a situation. This

discollrse marker is related to the teme operator, and may bc idenrified with the
category 1°of extended X-bar theory. Note that in both cases 1 assume that the
information as to which discol1rse marker is inrrodnced is derivcd from same

synractic index. I-Iowever, we could set up things in such a war that indefinites
allel episodic verbs take the Hext available disconrse marker that is not in the
dol11ain of the input state; note that this rule will pick out a uniqucly
determined disconrse marker, as the set of disconrse markers is conntable.

The next example ilhlstrates the treatment of anaphoric expressions and
presupposirions. Anaphoric expressions, like pronol1Jls or temporal anaphora,
pick up a discol1rse marker that is already in the domain of the input state.
Normal pronol.1l1S simply refer to such all acccssible disconrsemarker;
possessive prol10UllSand episodic verbs that are tempnrally rclated to preceding
expressions relate a new disconrsc marker to an existing aue. For simplicity's
sake,1assume that possessivepronontls are bascdon a rclation OWl1.allelthat
the temporal relationship between two situations is expresscd by a relation
TRel (see Partee rQH4 For a more drtai1cd treatment of rhe temporal
reh tionship).

Presllpposiriolls are fOrIllUIaSthat have to be trtle throughollt rhe input stare.
This recollstruerion of speaker's presuppositions is inspired by rhe wnrk of
Karttl11lcn (1974) alld Stalnaker (1974) and hag becn implemcnted by Heim
(19H3a) and Bcaver (1992). Here I assume that presuppositions eirlllT ein !Jot
change the input stare at all (if they are satisfted), or they rednee it to the el11pty
state (in case they are not satisfied). Let ns havc a look at one presupposition-
carrying exal11plc:

(21) Hel wasZ.Jpushing hisl,4 bike.

his},4bike,
ÄPÄt.{wg:

Vuh[l1h E a -+3!y[bike,,(y) 1\ ownu(h}y)]] 1\
3k[wk E (l 1\ k~.fg 1\ bikew(g.) 1\ ownw(gtg4) 1\

1\ wg E P( tg4)((J)])

rush, ÄsxyÄa.{wg E a:pl1shw(sxy)}

wasZ,Jpushillg hisI,.. bike, U\(\I])
= ÄtAa.(wg:3slwg E Pl(st)((vh :3klkv E a 1\ k~J/sh 1\ Pastw(s) /\

TRelw(kzs)l})l} .
= ÄxAO.(wg: [H](a) 1\ 3kIwk E a 1\ k~3.4g) 1\ Pastw(gJ 1\ TRelw(gzg3) /\

bikew(g4) 1\ ownw(glg4) 1\ pUShw(g3Xg..)l}

=IKI

~ hel> APAtAa.{wg E a:1'(tg,)( a)J> ILI

hel wasz..,pushing hisl,4bike. [Ll(IKl)
= Äa,(wg: IHl(a) 1\ 3k1wk E a 1\ k~3,..g /\ Pastw(g.,) /\ TRelw(gzg3) 1\

bikew(g4)
1\ ownw(glg,) 1\ pushw(g.,glg4)]}

=IMI

Thc represcntation IM] imposes cerrain requirelllcllts on the input state,
First, the assertional part requircs that the inpnr assig11111e11tk is ddincd for the
indices land 2, and lIndefilJcd for the indices 3 anel 4, Sccond, the presupposi-

rional pan IHl(a) requires [hat fur all world-assignl11ent pairs uh in the input
stare (1, hl is ddined, and dlCIT is a l1nique y such that bikc,,(y) anc! owl1l1(hly)
hold, TIH' reql1ire111cntscollccrning the indices rand 2 are satisfl.c'dwhcll we

interpret IM] wirh respcct 10 ai1nmpnr stare of thc represclltatinn [GI (given
that irs assign111e\1tSare lIndefined f~)r3 and 4), as IGI explicitly introell1c~'sthe
inelices land 2 into rhe output assignlllcnt. To be more speciflc, wc can
col11hineIC] and IMI to form a text. tlsing fllnctional composition.

(Presuppositioll, IH](a))
(Introdtletion DM)

(Assertion)

(22) AI man arriveclz, IGI

L-Hel wasZ,3pllshil1g hisI,.. bike
AI man arriveclz, Hel wasz..Jpllshing llisl,., bike
Aa,[MI([G]( (1)).

= Aa.{wg:[HI(IG](o))1\ 3klwk E IG](a) 1\ k~3,4g1\ Pastw(g3)1\
TRelw(gzg3) 1\ bikew(g4) 1\ ownw(gtg4) 1\ Pl1Shw(g3glg..)]},=~ IN]

Note that for cvcry 0 for which [G]((1) is defl!Jed, rhe assigllmc\1ts of[G](o)
will bc c!cflned f())- dlcindiccs rand 2. Furthcrl110re, the requirel11cllt

[H]([G](0)) cnSllres rhat IN] is defincd only for those input grates for which it
holds th:u there is a l1\1iql1cbike that gl has. Note that in order ro satisfy this

condirion, thc inpm state a (the inpUt stare for rhe whnle text) IllllSt alrcady
meer certain reqllirel1lctlts. This caprures the fact rhat the prcsnpposition thar
the man dlOsen by the first sentcnce owns a bike is projccrcd frol11the second
selHCllce ro the wllOle tcxt. Also, duc tO thc universal eondition on rhe input

statc ilHrodueed by hisI..,hikc, g.. in IN] will pick ollt the bike of gl,4

rush hisI,. bike, ÄsxÄa.{wg E a:[H](a) 1\
3k[wk E a 1\ k~.g 1\ bikew(g.) 1\ ownw(glg.) 1\ P\lshw(SXg4)]}'= Iq

Pastz,3APAta.{wg:3slwg E P(st)({vh:3k[kv E a 1\ k~3/sh 1\

Pastv(s) 1\TRelv(kzs)]})]}, = U]
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6 ACCOMMODATION AND NEGATION
The presupposition part [~ ](a) f: 0 ean be seen as pragn1:1ricallymotivated:

it must be possible to interpret ~ with respeet to a, otherwise NEG(~) would
not be informative.6 The following example illustrates our analysis:

What happens if astate a does not satisfYthe presuppositions of a sentenee ~?
Then tpe output state [9>](a)should be the empty set.sBut we ean understand a
text like (22), even without being aequainted with the man the speaker is
talking about, or his bike.

This well-known phenOInenon of aeeOlnmodation (ef Stalnaker 1974;
Karttunen 1974;Lewis 1979) is treated in a novel war by ßeaver (1992). Instead
of seeing aeeonlmodation as arevision of the input states, that is, as a'n
essentially non-monotonie reFaiTstrategy, ßeaver analyzes it as a filter on a set
of input states, the 'epistemie alternatives'. This set of epistenÜe alternatives
represents ehe set of information stares that are eompatible with the text (and
perhaps the shared background inforn1ation of speaker and hearer). Let us
assurne (hat a text 9>is interpreted with respeet to a set of epistemie alternatives
L, foTwhieh we write L[~]; then we ean claim that those states in L that do not

satisfY the presupposition of ~ are simply filtered out. This is aeeomplished by
the following rule for updating epistemie states:

(25) Het didz not see hist,3 bike.

didz see hist,3 bike.
AxAa.{wg:

\7'uh[uhEa- 3!y[bikeu(Y)!\ ownu(htY)]
!\ 3k[wk Ea !\ k~z,3g !\ bikew(g3) !\ ownw(gtg3) !\ seew(g2xg3)]}
= [P]

NEG, APltAa{wg E a:P(t)(a) f: 0!\ --.3h[wh E P(t)({wg})l}, = [Q]

(=[O](a))

(23) L[ ~ ] = {[~ ]( a ) :a E L} - {0}

didz not see hist,3 bike, [Q]([PD

I hAo{ wg E u:[PJ(x)(a) ,. 0 !I ~3h[ wh <[P](x)((wg })]J,- [R]

Vhc, APAtAa.[wgEa:P(tg,)(a)). ~ 15]
He, did2 not sec his,,3 bike. [S]([RD
AtAa.{wgEa: [R](tgl)(a)}
= Aa{wgEa:[P](gl)(a) f: 0 !\ --.3h[wh E [P](gl)({wg})]}
= Aa{wgEa:

[0](0) !\ 3k31[wkEa!\ k~z} !\ bikew(lJ) !\ ownw(l,IJ) !\ seew(lzxI3)]!\
[O]({wg})!\ --.3h[g~z,3h!\ bikew(h3) !\ owUw(h,hJ) !\ seew(hzxhJ)]}

Here I have used [0] as an abbreviation for the presupposition. Assurne first
that the presupposition is not satisfied in a. That is, the entity referred to by ehe
discourse Inarker I does not own a unique bike throughout a, whieh means

that [0]( a) is false. Tben the set {wg:..[0]( a)..} will be empty and the sentenee
meaning wilJ resulr in the empty stare when applied to o. Assmne now that ehe
presupposition is satisfted in a, that is, [0]( a) is true. When we apply ehe
sentenee meaning to a, we wil1 get that subset of a foTwhieh it does not hold
that entity 1 saw his bike. More formally, we subtraet from a those world-
assignment pairs wg that would satisfY3h[~z,Jh !\ bikew(hJ) !\ ownw(hthJ) !\
seew(h2xhJ)]'Thus, the interpretation of(25) wich respeet to astate a will eicher
reduee a to ehe elnpty set, if the presuppositions are not satisfied, or will reduee
it to the set of worlds alld assigmnents für whieh the eorresponding non-

negated sentenee does not hold. In this war the presupposition of the objeet NP
is projected through the negation to the whole sentenee.7

Wehave seen that in OHr reeonstruetion presuppositions are indeed

preserved under negation. However, it is weH known that negated sentences do
not always preserve presl1ppositions (cf Senfen 1988):

That is, updating a set of epistemie alternatives L involves llpdating every
element in L, and elin1inating the empty set. If a partintlar state a does not
satisfy ehe presuppositions in [~], ehen [~]( a) wil1 be the empty set, and lIeHee
ehe stare a does not survive in ehe resulting set of epistemie alternatives.
Presupposition and assertion are treated in a eomplementary fashion:
presuppositions filter out eertain stares in a set of epistemie alternatives L,
whereas assertions add infonnation to ehe individual information states in L.

Thus, aeeommodation of presuppositions appear as another war of conveying
information, and in partiel1lar is a monotonie, restrietive operation.

Let us put chis theory of aeeOlnmodation to ehe test and see how we ean treat
negation as a presupposition-preserving operator in chis setting. I will write
NEG(~) foT ehe negation of ehe sentenee ~, which will be interpreted
eompositionally as [NEG ]([~]). We expeet ehe following properties of chis
representation. First, ehe presuppos~tions of ~ must beeOllle presuppositions of

NEG(~ ). That is, if an input state a does not satisfy the presupposition of ~ ehen

it is mapped to the empry set by NEG(~). Seeond, if ehe presuppositions are

satisfied then the input state a is redueed to ehe set of rbose world-assignment
pairs wg that eannot be extended to pairs wh that are in [~] when applied to a.
This suggests the folJowing interpretation rule:

(24) [NEG ]([~]) = Ao{wg E a:[~ ](a) f: 0 !\ --.3h[wh E [~]({wg})]}
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SOf>r as presupposition-affecting negation applies to the 'echo' of a PtCViOUS~'
sentence, whcrc the echo of a scntencc is a colljl111ction of its asscrriona\ ,
meaning, its presuppositional meaning, and its implicatures, wich respect to thc
COlltcxtat which it is cvall1atcd. van der Sandt follows Hot!1's (I<)RS)thcory of
mctalinguistie negation in chis point, assmning that there is no distincrinn
bctwcen prcsupposition-affccring negation and implicarure-affeeting
negation. Hnwever, it is dollhtful that these types of negation can bc idcntified.
Metalinguistic negation clcarly idenrifies a certain expression whos~ applie-
ability is denied by focal stress (cr 2Ra, b), and chis feature is lacking in
prestIpposi tion-affecti Hg n('gation (2C)a,b):

(2R) a. It is not possildc,it is 1/('(('ss(1r)'that the chllrch is fight.
b. Grandmadidnot kick tllClJl/cket-shl' l'ClsscdCllllfT)'.

(2<)) a. The king ofFranc<~ is not bald-France does not have a king.
b. Jolm did not regtet rhat the Longhorns lost-ehe Longhorns didn't lose.

Henee the position I am taking is that there are two types of negation,
normal and metaJingllistic, bur that both presnpposition-preserving and
presl1pposition-affecting negations are instances of normal negation, and that
these rwo eases differ only in so rar as presl1pposirion-affecting negation results
from thc special denial pattern diseussed above.

(26) It is not the case that John saw his hikc. (He doesn't have (me in ehe first
pJacc!)

Exal11plcs like (26) are rypical for a situation where the speakcr protests,
agains,r cerrain presnppositions of other participants of the conversation. How
shol1ld such cases be treated? We may aSSU111etwo distinct types of negation.
However, this is problematic, as there is hardly any cvidenee fot that; for
cxal11ple, 110languagc secms to clisti11g11ishlexically bctween a presnpposition-:-
preserving allel a presupposition-rejccting negation.

Van der Sande (1<)<)1)has proposed a theory of'denial' that scems to givc us
what we want. The cmeial part of chis theory can be rephrased in OUf
framework as f<JIIows.

ASSl1111ethat at a givcn point in eonvcrsation, L: is the set of epistemie
alternatives shared by speaker allel hearer. Now speaker A mters a statement ~.
That is, A proposes to restrict L to L[~]. At chis point, speaker 13has a choke: if
he doesn't give any sign of protest and lHtcrs some selltenee 1/" where
l:[~][ 1/1]=F0, then he proposes to make L:[~][ 1/)] the new set of epistemic
alternatives. On the otber band, ß can rcjeet ~ by llttering some senten ce 1/),

where L[~][1/)]= 0, allel B has reasons to bclieve that chis will be iml11ediatcly
obviol1s to A. A good eandidate for 1/1is the ncgation of ~, as L:[~][NEG(~)]
obviol1s1y redllees to 0. Orten, 1/1is followed by anorhcr sentcnce y that

indicates why B does not acecpt ~. In partielliar, 13proposes to A to make L:[y]
ehe new eommon ground.

To sec how thin gs work, let us look at the followimr text:'-'
7 fOClJS-BACKCROUND STltUCTURES AND DYNAMIC

INTERPRETATION COMBINED

(27) A: Jolm arrived on his bike. (~)
B: Jolm didn't arrive on his bike; (1/),= NEG(~))

Jol1l1doesn't have :t bike. (y)
After having introdl1ccd structured meanings to cover ehe relevance of fOCl1S
and dynamie interpretation to express anaphorie relation and presupposition, a
natural way to proeeed is to combine hoch rcpresentation frameworks. This was
done in Krifka (I 992b) wirb ehe objeetive of capruring the foeus-scnsitivity of
sentences coJ1taining adverbial quantifiers, like in the following cases:

(30) a. Usllally, a frag catehcs [a FLY]F
(= If frags cateh solllcthing, it is nsnally a fly)

b. UslIally, a FItOG catehes a fly.
(= If somcrhing eatehes a fly, it is usllally a frog)

Wich sentel1ce ~, speaker A proposes ro B to add to thc eommon gronnd that
Jol111arrived on his bik.e.With sentcnec 1/),13rcjects A's proposal, as aeeep!ingl/'
after ~ has been accepted wol1ld yicld an empry set of alternatives. Instead, 13

proposes to acidy to ehe common ground, which explains why 11erejeeted ~:
aeecpting y would violate the presl1pposirions of ~.

This explains why negation sol11eti1l1essee1l1Sto affcct presl1ppositiol1s. NOte
that it is not ehe semanries of a special type of negation that does that, bm the

peculiar disconrse setting in which ehe negated sentcnce is l1sed-na1l1e1y, a
setting in which aceepting the senrenee would yicld an empry set of cpistc1l1ic
alternatives. This explains why presupposition-aff('('ling negations oeeur ollly
as reaettons to previol1s lHteral1ees by anothcr spcaker. Furthcrlllore, ir explains
why we find only ol1e sel11anric rype of negation.

Thc proposed treatment Jiffcrs from van der Sandt (It)<)I), who analyzed
presuppositioll-affecring negation as slighrly different' from 110rmalnegation in

(31) a. Ir a painter [livcs in a VILLAGE]F' it is l1snally niee.

(= Most painrcrs who live in a village live in a niee one.)
b. Ir[a PAINTEIZh: lives in a village, it is usl1ally niee.

(= Most villages in which there lives a painter are niee.)

111chis paper, I will (ocus oll thc se1l1a1lticsof parricles like (mly. Wehave seen
that tbey rypically inducl' presl1ppositions, and that there are interesting



(32) ollly(B, F»)
= AtAa(wg:

Vl1kE a3h[l1h EB(P)(t)((uk})l/\
wg EB(F)(t)(a) /\
-.3X3k[X E ALT1(F)/\ wk EB(X)(t)(a)]}

(Presupposition)

(Introdllction oFDM)
(Assertion)

. M""lr"IKr:I~7 ~
inFormation of the first conjul1cr. The third conjunct, expressing the assertion,

says that there is no alternative X to the foCllsmeaning [Al such that Xis tme of
x. This restricts the possible wodds of the output stare, bm docs not change the
assignmenrs, which refleets the fact tllat alternatives do not introc\uce tbeir own
binding possibilities.

In the following expressiO1~,(mly Focuses on the transitive verb:

(34) only [atc2lFanJ applc

an3 apple,

APAtAa.(wg:3x[wgEP(tx)((uh:3kluk Ea /\ k~J/x /\ applcll(x)]})]}, = [B]

eat, AsxYAa.(wgE a:catw(sxy)}, = [c]
I
[eat]p, (A P.P, [CD
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phen0111ena relating to anaphoric reference. This calls für a dynamic
in~erprctation likc the ODewe devcloped above.

We have seen in section 4 aGave that in a sentence with only the sentence in
which (mly is omitted is presupposed, hut it can introduce new discourse
marker.s (cE(18)).This suggests the following analysis of 0111yas a VP-operator

in a dyna mir setting:

In this formula, the first conjunct expresses the presupposition. Thc second

conjullct introduces the indices of the expression in the score of only into tbe
output stare, making it possible to rcfer to them later. Tbe third conjunct is the
assertion in the narrow sense; it excludes alternatives oFthe,item in focus.

Let us work throllgh a few examples. We start wirb one that has the wholc
VP in foeus:

[eatlF anJ applc, [B](A P.P, IC]»), = (AP[B](P), ICl)

(33) only [ate2 anJ apple]p

rast2' APAtAo.(wg:3s[wg E P(st)((uh:3k[uk E a /\ K~2/s11/\
"Pastu(s)]})]), = ID]

[are2lFan3 apple, [C](A P[BI(P), [C]»), ~= (AP[D]([D](P)), IC])

~OI1IY, ÄS.ottly(S)
only [are2]FanJ apple, onlY(AP[D]([ß](P)), [Cl»)
= AtAa(wg:VuhE a3kluk E ID](IB]([C]))(t)((uh})]/\

wg E [D]([B]([C]))(r)(a) /\
-.IX3k[XE ALT1([C])/\ wk E[D](fBl(X))(t)(a)]}

= AXAa(wg:

Vuh E a3k[h~z,Jk /\ eatll(k2xkJ) /\ applcu(kJ) /\ Pastu(k2)] /\

3k[wk E a /\ k~z,Jg /\ eatw(g2xgJ) /\ applew(gJ) /\ Pastw(gz)]/\

-.3X3k[X EALT1 ([CD /\ 3s3y[wk E X(sxy)((uh:3f1l1fE a /\ f~2Is.J/yU /\

Pastu(s) /\ applcu(Y)]})]]}

are2 anJ applc;

,XAa{wg:3k[wk E a /\ k~2,Jg /\ eatw(gzxgJ) /\ applcw(g3) /\ Pastw(g2)l}, = [A]

[atezan3apple]F;(AP.P,[Al>

~OnlY' AS.Only(S)
only [atez anJ apple]F' only(XP.P, [A]»)
= AtAa(wg:Vuh E a3k[l1kE \A](t)((uh})] /\ wg E [A](t)(a) /\

-.3X3k[x E ALT1 ([AD /\ wk E [A](t)(a)l)
= AxAa(wg: "

Vull Eo3k[h~z.Jk /\ catll(kzxkJ) /\ appleu(kJ) /\ Pastu(kz)] /\
31[wk E a /\ k~2.3g /\ eat,...(gzxgJ) /\ applew(g.\) /\ Pastw(g2)1/\
-.3X3k[X EALT1 (fAD /\ wk E"X(x)(a)]}

Wc ger a predicate rhat mars cntities x to a function from input stares (] to
Otltpuc stares such rhat ir holds throughout a that x are an apple, tbe
assignments of the output statt map 3 to an appleand 2 to a situation in which x
are an apple (these tWo conditions are identieal td the first conditions of (33)),
anti für the worlcls oe thc output state there is no alternative X.to cating such

that x 'Xed' an apple.
Tbc"next examplc shows a case in which the itcll1 in fants is a NP.

The resltlting prcdicate mars individuals x to fl1t1cr1onsfrom inpm stares (]
to output states that satisfy the following reql1irel1lcnts: rhc first COl~l111Ct,
expressing the prcsupposition, cnsures dut in every worl<.!u in a, x ate an applc.
The second COI~l1llCtupdates tbc assignll1l'nt k in ('ver')' pair wk oe the input
state to a g such tbat gz is an cvent where x are an apple gJ in w. This just
introduces the event gz and the appll' g3infO rhe assignll1cl1tsof tbc ompur stare,
but does not restriet its set of possiblc worlds, giv.en rhe propositional



(35) only atez [an] appleJr

an3 apple,

APA tAa.{wg:3xfwg EP(tx)({l1h:3k[llkEa 1\ k~3/xh 1\ apple./x)]})]},
= [EJ

I '

[an.1apple]r, (A T.T, [E])

~ca!, AsxyAa.[wg Ea:eatjsxy)j, ~ [F]
eat [an.1apple]r, (A T.T([F]), rEl)

(36) [an.1applc] only atcz [CjJ

C.1'APAtAa.{wgE a:P(tg3)(a)}, = [H]
I
[e3]F' (A T.T, fH])

~cat. ?sxy?a.[wg Ea:eat,.(sxy)). -lI]
t'at [C3]r, (A T.T([I]), [1--1])

~

Pastz,

APAtAa.{wg:3s[wgEP(st)({uh:3k[ukEa/\ k~2Ish/\ Pastu(s)]))]},= [K]

Pastz APA tAa.{wg:3sfwg E P(st)({uh:3k[uk E a /\ k~z/sh 1\

Pastu(s)]})]},= IG] atcZ[C.1]F'(A T.[K](T([I])), [HJ)

~only, A S.only(S)
only atezlc3]F' onlY(A T.[K](T(AsxAa.{wg E a:eatw(sxy)})), [Hl»)

,~= AXAU{wg:Vl1kE a3h[l1h E [KJ([I-I]([IJ))(x)({uk})] 1\ wg E [Kl{[H]([I]))(x)(a) 1\

--.3X3k[X E ALT q ([lID 1\ wk E [K](X([I]))(x)( (})]}

=.- IL]

atcz [all3applc]r, (AT.[G](T([F])), [El)

~ only, AS.only(S)
only atez [an3 apple]F' onlY(AT.[G](T([F])), [E]»)
= AxAa{wg:

Vuh E (J3k[h~z,3k 1\ eatu(kzxk3) 1\ appleu(kJ) 1\ Pastu(kz)] 1\

3k[wk E a 1\ k~Z,3g 1\ eatw(gzxg3) 1\ applew(g.1) /\ Pastw(gz)] 1\

--.3X3k[X E ALT 1 ([E]) 1\ 3s[wk E X(A sxYAa.{wg E a: eatw(sxy)})
(sx)({uh:3klui E a 1\ i~z/sh 1\ Pastu(s)]))]]}

an3 applc,

A PA tAa.(wg:3y[wg E P(t)((uh:3k[l1k EU 1\ k~3/Y 1\ appleJy)]})]}, = [M]

an] apple [only atcz [e311,= AtAa[[M]([L])(t)(a)]
The first two col~uncts of that fonnula are the same as in the two precedillg

examples. Thc third cOl~mlCtsays that fOTthe worlds of the output state there is
no proper alternative X to the meaning of tbe item in focus,anapple,such that
there was an event s in the Fast and x are an X. Assnming that the proper
alternatives to the meaning of an appleare those term meanings T dut are
generated by predicates lhat denote something more substantial than the pre-
dicate apple (see section 3), this says that x didn't eat anything more sl1bstantial
than an apple.

In secrion 3 we argued that although this ll1ay be one l11caning of the
example at hand, a more plausibl,e meaning is dut there was an apple y, anelx
are y and nothing else.This reading can be gencratcclby assumingthat anap/'/c
isquantified in.There are variousways to implement rhis idea,e.g.assumption
of a representation level of logical form, or operator storage. The crucial
properties of this reading are given in thc following derivation: '

The wide score reaeling of al13applc is achieved by first specifying the
argument place with an e1l1pryelement c] that is scmantically interpreted as a
prol1oun rclatcd to the ohjcct denoted by g.1'Thell the indefinite term anJapple
is quantified in. Contrary to carlier reprcsentations of this tenn, its representa-
tion does not fill any argument place of the predicate, bur fixes the referent of g3
as rcferring to a panicular appIc. This shows up ft)rmally in so [ar as the
dcscriprion of the term contains an application P(t) instcad ofP(ty). This dual
role of a ql1anrificatiollal NP shollld follow from slighrly different derivations
fnr argllHlcnt-filling terms allel terms that are guantiflcd in.

Let us now compute thc rcsult we have gonen so rar:

A tAa[[Ml([LI)(r)(a)]

~= AxAa.{wg::Jy[wg E [L](x)({l1h:3kll1k E a 1\ k~3/y 1\ appleu(Y)]})]}

"'" AxAa.(wg:3yl

Vuk[3l1ul E (J 1\ l~]!yk 1\ appleu(Y)] ~ 3h[k~zh 1\ Pastw(hz) 1\ eatw(llzxhJ)]]
1\ 3Ilwl E (J 1\ 1~.1/y,zk1\ applew(Y) 1\ Pastw(gz) 1\ eatw(g2xgJ)]



/\ -'3T3k[T E ALT1 ([H]) /\ 3s[wk E T(AsxYAa.{wg E a: eatw(sxy)})(sx)

({llh:31[1l1E a /\ I~J/y.2h /\ appleu(Y) /\ Pastll(11z)]})JlJJ

Let us aSSl11neagain that the alternatives to terms Iike [H] that are generated
by an individual are terms that are genera ted by an individual. That is, dIe

alternatives to [H] have the fonn APA tAa.{wg E a:P(tz)(a)},where z ranges over
individuals. Then the last part of the fonHub above can be reduced as follows:

only [allJ applc]p, OIlIY(AT.T, [N]»),

= AQA tAa{wg:Vllh E a3k[llkE [M](Q)(t)({uh}]/\ wg E[M](Q)(t)(a) /\
-'3X3k[X EALT1 ([MD /\ wk EX(Q)(t)(a)]), = [0]

,
eatz, AsxYAa.{wg E a:eatw(sxy)}, = [PI

-'3z3k[z EALT1 (gJ) /\

31[wlEa /\ I~J/y.zk/\ applew(Y) /\ Pastw(kz) /\ eatw(kzxz)]]

We end up wich a predicate that applies to entities x and changes input stares
a in the following war. There is some object y, and the following three
conditiol1s hold: (i) it is prcsupposed throughout a that if a is extended in such
a war that index 3 is Inapped to y and y is an apple, then x are y; (ii) ehe input
stare a is extended in such a war that index 3 is mapped to y, y is an apple, and
index 2 is lllapped to a past event in which x ate y; (iii) a final conditioll for the
output stare is that there is 110alternative z to gJ (= y) such that x are z. Hcnce we
get the interpretation that x ate a particl1lar object y, which is an apple and
nothing else.

Iq the examples analyzed so far the fOCltSpartiele oecurrcd as a VP operator.
But it mayaIso be an operator on orher categories, for exal11plcan NP. In this
casewe have to aSSllllle a slighrly different lTlealling rnle for 011/Yin order to

adjnst to the different type of the scope. I propose the following rnle:

. eatl only [an., apple]p, [O]([PJ),'

= AtAa{wg:Vllh E a3k[uk E IN]([P])(t)({llh})l /\ wg E [Nl(IP])(t)(a) /\

-'3X3k[X E ALT1 ([N]) /\ wk EX([Pl)(t)(a)lJ
= AsxAa{wg:VuhEa3klh~Jk /\ appleu(k3) /\ eatl1(sxk3)]/\

3k[wk Ea /\ k~Jg /\ applew(gJ) /\ eatw(sxkJ)]/\
-'3X3k[X EALT~ (IN]) /\ wk EX([P])(t)(a)]}

(37) only(B, F»)
= AQA tAa{wg:Vuh Ea3k[uk E ß(F)(Q)(t)({uh})] /\

wg EB(I~)(Q)( t)(a) /\

-'3X3k[X E ALTq (r;) /\ wk E ß(X)(Q)(t)(a)]}

Tbis is a relation between situations sand entities x tIlat maps input stares a
to output states with assigrnnel1ts g tIlat prestlppose that throtlghotlt a, x ate an
apple in s, ftlrthermore intToduce a new index 3 stlch that gJ is an apple that is
eaten by x in s, ancl fll1allyexclllcle that any alternative X to an apple was eaten.

Note that another way to clerive the same expression is by quantifying in all]
111'1>1e into cal 011/Y [(j]' The r('suIt is then a relation between entities x and

sitUations s dut map input stares a to output stares wich assignment g such that
rhere is an object y, where it is prqupposed that x are y in s, a new index 3 is
intToducedrh;1tis ll1appedto y,and it is cxc\uclcdthat x ;'Ite any alternativeto y.

In ehe derivation I bave givcn in (3H)for rat O/1/Y[a/1app/e]F' O/1/YlIas narrow

seope wirb respect to a past operator that billlis the sitUation argument. This

diflcrs from the derivation given iÜ (35)for Ol//Yale Icl1/ t1Pf}/c]F' Note that for
chis latter rase we also have an alternative derivation where the rast operator

has score (wer Oll/y, which yields ehe same reacling as the one givcn in (38).On

the othcr hand, then.' is eviclellce that NPs like Oll/Y all app/c can get a wide-
score interpretation (cf Taglicht IC)H4,wllo cliscusses examples like ~Vemt/sI
sf/ldy Oll/Y pl1ysics), which wol/ld yicld an interpret:1tioll sitnilar to (3 S) for

scntence (3H). That such reacling differences incleed cxist can be ShOWll with

examples like ehe following. Imagine a lottery with three draws each dar, and

that lohn participatcs in eaeb draw.

C~9) a. Yestercby, John (only) won (only) arose.

b. In ehe first draw. Jolm won a teddy bear. Thcn he won a bottle of

ehampagne. Finally, he (only) won (only) a ro~e.

The only difference to definition (32) consists in the introduction of a
predicate variable Q which stands for the argument of ehe term in the score of
only. Hence (37) can be seen as a generalization of(32) to a different type.

Let us sec how things' work out with an example. In the following, I dcrive
the reading of ratol1/Y[a/1app/e]p:

(38)

an,Japril',

APAtAa.{wg:3x[wgEP(tx)({uh:3k[uk Ea /\ k~]/xh/\ applell(x)]})]},
= IN]
1

[an3 apple]p, (A T.T, [N])

~only. AS.ouly(S)

In (a),ycsfcrday arguably specifies the rcferelJee time, alld ehe sclltence has to
be interpret<:<.!as illlplying that within the reference timc thcre was no evcnt of
Jollll winning solllething othcr than a rose. In (b), the temporal adverbials
arguably refcr to the draw cvcnts. But then thc last seIHellce has ro be
Interprcted as: ther<.'was an cvcnt in which lohn didn't win anything but arosc.
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only talkcdz ro [his,,31cfr partnerlp, onlY(A T.[Cl(T(IBl)), [AI])

= AtAa{wg:Vl1h E a3k[l1k E [C]([Atl(lB]))(r)({uh})l /\

wg E [C]([AI]([nl))(t)(a) /\

-'3X3~X E ALT4 (lAd) /\ wfE [C](X(fB]))(r)(a)]}

With X = [Az]as rbe only alternative of[Atl, this reduces ro rhe following,
slightly abbrcviateel forl1111la:

~Ir seems that such score differeI1ces indeed exist, hut thar thc position of ol1ly

does not predetermine thc availability of possible readings.

We have seen with cases like (13) that focl1s items can contain anaphoric
clerllents, allel that die set of alternatives can vary with the input assignmenrs.
Let us check how such cases work out in OHrformalism. Thc qt'lestion of (13)
constructs the following alternatives:

(40) Diclz everYIgentleman talk to hist,3 left partner and his,,4 right parmer?

Setof alternatives: .

{APAtAa.{wg:Vuh[lIh E a~ 3!y[left-partnerl1(yh,)] /\

3k[wk Ea/\ k~3g /\ Ieft-partnerw(g3g,) /\ wgE P(gJt)( a)lJ,
APAtAa.{wg:Vuh[uh E (J~ 3!yright-partneru(yh,)] /\

3k[wk E a /\ k~4g /\ right-partnerw(g4gl) /\ wg E P(g4t)(a)]}},
= {lAd, [Az]}

= AXA(J[wg: .

Vuh Eof3!y[left-partneru(yh I)] /\ Jk[u k E(J /\ h~z,Jk /\ left-partneru(g3g,) /\
talk-toll(kzxk3) /\ Pastll(kzl /\

3k[wk Ea /\ k~z,Jg /\ talk-tow(gzxgJ) /\ Pastw(gz)] /\

-'38k[wk Ea /\ k~z,l /\ Vuh E(J::J!y[right-partnerll(yh,)] /\ right-

partnerw(f~fl) talk-tojfzxf~) /\ Pastw(f~)]}

l-kre I al11assuming rhat Ieft-partner anelright-partner are rebriolls rhat
map a person to his 01'her left partner alld right partner, respectively. As with
other definite descriptions, it is presupposed that there is a l1niql1eelement that
satisfies descriptive content, anel a new index f~)rthis element is introduccd.

The answer to the question can be analyzed as folIows. I aSSlIl11ethat the answer
uses the same index for c!lclygcl1t!clIlllnas the qllcstion,and rhat it takes thc set
of alternatives indicatec\ above.

~-,-"ID]

We arrive at a function that l1laps objects x to fullctions from input stares (J

wirh assign11lentk to output stares such that (i) it is prcsnpposed throughout (J
that k, (= x) has a nniqnc left partner and rhat x ta!ked to this person, (ii) an
index for the left partner of k, allel an index 2 for the talking event are
inrroducecl, anel (iii) ir is expresseclthat x dicln't talk to any alternative. In
partienlar, as t11eonly a!ternarivc is k,'s right partner, it is expressed that x diel
not talk to kl's right partner, where again it is presuppose~1 that k, has a ullique
right partner. The selltence is co1l1p!cteelas foliows: ,

Pastz, APAtAa.{wg:::JslV\TgEP(st)({uh:::Jk(uk E (J /\ k~2!sh /\

Pastl1(s)]))]}, = (C]

(4I ')

cvel}'1gcnr!cman, APAtAo .[wgEU:Vk[g~,k /\ gentlell1auw(kl) ~

V3h[whEP(tk,)((wkJ)lJ.-lEI
cverYI gentleman only talked to Ihis"., left panner]r,
IE!(I0])
=-."Aa.{wgEa:Vk[g~lk1\gentlelnanw(kl) -> ::Jh[whE[Dl(k1)({wk})]1}

We arrivc ar a function that restricts input stares (J to output stares for which
('very extension k of an input assign1l1enr g to an index I such that k, is a
gentleman ean be extcnc\cc\ to an assignment h that satisfies [D] applied to k,.
According to our previous calcularions, this means that it is presupposeel
throughotlt () that for ('very k, k, talkec\ to k,'s !dr partner; furthermore, we
inrroduce a sittlation gz such that k1 talked to kt's leErpartner, anc!didn't talk to
kj 's right partncr.8

(41) EverYl gentleman only talkcdz to [his"J Ieft parmcr]p.

[his,,3left partllerJp, (AT.T,[A,l>

~talk to, ASXYAO[wgE o:talk-tow(sxy)), -In]
talk to (hist,3Jett partner]p, = (AT.T([B]),lAd)

talkedz to [hist,3Ieft partner]p, (AT.[Cj(T([B])), lAd)
I .
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(42) even(B, F»)
= A tAa{wg :wg ED(F)( t)(a) 1\

\IX E ALT4 (F)[B(F)(t)(a) <p D(X)(t)(a)]}

(assertion)
(presupposition)

IVlall 11 cu I\.llll'..a L.I)) ~
AQltla{wg:wgE [B](Q)(t)(a) 1\ ~

VX E ALT4 ([BD[[Bl(Q)((t)(a) <p X(Q)(t)(a)]}(lAD

= Aa{wg:wg E[nl([A])(a) 1\ \IX EALT4 ([BD[[B]([A])(a)<p X([AD(a)]} .

The first conjl1nct reduces to the representation of Jo/111only ate [a'1apple ]F'
I-kn' it is presupposed that John are an apple, the indices [or this event, the

apple, and Jolm are introduccd, and it is asserted that John didn't eat any

.alternative to an apple (see abovc (35)): .

Vuh E a3k[h~t,z,Jk 1\ eatll(kzk,k3) 1\ k, = jw 1\ appleu(k.\) 1\ Pastu(kz)]

1\ 3kfwk Ea 1\ k~"z,3g 1\ eatw(gzgtg3)1\ g, = jw 1\ applew(gJ) 1\ Pas~(gz)l

1\ --.3X3k[X EALT 4 [ED 1\ .'
3s[wk E X(Asxyla.{wg E a:eatw(sxy)})(sx)({llh:3k[llk E a 1\ k~I,Z/sh 1\

Pastu(s) 1\ht = jwmn

9 CASES WITH MUL TJPLE FOCUS

In this section, I wiII disCllSScases where more dun one {ocusing operator mllst
be assnmed. In particuIar, I will have a look at the derivations of exal11pleslike
(7). In the examples we are going to consider, the second {OCHSoperator is the
particlee"e1l. For our discussion the (ollowing meaning rule for even is
sufficient.9

The first conjunct simply asserts B(F) wirh respeet to the input stare a. The
secolleleonjunet says that for eaeh alternative X to F, it 1Sless probabJe in a rhar
B(F) hotels than that B(X) hotels. This probability measnre holds thronghout a,
making it apresupposition.

The ruIe jllSt given covers eflen as a VP-operator. If it is an NP operator we
have to adapt the translation of elle'l to the new type, where thc variable Q takes
eare of the VP argument:

The second conjllnet expresses that for every alternative X to John it hotels
throl1ghotlt dlC input stare a that it is less probable that Jolm only ate an apple
rllan that X only ate an apple.

Johnl' lPA tAa.{wg:wg.E P(tx)({uh:3k[uk Ea 1\ k~th 1\ hl = jw]})},

= [13]
I

UohndF' (AT.T, [13])

~even, J.S.even(S) .
even UohndF' even(l T.T, [ß]»)

VX E ALT 4 ([B])!
(Hk E a:3h[k~t,2,3h 1\ eatw(hzh1h3) 1\ hl = jw 1\ applcw(hJ) 1\ Pastw(hz)] 1\

--.3X3k[X EAL1'4 (tEl) 1\

3s[wk E X (lsxyla.{wg E a:eatw(sxy)})(sx)({llK:3k[llk E a 1\ k~"Z/sh 1\

Pastll(s) 1\ h1 = jw]})J]}

<"X([A])(a)]
,

in summary, (44)has the [ollowing meaning: it is asserted that John didn't eat
any alternative to an apple. It is presl1pposed that )olm are an apple, alld that it is
Iess likcly for John that he didn't eat any alternative to an apple than it would be
for an alternative to John. Furthennore, diseol1rse encities f()rJohn, an earing
eVCl1tbyJohn and an apple that is eaten in the event are illtroduced. This seems
to be the correet representation for a sentenee like (44). For example, when the
sentenee is negateel by it is 'lOtthe case that, or dialogically by 110,only the asser-
tion part will be negated, but not the presl1ppositions.

Orber eases with multiple foellsing operators ean be analyzed in a similar
'way. Let l1Shave a look at a derivation with overlapping foei:

(" s) even [only atez [ant,2 apple]r:1F

onl)' atez [anJ applclr, only(lT.[G](T([FD), [ED),= [A]
I . .

only atez fan3apple]p]F' (l P.P, fA])

(43) even(B, F»)
= l Ql tla{wg:wgEB(F)(Q)(t)(a) 1\

\IX E ALT4 (F)[B(F)(Q)(t)(a) <I' B(X)(Q)(t)(a)]}

Let l1Sfirst have a look at an example with disjoint foci. I assume that [C]. [F]
anel [E] stand for the same objects as in (35) abovc.

(44)

only atez [an3apple]p,only(l T.[G](T([FD),[E]»),= fA]

even UohndF only ate2 [anj apple]F' even(l T.T, [B]»)([Al)

Spelling out the meaning rules of even anel only and perf()nning lambda-
reeluccions, we ger thc following result:

CVCIl,l S.even(S)



even [only atez [an] apple]p]r, even(l P.P, [A]»)
= l xla[wg:wg E [P](x)(a) 1\ 'rIXEALT1 (lA])[lA](x)(a) <I'X(x)(a)]}

The first conjunct redtlces to the following formula, which says that it is
presupposed in a that the individual x ate an apple in a, which asserts dut x
didll't eat any alternatlve to an aprIl', ancl which introduccs discollrsc entities
for ~n applc anel an eating cvcnt:

of evidcl1cefor this is the coml110nlocutiol1 11010111)'X} Iml also Y. Let l1SaSSl1lne

rhe following meaning for also as a VI> operator:

(47) also(B, F») =

l tAa{wg: wg E B(F)( t)((J) 1\

'rink E a:JX:Jh[X E ALTi (F) 1\ uh EB(X)(t)((l1k})]}

(assertion)

(presu pp.)

That is, it is asserted that B(F) holds, and it is prcstlpposecl that for somc

alternative X to F, B(X) holds. Ir also 1Sthe only elcmcnt in ALT1 (only), then
we gcr thc following interpretation of the second conjl1nct of (4Ö):

Vuh E (Jjk[h~z,3k 1\ eat\l(k1xk.1) 1\ appleu(k.1) 1\ Pastll(kz)] 1\

:Jk[wk E a 1\ k~z,3g 1\ ea~(gzxg3) 1\ applew(g,1) 1\ Pastw(g2)] 1\

-,jX3k[X E ALT 1 ([E]) 1\

3s[wk E X(l sxya.{wg ES: eatw(sxy)})(sX)([llh: 3k[lIk E (J 1\ k~Zlsh 1\

Pastu(s)]})]]

(llk Ea:3hltlh E onlY(A T.[G](T(IF])), [E]»)(x)(a)]} <I'
[llk E a:3h[llh E also(A T.[G] (T([FJ)), [E]»)(x)(a)]}

The second colljunct expresses that it is pres1.1pposedin (J that it is \css likely
that x only ate an applc thanlhat x dielsame alternative to only eating an apple.

Finally, let ttSanalyze a case in which one rocusing OpCLltOris in the focus or
another operator: .

After the l11eaning postlllates for only and also are spelled out, we ger the

prcsupposition thatthroughotlt thc input stare a it i5 less likcly that x ate an

app\c alld 110 alternJtive to an april', than that x ate an apple and some

alternative tn an ~pplc. This captures dIe Il1caning of expressions like (4(»
co \Teer!y.

(4°)

aJtcz[a1l3applc]F' (lT.[G](T([Fl)), [ED
[0 CONCLUSION

111this artick I have shown that srructurcd meanings can be incorporated in, a
dynall1ic setting, and rlur thc resl1ltingframework allows for a sophisticated
treatment of focl1sing opeL1tors. In parricl11ar, we have seen that we can
distingl1ish hetween prcsuppositional content anel assertiona] ~ontent, and that
we can deal with discourse 111arkersthat arc introcll1ced widlin the scopc of
such operators.

rnly, l S.only(S)

[onlY]F'(lR.R, AS.only(S)

[onlY]r atez [allj applc]p,
(AR.H, kS.only(S)(A T.[G](T([FD), [E]»)
= (AR.1\(A T.[G](T(lF])), IE]»),AS.only(S)

~even, ~ S.even(S) . .

evcn [onlY]F ateZ[an3 applc]p,

even(ARR(l T.[G](T([F])), [ED), lS.only(S))

= Axla[wg:wg Eonly(l T.IG](T([F])), [E]»)(x)(a) 1\

'rIX E ALTq (oJ1ly)[o~lly(l T.IG](T([F])), [E]»))(x)(a) <I'
X( only( (A T.[G](T(I Fm, [ED))(x)(a)]}
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The first conjl1nct recll1ces to the same fonnula as tbc first conjullct in tllc
preceding derivation: it presnpposes that x are an applc, anel asse'rts dlat Xdidn'r

eat any alternative to an applc. As for dIe second colljuncr, we havc to know

what the possib]e alternatives to only are. In Krifka ([ 992a) I suggested that the

only alternative to only is thc mcaning of the focusing (~per;ltor also. One piece

, I thank rwn anol1Yl11ollS rC'viewers for
helpfl1l COl11111elltSand criticisl11. Thc

paper is a slIhstantially reviscd version of;)

talk I gave at tbc Fourtl1 Symposium on
Logic ami Langllagc, Budapcst, 1992. A
preliminary version was Pllhlishcd in the
proccedillgs of this collfcrence, Krirka

IZcceivcel: '.~.I 2.<)2

IZcvisccl version rcccivccl: 25.°5.93

NOTES

(1993). I thallk tbc organizers allel partici-

pants of this colJfcrcnce for the opportun-
iry to ptesent this paper allel discl1sS its
Issues.

2 This analysis was soggested to IllC by
Arnil11 von Stcchow.

J There is one interesting difference



between German and English: Contrary to

English, focus on negative terms is possible
in German:

(I) a. Nur kein Mädchen hat geweint.
[only no girl cried]

, 'Everybody who is not a girl cried
bur 110girl cried.'

a. Wir haben nur keine Giraffen

gesehen.

[we have only no giraffes seen]

'We saw everything exeept giraffes.'

This difference is duc to ehe fact that ehe

German negative quantifier has to be
deeomposed into a negation part and an

indefinite part (cf. also Jacobs 1983). This

was shown by Jaeobs (1980) wich examples
like ehe following:

(2) Jeder Arzt fähn kein Auto.
[every doetor drives no earl

One reading: 'Not every doetor drives a
car.'

If keill (e) has to bedeeomposedin this
fashion, ehen ehe above examples would
obtain ehe following interpretations:

(3) a. ... nur [Mädehen]p NEG geweint
hat.

[. . . only girls didn't ery.]
a. ... wir nur NEG [Giraffen]pgesehen

haben.

[. .. we only didn't see [(any)
giraffes ]p.]

4 The present analysis differs from ehe one

given in Krifka (1993), where I assumed

dut it is presupposed throughout ehe input

state that g4 is defilled and refers to gl'S
bike. A problem with that analysis is that it
eannot handle quantified senten ces as the

foilowing OHr, as ehe dicOllrse marker 4
eannot be fixed to a particular objeet:.

Every boYt who likes hisJ,4 bike keeps it4
clean.

Nonn phrases like his bike are analyzecl as

'weakly fdmiliar' in ehe terminology of
Condoravdi (1992). That is, although their
index is not prescHt in the input state yet,

their deseriptive content is presnpposed.

5 This differs from the treatment in Beaver

(1992), for whom [~](a) would be
undeflned in such a rase. Consequently,
Beaver has to employ a se111antic meta-

language that allows for truth-value gaps.
This complication is unnecessary, I think.
As ehe empty information state does not

serve any essential function, we might
make use of it to express presupposition
failure.

6 This analysis of negation cliffers from ehe

one given in Heim (1983a) allel Beaver

(1992). According to their analysis, a

negated sentence -.~ restrins an input
state a to chose world-assiglllJ1elJt pairs
whose assign111ents cannot be extendecl to
satisfy ~:

[-'~](J) = a {WfEa:3g ~ ~wg E
[ ~]( a) IJ

problems in quantificational cases, as
indicated in note 4.

8 This treatment of foei eontaining ana-

pharic elements differs from the one given
in Krifka (1992b), where I assume that ehe
alternatives direetly refer to ehe partners,
and as chose entities differ für di fferent

gentlemen under eonsideration, rhe set of
alternatives is depenclent on inpm assign-

Nlantred l\.Tltka 29~~

ments. Thc prescHt treatment, where ehe ~
alternatives are something like Skolem

functions (for each gentleman x; eher give ~
x's left partner and x's fight partner), allows
l1Sto give eonsielerably simplified semantic
mies für ol1ly.

9 But see Jacobs (1983), who points out
problemswichananalysisof efJell in terms
of probability.
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