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Chapter 1

Introduction

Turn-taking is an important feature of human conversations (Enfield and Levinson, 2006,

Sacks et al., 1974). In such natural conversations, it is usually performed smoothly with

only few gaps or overlaps between one turn of speaker A and the following turn of speaker

B. Yet, up to now turn-taking is not very well understood in terms of the cues actually

used to manage it (Magyari et al., 2014). Also, which combinations of available cues

lead to the solid success that can be observed and which cues are even mandatory is still

subject to research. Besides lexicosyntactic information (i.e., semantics and syntax) and

visual information (i.e., body movements and gaze), another factor that is embedded

in natural utterances is in suprasegmental information (i.e, tone and prosody). Studies

conducted by De Ruiter et al. (2006) and Magyari and de Ruiter (2012) show that

lexicosyntactic information is not only necessary to manage smooth turn-taking but

might even be sufficient to do so.

However, the role of suprasegmental information cannot be cast aside. In natural hu-

man conversations, repairs, restarts, ungrammatical utterances and ellipses can often be

found. Yet, such sentences seem not to affect turn-taking tremendously. Furthermore,

lexicosyntactic information is not as informative in some languages as it appears to be

in Dutch, the language that was examined by De Ruiter et al. (2006). Frequent cases

in Japanese, for example, show that prosodic features are mandatory to distinguish turn

endings from turn-internal utterances, as ambiguity is very common and even syntactic

completion points are often disregarded for turn-taking if there are no so called terminal

items that mark a sentence end without ambiguity (Tanaka, 2004). Syntactic completion

1



Chapter 1. Introduction 2

points describe a point in speech, which completes a syntactic structure. An example

for ambiguity in Japanese and its disambiguation by a terminal item can be seen in the

following sentence: 凝視したあと帰ったよ。 Gyoushi shita ato kaetta yo. ([Someone]

went home after he stared at me.) The sentence could already end after Gyoushi shita

with the meaning [Someone] stared at me.. The yo as a terminal item unambiguously

marks a sentence end. Without the yo it would be possible to continue the sentence for

example with a noun like 人 (hito) meaning person which would render the sentence so

far as a mere description of that person (The person, who stared at me and went home

afterwards.) Also, even if lexicosyntactic information, especially syntactic completeness,

was the most useful turn-yielding cue, it could still be only one important cue contribut-

ing to complex turn-taking cues as introduced by Duncan (1972). Duncan’s findings for

English, which were also extended and supported by Gravano and Hirschberg (2011),

suggest an additive effect of different turn-taking cues, when they appear in combina-

tion. In other words, the more turn-taking cues are presented, the more likely it is

that a smooth turn-taking takes place. Therefore, prosodic turn-taking cues might still

contribute to smooth turn-taking.

Findings from Tanaka (2004) suggest that some prosodic cues that are found in Japanese

partially correspond to those found by Duncan (1972) and Gravano and Hirschberg

(2011). Further, a comparison of English and German intonation by Grabe (1998) re-

veals very similar contours in both languages in identical context. Considering these

similarities across these three languages, the question arises whether prosodic contours

utilized as turn-holding and respectively turn-yielding cues are universal across different

languages or at least are more similar in more closely related languages. This would

mean, that listeners should be able to anticipate turn-ends equally well no matter which

of the three languages prosodies they are presented with. In this thesis, I present results

from the empirical examination of this question.
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1.1 Overview

Chapter 2 Background provides background information that is important for this thesis.

This mainly includes differences and similarities between the three languages compared

in this thesis. Following that, Chapter 3 Related Works focuses on previous studies on

which this thesis is build or such studies that are closely related to the topic of this

thesis. In Chapter 4 Experimental Setup, I provide information on the corpus that was

used for the experiment and how it was created as well as information on the experiment

itself. The analysis of the results of the experiment are then presented in Chapter 5

Statistical Analysis. This includes the approaches for outlier-removal and a description

of the statistical models in addition to how they were created. Concluding this thesis,

Chapter 6 Discussion contains the interpretation of the results of the analysis and a

summary of the results of this thesis. Following the conclusion, the complete set of items

used in the thesis is found in the Appendix followed by the Bibliography.



Chapter 2

Background

This chapter provides basic information and background knowledge needed to follow this

thesis. This includes relevant differences and similarities of the three languages German,

English and Japanese as well as a definition and description of Speech Rate (SR) and

Articulation Rate (AR) as they are used throughout this thesis.

2.1 Languages

This section provides information on the three languages used in the experiment. I

point out the similarities and differences between the three in terms of properties that

are important for this thesis. This includes the language families in order to point out

relatedness between the languages, as it is possible that languages that developed from

the same family share more similarity also in terms of prosody than unrelated languages.

Further, sentence structures of the three languages will be explained as the verb position

might influence prosodic contours. Additionally, the accent type and underlying prosodic

contours are explained as both have direct influence on the actual prosodic features of

utterances in the languages. Also the presence or absence of noun and object in the three

languages in natural verbal interaction is explained as the absence of either increases

lexicosyntactic ambiguity which might lead to a more necessary and precise prosody in

order to disambiguate the ambiguous lexicosyntactic information. Following a similar

reasoning, additionally verb conjugation will be explained for the three languages. As

adjectival modifications with their disambiguating and descriptive character might in

4



Chapter 2. Background 5

cases follow special intonation patterns as they are usually utilized for precision and

distinction, the position of the adjective might influence intonational patterns. Therefore,

a description of the adjectives in each language was also included.

2.1.1 English

English is part of the Germanic language family. The grammar of modern English is

resulting from a gradual change of a typical Indo-European dependent marking pattern

with relatively free word order with little inflection and a rich inflectional morphology.

The typical Germanic verb-second (V2) word order moved to an almost exclusive Subject

Verb Object (SVO) word order (Van der Auwera and König, 1994). The intonational

contour is partially driven by the stress accent nature of the language. A rule of English

hereby states that a word can only have one stress and only vowels can be stressed

(Chomsky and Halle, 1968). Further, intention can also alter the sentence intonation

with a stress put on a word to make it more prominent. In English, subject and object

are essential parts of a sentence and can rarely be omitted. Although subject omitting

ellipses can be found in English (Nariyama, 2004), they are not considered standard

sentence structure. The same holds for object omission. Yet, these cases seem to be

restricted to answer ellipses, where redundant information that appeared in the question

is elided, and stripping, which is limited to occurring in coordinate structures. Here,

a word or phrase that was already present in the first sentence is omitted from the

coordinated clause. The verb in English is conjugated. English hereby has forms for

three singular persons and one plural person. In English, the adjective is used as a pre-

modification, that means adjectives, or adjectival phrases appear in front of the noun

they modify.

2.1.2 German

German as well is a Germanic language. The word order is more free than in English.

For example in main clauses is a V2 verb order with SVO being the most common. Yet,

an Object Verb Subject order is as well possible, as in the sentence Den Mann sieht die

Frau., which translates to The woman sees the man. This richness is provided by the

grammatical cases that are visible in a word’s inflection. German subordinate clauses on

the other hand, are of the order Subject Object Verb (SOV). Also in other constructions,
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the meaning carrying verb is in the last position. For example in constructions includ-

ing auxiliary verbs, the finite auxiliary verb is in the V2 position whereas the meaning

carrying verb is put to the end of the sentence in its infinite form. The following sen-

tence provides an example for this Der Mann hat mir das Buch gegeben.. The sentence

translates into The man has given me the book. The meaning of the sentence, in this

case which action has been performed on the book, is first revealed on the end of the

sentence. Similar can be seen for modal verbs. Another phenomenon of German verb

grammar led Bierwisch (1963) to believe that German originally was a SOV language.

The phenomenon that he named as evidence are the separable verbs. Even in the main

clause structure in German, a remnant of the separable verb is found in the very end of

the sentence. For example the sentence He bags the bananas. can be translated as Er

tütet die Bananen ein. The verb in its infinitive form is eintüten (to bag) and in fact

appears in this form when auxiliary or modal verbs are included in the sentence, as in

Er hat die Bananen eingetütet. (He bagged the bananas). Further, tüten alone is not a

verb in German. Bierwisch (1963) therefore believed that the sentence final position is

in fact the original position of the verb. In the scope of this thesis, German has a mixed

word order of SVO and SOV sentence structure. The remaining properties that were ad-

ditionally named for English are very similar to English properties. German as well has

a stress accent that drives sentence intonation to some extent together with intention.

Also subject and object omission follows similar rules as in English. In German verbs are

also conjugated, yet, the grammar is richer. German has three persons each for singular

and plural making it the richest of the three languages regarded in this thesis. Finally,

adjectives in German are as well pre-modifying.

2.1.3 Japanese

Different from German and English, Japanese forms its own language family Japonic. It

thereby is counted as an isolated language. The word order in Japanese is SOV, making

it a strictly Verb-final language. Also Different from German and English, Japanese is

usually not considered to be based on syllables, but rather on morae. The writing system

in Japanese is closely related to this sound system, where one Kana1 is usually describing

one mora. One mora in Japanese consists of one or zero consonant sounds combined with
1A Kana describes one Japanese character of the basic writing systems Hiragana and Katakana.
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exactly one vocal2. In order to calculate SR and AR, it was necessary to translate this

mora-based system to a syllable-based system. Table 2.1 summarizes the changes made

for this calculation.

TYPE% APPERANCE% Notation% Mora%
count%

Syllable%
count%

Syllable8final%
Moraic%Nasal% Mora%+%
%(“n”)%

Usually%
described%
with%“n”%

2% 1%

Long%Vocal%

Mora%ending%on%“a”%sound%+%�%(“a”)%

Usually%
described%
with%“aa”%
or%“â”%

2% 1%

Mora%ending%on%“i”%sound%+%�%(“i”)%

Usually%
described%
with%“ii”%or%

“î”%

2% 1%

Mora%ending%on%“u”%sound%+%�%(“u”)%

Usually%
described%
with%“uu”%
or%“û”%

2% 1%

Mora%ending%on%“e”%sound%+%�%(“e”)%

Usually%
described%
with%“ee”%
or%“ê”%

2% 1%

Mora%ending%on%“o”%sound%+%�%(“o”)%or%
�%(“u”)%

Usually%
described%
with%“oo”/%
“ou”%or%“ô”%

2% 1%

Diphthong*%

Mora%ending%“e”%sound%+%�%(“i”)%
Usually%
described%
with%“ei”%

2% 1%

Mora%ending%“a”%sound%+%�%(“i”)%
Usually%
described%
with%“ai”%

2% 1%

Sutegana**%�%(“ya”),%�%(“yu”),%	(“yo”)%

Usually%
described%
with%“ya”,%
“yu”,%“yo”%

1% 1%

Gemination% Mora%preceded%by%�%%

Usually%
described%
with%

doubling%
of%the%

following%
consonant%

1% 1%

*Pronunciation%rules%suggest%that%there%are%no%diphthongs%in%Japanese%(besides%given%by%
the%sutegana**%“ya”,%“yu”,%“yo”),%yet%the%pronunciation%in%the%described%cases%is%usually%at%

least%similar%to%the%“Long%Vocals”%
**%Sutegana%are%small%Kana%used%for%“diphthongs”%

%

Table 2.1: Transformations of morae to syllables done to calculate SR and AR.

Word accentuation in Japanese is strictly defined. Alternations of stress succession alone

can change a word’s meaning. For example, the word はし (hashi) can either mean

"bridge" or "chopsticks". If the first mora は (ha) is low, followed by a accentuated し

(shi), the word means bridge, whereas the reversed intonation pattern means chopsticks.

This sometimes falsely leads to a classification of Japanese as a tonal language. Yet, the

limited use of tone in Japanese rather classifies it as a pitch accent language3 (Selkirk,
2An exception is formed by the syllable-final moraic nasal ん, which only consists of a consonant

sound
3It is to be noted that the term pitch accent language might not be coherently defined (Hyman, 2006)
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2009). Also the intonation pattern of a sentence in Japanese is following strict rules in

polite standard Japanese. The first and second mora of a word must be of different level.

If the first mora is high (H) the second mora has to be low (L) and vice versa. Thereby

for the first two mora only two intonation patterns are possible: H-L and L-H. Further,

the sentence intonation follows a downstep pattern. In other words, once the intonation

stepped down, it can not rise again. Consequentially, this leads to different interpretation

for high and low if appearing internally. High means that the level of the intonation is

held, whereas low means a stepdown (Yamashita, 2004). Yet, these strict intonational

patterns are not necessarily present in dialects. Many dialects in Japanese, such as

the dialect spoken in the Kansai region, follow their own intonational rules (Yamashita,

2004). See Figure 2.1 for an example of an intonational contour of the same sentence in

standard Japanese with strict intonational contour and the same sentence with Kansai

dialect contour.

Figure 2.1: The upper contour shows the intonational structure of the sentence Kare
ha jazu wo kiku to iimashita. (He said he was listening to Jazz music.) in standard
Japanese with strict intonational contour. The contour below that shows the intona-
tional contour of the same sentence in the Kansai dialect. The contour on the bottom

shows the Type I accent region for each word. (in Yamashita (2004))

Additionally, the strictness is also reduced in standard non-formal Japanese (Venditti

et al., 2008). In spoken Japanese, stress can be added to the intonation pattern to mark

prominence and include intention similar to the way it is done in German and English.

This difference to the standard formal Japanese intonation can also be seen in question
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intonation. In a standard formal question, the intonation would not rise towards the end

of the question, which is usually a strong question marker in different languages. In an

informal question however, a rising intonation towards the end is usually found. This is

often even necessary to distinguish a question from a statement. The following example

will explain this further. The sentence ケーキを食べた (keeki wo tabeta) could either

mean I ate cake. or Did you eat cake? only dependent on the sentence final intonation.

Here, a rising intonation towards to end indicates the question character of the sentence,

whereas a falling intonation indicates a statement.

Another important point for Japanese is that the language use is highly context sensitive.

If inferable from the context, the subject and even the object can be dropped from a

sentence. This can be especially ambiguous, as Japanese verbs are not conjugated. For

example, given the context sentenceケーキを食べますか (keeki wo tabemasu ka), which

can be translated to Are you eating your cake? 4 the answer食べます (tabemasu) mearly

translating to eat is fully sufficient. In German and English the sentence would still need

subject and object (Ich esse ihn. and I eat it. respectively). This increased number

of ellipses compared to the other two languages is very characteristic for Japanese. For

the creation of the corpus5 used in the experiment to this thesis, I chose to keep initial

subjects as the turns were presented to the participants without context6. If a subject

was repeated in the same turn, it was omitted after its first use. This was done because

an overuse of subjects would render the translations as unnatural and the meaning of

a sentence could slightly shift, as a naming of the subject, even if unnecessary, would

draw the focus on this subject. For example. ケーキを食べます (keeki wo tabemasu)

could simply mean I eat cake. whereas 私はケーキを食べます (watashi ha keeki wo

tabemasu) would put stress on私 (watashi) I, leading to an interpretation like If you ask

about me, I eat cake. As the two other languages, the use of adjectives in Japanese is

pre-modifying.

4Note that the question still is highly ambiguous. The lack of the subject in a natural way of asking
the question still needs inference to who the person the question is referring to is. Therefore the question
could also mean Is he eating his cake?, etc. Additionally the presence of the cake is also mandatory to
receive this translation. An alternative translation could also be Are you eating cake?

5See Chapter 4, Section 4.1.1 "Corpus creation" for a complete description of the corpus.
6See Chapter 4, Section 4.2 "Experiment" for a full description of the experiment.
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2.1.4 Comparison

This section summarizes the differences and similarities between the three languages

used in this thesis. Table 2.2 shows a summary of the properties named in the preceding

sections.

! ENGLISH! GERMAN! JAPANESE!
Language!Family! Indo:European!/!Germanic! Isolated!

Sentence!
Structure!

SVO! SOV!

Accent!Type! Stress! Pitch*!

Sentence!conture! Stress!and!intention!related! Downstep**!

Subject! Present! Omitted***!

Object! Present! Omittable***!

Verb! Conjugation! One!form!

Adjective!Type! Pre:modification!

! *Sometimes!considered!tonal!
**!in!standard!polite!Japanese.!Spoken!normal!polite!language!and!dialects!differ!

***!If!inferable!from!context!
!

Table 2.2: Properties of the three regarded languages.

For the language family, two groups form. German and English are both Germanic.

The other group consists of the isolated language Japanese only. In terms of sentence

structure, German with its mixed word order of SVO and SOV sentence structure serves

as a bridge between the strictly SVO structured English and the strictly SOV structured

Japanese. As all three languages use pre-modifying adjectives, intonation patterns due

to adjectives are unlikely to differ across the three languages. For the remaining factors,

again German and English are forming a group against Japanese. Yet, the intonational

sentence contour shares some similarities in the non-formal use of Japanese. Given these

properties, it is reasonable to assume that the two mainly overlapping languages German

and English also express more similar overall prosodic contours than any of the two

compared to Japanese. Yet, the ability of German to form both sentence structure types

SVO and SOV might lead to a stronger closeness of prosodic contours to Japanese than

between English and Japanese. In other words, it might be possible that the prosody of

German SOV type sentences shows a closer similarity to Japanese prosody whereas the

prosody of German SVO type sentence might show a closer similarity to English prosody.
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2.2 Speech Rate and Articulation Rate

Speech Rate (SR) and Articulation Rate (AR) are both measurements of the fastness

of an articulation as perceived by listeners. They are closely related, yet contain slight

differences.

2.2.1 Speech Rate

SR is a measure of the number of speech units of a given type produced within a given

amount of time. A common measurement is syllables per second, which is also used

within this thesis. SR differs to some extent between speakers and also within a speaker

depending on the emotional state (Arnfield et al., 1995). It also differs across languages

(Roach, 1998). SR contains not only actual speech, but also pauses and hesitations

within the time from the start of the speech till the actual end.

2.2.2 Articulation Rate

AR mostly describes the same information as also provided by SR but with a crucial

difference. Different from SR, pauses are not included in the computation. Therefore,

before the computation of AR, pauses within the speech have to be detected and their

length determined. The complete length of all pauses within the speech is then subtracted

from the total speech time before it is divided by the number of syllables within the speech

to determine the actual AR.



Chapter 3

Related Work

Sacks (1995) names two important principles of conversation. One being that only one

speaker talks at a time and the second one being that the space between the end of one

speakers turn and the beginning of the following speaker’s turn should be very short. In

summary, these two principles mean that there should neither be gaps nor overlaps in a

well-formed conversation. If in fact such overlaps or gaps do occur in a conversation, they

are often perceived as an intentional speech act. For example, a longer overlap can mean

that both speakers want to gain the right to speak and to some extent try to force the

other speaker into the listener role. Conversely, a longer gap can often be interpreted as

either denial of the speaker role by any participant or even as a meaningful signal to show

that, for example, one does not know the answer to a preceding question. For the very

reason that such a divergence from the optimal no gap/no overlap situation can lead to

such interpretations, it is argued that smooth transitions are the norm in conversation.

The fact that this is usually the case leads to the question how the next speaker is able to

find the exact point in time to start his/her utterance. It is not possible for this speaker

to simply wait for the preceding turn to end. The production of words and utterances

takes at least 600 ms to reach a point where an utterance can be started, as shown in

various experimental studies (Indefrey and Levelt, 2004, Jescheniak et al., 2003, Schnur

et al., 2006). Therefore, in order to achieve a smooth turn-taking, there has to be a way

to predict the upcoming end of a turn at least 600 ms before it actually comes up. Such

predictions seem to be done using certain cues offered by the current speaker. Various

possible cues have been found and researched, yet it is still an open question which of

the cues or which combinations of them lead to the highest success rate (Magyari et al.,

12
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2014). Such cues could for example be prosody, eye-gaze in face-to-face conversations

or lexicosyntactic information that enables listeners to find upcoming completion points,

which might be used as Transition Relevant Places (TRPs) (Ford and Thompson, 1996).

Such TRPs describe the end of a Turn Construction Unit (TCU) and thereby mark the

point at which a speaker change can appear. If no speaker change appears at a TRP the

same speaker can continue with another TCU again ending with a TRP.

3.1 How Smooth is Smooth Turn-taking?

Weilhammer and Rabold (2003) show that the understanding of smooth turn-taking has

to be taken relatively. In their analysis of turn transitions of spontaneous face-to-face

conversations in American English, German and Japanese, they found that slight pauses

and overlaps are actually normally distributed. Even though such pauses and overlaps

exist, turn transitions that include such can still be considered smooth as long as those

gaps and overlaps are not perceptible. Even though it is not clear exactly how long a gap

or overlap can be while still being imperceptible, Walker and Trimboli (1984) found that

untrained transcribers show a threshold of about 200 ms for detecting between-speaker

gaps. In Weilhammer and Rabold (2003) the average length of gaps was 380 ms and

Wilson and Wilson (2005) found only 30% of the gaps between speakers’ turns being

shorter than 200 ms and 70% being shorter than 500 ms. Both findings still show a

tendency for gaps to be shorter than the 600 ms needed for the articular system to be

ready for an utterance, which shows that prediction of upcoming turn-ends is needed

nonetheless.

3.2 Complex Turn-taking Cues

With the gaps between two consecutive speakers turns being longer than 200 ms Duncan’s

theory of turn-taking being based on behavioral cues close to the end of previous turns

might still be viable. Duncan (1972) describes six behavioral cues. (1) Any phrase-

final intonation other than a sustained, intermediate pitch level; (2) A drawl on the

final syllable of a terminal clause; (3) The termination of any hand gesticulation; (4) A

stereotyped expression like you know ; (5) A drop in pitch and/or loudness in conjunction

with such a stereotyped expression; (6) The completion of a grammatical clause.
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An analysis of his data revealed a linear correlation between the number of these turn-

taking cues and the number of turn-taking attempts. Utilizing more of the available

signals seems to have an additive effect. However, it has to be taken into account that

turn-taking is still successfully managed, even if interlocutors cannot see each other (e.g.

in phone calls). Therefore, the list of turn-taking cues as described by Duncan (1972) does

not necessarily have to be complete or fully mandatory in all possible scenarios. Additions

for behavioral cues where for example made by Clark and Tree (2002). They proposed

that repeats, repairs and prolonged syllables are cues that are intentionally utilized by

speakers to express internal processes, such as preparing or rethinking an answer, and

might serve as turn-holding cues. Wightman et al. (1992) further back this view with

their finding that prosodic variation, such as intonation and segmental lengthening, seems

to mark various segment boundaries in speech. Additionally, Shriberg (1994) found that

hesitations are likely to appear preceding longer utterances and Watanabe et al. (2008)

found that listeners see speaker hesitations further as predictors of upcoming words of

high complexity. Even though Duncan’s work has been criticized for the lack of formality

and objectivity (Beattie, 1981, Cutler and Pearson, 1986), it was the first to introduce

the existence of complex turn-yielding cues that consist of more than one turn-yielding

signal. Thereby, his work formed a basis for various following research projects.

3.3 Intonation as Part of Complex Turn-taking Cues

Ford and Thompson (1996) examined the relation of grammatical completion defined by

syntactic completion points and intonation in English. In their study intonation is en-

coded binary as either being final, independent of rising of falling intonation and non-final

pitch contours. They identify a final intonation contour together with a syntactic com-

pletion as an important turn-yielding cue. However, they found a tendency of syntactic

completion to be more prominent than intonation. Whereas 98.8% of the intonationally

complete utterances are also syntactically complete, only 53.6% of the syntactically com-

plete utterances are also intonationally complete in the boundaries of their interpretation

of intonational completeness. This shows that it is highly unlikely to find cases in which

intonational completeness can be found without syntactic completeness. Wennerstrom

and Siegel (2003) extend Ford and Thompson’s work with more precise definitions of fi-

nal intonations. Using a predecessor of the ToBI transcription framework (Beckman and
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Hirschberg, 1994, Pitrelli et al., 1994), they identify six final intonation patterns: high

rise (H–H% in the ToBI system), low (L–L%), plateau (H–L%), low rise (L–H%), partial

fall (also L–L%) and no boundary. Especially high rise and low are expressing strong

turn-yielding cues with 67% and 40% respectively of their occurrences appearing together

with speaker changes in Wennerstrom and Siegel (2003) interpretation. The remaining

four patterns were more likely to appear in the context of turn holds. An analysis of the

interaction between intonation and syntactic completion showed similar results to those

found by Ford and Thompson (1996). Findings from De Ruiter et al. (2006) make an

even stronger claim, with their suggestion that for a smooth turn-taking lexicosyntactic

information alone might be sufficient but is at least mandatory. In their study on Dutch,

they created five conditions for 108 turns by processing them with Praat. The first con-

dition was a NATURAL version, which was the original recorded turn. A NO-PITCH

version was created by flattening the pitch (F0) contour using PSOLA resynthesis with

the mean pitch value of the original fragment, creating a pitch contour that was com-

pletely horizontal. A NO-WORDS version was created by applying a low-pass filter to

the original fragment at 500 Hz. In this version lexicosyntactic information was made

uninformative, but the original pitch contour was preserved and thereby still accessible.

A NO-PITCH-NO-WORDS version was created with a combination of the two before

named approaches. Thereby, neither lexicosyntactic information, nor pitch contour was

intelligible, yet rhythm was contained. A NO-PITCH-NO-WORDS-NO-RHYTHM ver-

sion, also referred to as NOISE version, merely contained constant noise with the same

length and frequency spectrum as the original turn. This version served as a baseline,

to test for any influence of short pauses and the amplitude-envelope information that

was still contained in the NO-PITCH-NO-WORDS version. They found that listeners’

accuracy in predicting an upcoming turn-end was not significantly impaired when the

intonational contour was removed. However, when lexicosyntactic information was made

uninformative, the existence of pitch was leading to a significantly higher accuracy in

predicting upcoming turn ends compared to the NO-PITCH-NO-WORDS and NOISE

conditions. Additionally, the absence of rhythm in the NOISE condition was leading to

a significantly lower accuracy than any other condition (see Figure 3.1 for comparison).

A study by Gambi et al. (2015) was able to reproduce those findings for German.

These findings, even though outlining the prominence of lexicosyntactic cues, still suggest

that prosody, in terms of pitch as well as rhythm, is still used at least in situations where
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Figure 3.1: Average BIAS of responses per condition. * indicates statistical signifi-
cance at the 0.05 level. (in De Ruiter et al. (2006))

lexicosyntactic information is uninformative.

3.3.1 Importance of Prosody for Turn-taking

Additionally, merely relying on lexicosyntactic information cannot account for uninter-

rupted turns in cases where one TCU is followed by another TCU of the same speaker or is

extended beyond syntactic completion points. Couper-Kuhlen and Ono (2007) describe

five types of TCU continuation found in English, German and Japanese. Especially,

the Non-add-on continuation, which is mainly found in German and Japanese, seems to

highly rely on intonation. The Non-add-on continuation describes a continuation after

a TCU that is highly marked for syntactic closure, but shows no prosodic break in the

transition from the TCU to the continuation. Syntactic closure is reached when an ut-

terance could be interpreted as syntactically complete independent from intonation or

pauses. An example for such a Non-add-on continuation is found in Auer (1996). „könn

ma nomal zusamm sprechn morgn“ (we can talk about that again tomorrow). After

„sprechn“ (talk) syntactic completion is actually reached, but the TCU is extended with

„morgn“ (tomorrow), without any prosodic break. An example for Japanese is found in

Couper-Kuhlen and Ono (2007). „kaku koto ga tanoshi n da yo yappari“ (Writing is fun,

after all). Here as well, syntactic completion is already reached at „yo“ (an sentence end

marker) but the TCU is extended by „yappari“ (after all) without any prosodic break.

Additionally, even if rare, such continuations can also be found in English. „Cyd rang
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this evening Cyd Arnold“. Syntactic completion is reached after „evening“, but the TCU

is extended by „Cyd Arnold“, without any prosodic break. This finding suggests that for

each of the three languages I aim to compare syntactic completion alone cannot account

for all TRPs of the languages to at least some extent and, further, that prosody seems

to play a role in such cases. Gravano and Hirschberg (2011) further investigated differ-

ent turn-taking cues in natural conversations. These cues contained a larger variety of

acoustic, prosodic and lexicosyntactic cues compared to previous studies and also was

conducted on a larger corpus to attain statistically robust results. They found seven cues

that are more frequently appearing before smooth transitions compared to turn holds.

These cues are (1) a falling or high-rising intonation at the end of a TCU, (2) a reduced

lengthening of words at the end of TCUs, (3) a lower intensity level, (4) a lower pitch

level, (5) a point of syntactical completion, (6) a higher value of the voice quality features

jitter1, shimmer2 and NHR3 and (7) an overall longer TCU duration. Out of these seven

cues, five can be considered part of prosody alternation. All seven cues are predictors

for upcoming turn transitions with a linear relationship. In other word, the more of

these cues are present, the more likely it is for a smooth turn transition to occur. Even

though these cues somewhat differ from those introduced by Duncan (1972), the findings

support his account of complex turn-taking cues. In summary, all findings can to some

extent be linked together. Duncan’s account of complex behavioral turn-taking cues is

not necessarily refuted by De Ruiter et al. (2006) findings. Even though lexicosyntactic

cues have been shown to be very salient and helpful in turn-taking, they might just be

the most helpful, but not sole cue used. This would explain turn-taking behavior in cases

of continuations beyond syntactic completion as described by Couper-Kuhlen and Ono

(2007). Further, the nature of the tasks in De Ruiter et al. (2006) and Gambi et al.

(2015) has to be taken into account. Participants were not provided with a complete

context or the intention of the utterances and therefore could not know if a turn was

contextually complete or not. The lack of context does not allow for predictions about

the content of the turn participants were listening to. The lack of information about

the intention of the utterance might push the usefulness of prosodic cues further into

the background as certain prosodic contours and speech behavior that are connected to

intention are as well no longer predictable. Thereby, the mostly reliable lexicosyntactic

information might be at an advantage.
1Fluctuations in pitch
2Fluctuations in amplitude
3Noise-to-Harmonics Ratio



Chapter 3. Related Works 18

Additionally, participants were only predicting turn ends and did not have to actually

respond to the sentences verbally. This might be an explanation for the overall negative

divergence relative to the actual turn end found by De Ruiter et al. (2006) and Gambi

et al. (2015). The time needed for motor response to an auditory stimulus that was asked

from the participants is very different from the time needed to prepare and produce an

articulatory response as shown by Indefrey and Levelt (2004), Jescheniak et al. (2003)

and Schnur et al. (2006). Motor responses are with an average of 360 ms (Ng and Chan,

2012) shorter than the 600 ms needed to react vocally. Therefore, if in fact early cues

in the speakers’ utterances trigger the preparation for turn-taking, the lower reaction

time needed for motor responses might explain why the bias is overall more negative

than 0 ms in the findings of De Ruiter et al. (2006) and Gambi et al. (2015) instead

of slightly longer as predicted by Walker and Trimboli (1984), Weilhammer and Rabold

(2003) and Wilson and Wilson (2005). Thereby, even a negative bias in experiments

asking for motor responses is not necessarily incompatible with the natural distribution

of inter-turn intervals.

3.3.2 Japanese Example for the Importance of Prosody

The importance of turn-taking cues besides those provided by lexicosyntactic information

can be shown on the example of Japanese. In Japanese, lexicosyntactic information alone

does not provide as much information as it does in English. The sentence structure in

Japanese is Subject, Object, Verb (SOV). With the verb coming in the last position, an

important part of information cannot be integrated until the end of a sentence. Therefore,

predictions of possible upcoming sentence structures that usually can be inferred from

verbs in languages in which the verb comes early in a sentence cannot be made. Also,

considering that the lexicosyntactic cue comes very late, it might not be possible to use

it efficiently to manage turn-taking (although there is some indication that predicitons

in Japanese can be based on pre-verbial complements and case marking (Kamide et al.

(2003), Exp. 3)). Further, interrogative and declarative sentence are usually of the very

same form and only differ in the last word of a sentence. For example, the sentence

“(watashi ha) keeki ga suki desu” (I love/like cake) is the declarative form. Just by

adding the question particle “ka” to the end of the sentence it turns into an interrogative

sentence. The same can be seen in a more informal way of saying the same sentence:

“keeki ga suki da” vs. “keeki ga suki ka”. In the declarative form the copula da is added
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without a question particle whereas in the interrogative form only the question particle is

added. Such particles and copula amongst others (e.g. final suffixes, nominalizers, final

particles) are therefore often referred to as utterance-final objects (Tanaka, 2004) as part

of a turn-final grammatical design (Tanaka, 2000). Another factor is also displayed in

the above-mentioned example. The subject of a sentence (in the example watashi ha –

I am) is optional in Japanese sentences. It is only explicitly added to the sentence if it

is not understandable from the context alone (Nariyama, 2003). In other words, as verb

suffixes in Japanese do not reflect person or number, lexicosyntactic information alone

could not provide sufficient information to understand the heard sentence. The final

factor I want to mention that shows that lexicosyntactic information is not sufficient

to detect an upcoming end of a turn is the form of relative clauses. The sentence “I

thought you were already going home” in English shows in an early state of the sentence

that a complement clause is coming up. In Japanese the same sentence would give that

information only after the relative clause: “Mou kaeru to omoimashita”. The particle

“to” before the final verb “omoimashita” (thought) is the indicator for the preceding

complement clause. If everything before the “to” was to be uttered alone, the semantic

content would dramatically change into “I’m already going home”. In the English sentence

syntactic completion is only reached at the end of the whole utterance whereas the

Japanese sentence consists of two syntactic completion points, one before “to” and one

at the end of the utterance. Therefore, if only lexicosyntactic information was used

for turn-taking management, the first completion point in the complement clause would

be deemed misleading. Adding these findings together it is reasonable to say that the

lexicosyntactic cue in English contains much more information on different levels than

it does in Japanese. As the lexicosyntactic cue alone seems not to suffice to identify

an upcoming end of a turn, Japanese speakers seem to have at least partially created a

different approach, as described by Tanaka (2004). Syntactic completion points are not

taken into account for turn-taking if they are not followed by at least one of the above-

mentioned utterance-final objects. Yet, considering their only very late appearance in the

turn in combination with their usually short form, they are unlikely to be used as reliable

cues for smooth turn-taking management alone. Another point that has to be taken into

consideration is that, although one might argue that especially the verb final structure of

Japanese could be used as a strong cue to predict a turn ending, different aspects lead to

a decrease in the reliability of verbs as a turn-taking cue. Besides the before mentioned

aspect of word order which reveals complement clauses only after a syntactic completion
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point, the verb forms revealing sentence coordination as well only can be integrated very

late. For example, the sentence “After I ate this cake, I’ll go home” reveals very early

the upcoming sentence structure. The same sentence in Japanese would be “Kono keeki

wo tabete kaerimasu”. Only when reaching the verb ending “te” of the verb “tabete”

(eat), the sentence structure, especially the existence of a following subsentence, can

be inferred. If the verb ending instead were, for example, “ta” (past tense marker), an

utterance-final object, the sentence would simply mean “I ate cake”. In other words,

whereas languages such as English usually already very early allow for expectations of

upcoming sentence structures, Japanese reveals such structures only very late on the

verb. Therefore, hearing the onset of a verb does not allow predicting an upcoming turn

end for certain. Only the utterance-final objects could provide a reliable cue. Despite

the lexicosyntactic cues being at least problematic for turn-taking management, Stivers

et al. (2009) showed that turn-taking in Japanese is as precise as it is in English with

a mean offset time for a consecutive turn of 7 ms and 236 ms respectively as displayed

in Figures 3.2 and 3.3. Therefore, other cues have to be utilized in Japanese to achieve

that smooth performance in turn-taking additional to the very late lexicosyntactic cues.

!

Figure 3.2: The distribution of turn transitions for each language examined by Stivers
et al. (2009). All distributions are unimodal with the highest number of transitions
occurring between 0 ms and 200 ms. The percentage of turn transitions is shown on
the y axis, and milliseconds of turn offset are shown on the x axis. (in Stivers et al.

(2009))

Tanaka (2004) found five types of prosodic alternation that appear as complex turn-

yielding cues. (1) The lengthening of the final mora, (2) the lengthening of the penul-

timate mora, (3) a glottal stop at the end of an utterance, which is usually not present
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!

Figure 3.3: The mean time (in ms) of turn transitions for each language (±1 SD) for
each language examined by Stivers et al. (2009). JA displays the results for Japanese

and EN the results for English. (in Stivers et al. (2009))

in Japanese (4) turn compression and (5) partial repeat. The types 1, 3, 4 and 5 addi-

tionally show a falling pitch contour, whereas type 2 shows a rising-falling pitch contour.

Furthermore, types 1 and 2 are accompanied by a resurging loudness and type 5 by a

decaying loudness. Also the speed of the syllables production changes across the five

types compared to utterances that do not contain any of the cues. A summary of the

five complex turn-yielding cues can be found in Table 3.1.

Table 3.1: Types of truncated turns: clusters of prosodic features and their receipt
(in Tanaka (2004)).
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3.3.3 Hints towards the Universality of Prosodic Cues

The findings of Tanaka (2004) for Japanese are partially corresponding to the cues named

by Duncan (1972) and Gravano and Hirschberg (2011) for English, as for example the

lengthening of the final syllable, or the drop in loudness. Further, Selting (1995) de-

scribed similar prosodic patterns for German. A comparison of English and German

intonation by Grabe (1998) revealed that in identical context speakers of the two lan-

guages produce very similar intonation patterns. Yet, there still are differences, as for

example truncated pitch contours in German after falling movements when only little

sonorant material is available, whereas in English compressed contours are found in the

same context. Considering the similarities in pitch contours and other prosodic features,

it seems reasonable to assume the possibility of universal prosodic cues that might con-

tribute to complex turn-taking cues in these languages. Thereby, relatedness of languages

might not be as important for prosodic cues. Yet, the differences that are found still call

for an empirical investigation and might still reveal an effect of relatedness in a more fine

grained level. If indeed the similarities of the prosodic contours of the three languages

are strong enough to lead to universally usable prosodic turn-taking cues, listeners that

are presented with any of the three languages prosodic contours should not treat them

differently and achieve equal precision in turn-end anticipation for all three of them.
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Experimental Setup

In this chapter, I describe the creation of the stimuli and the setup of the experiment

conducted for this thesis. It was created similar to DeRuiter et al. (2006) and Gambi et

al. (2015) as a reaction time experiment in which participants had to anticipate the end

of turns played to them. The main focus hereby lies on the three conditions for which

lexicosyntactic information was made unintelligible and therefore only contained prosodic

information of the three languages. If prosodic turn-taking cues overall are helpful and

important for turn-taking management, the precision with which participants can predict

upcoming turn-ends should be close to zero. Further, if prosodic cues are universal for

all tested languages, the precision in which the participants can predict that the turn-

ends1 should not differ significantly from one another. If however a significant difference

was to be found, a grouping of the languages would reveal the influence of relatedness

of the languages on their prosodic contours. A grouping of German and English with

a signifcant difference to Japanese would indicate the importance of language family,

whereas a grouping of German and Japanese with a significant difference to English

would hint towards the importance of sentence structure. If no grouping of German with

either of the two languages was to be found, this would indicate that prosody is language

specific and independent from any sort of relatedness. To answer these questions, the

reaction time experiment contains four conditions. A full version of German turns are

forming a baseline condition and provide the possibility to compare to previous works.

The remaining three conditions are only containing prosodic information of turns in

German, English and Japanese.
1Precision of turn-end anticipation is measured in bias as described in Section 4.2 Experiment.
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4.1 Preparation

This sections provides information on the creation of the corpus used to extract the stim-

uli for the experiment and the pre-processing of these stimuli to create the experimental

items as well as information on the creation of the lists and the experiment itself.

4.1.1 Corpus Creation

In order to conduct the experiment, I created a new corpus of 96 experimental turns

extracted from recordings of a natural conversation. The recordings were obtained from

two female native German speakers, who knew each other. They were paired up this

way in order to achieve a fluent conversation. On arrival, they were handed a sheet

with different topics to include in their conversation, beginning with short questions

concerning their daily life, such as plans for the future, their first meeting, activities

together, etc. After the short question section they were to perform a map task. In

this task, both participants were handed a map containing various landmarks. One

of the participants had a route drawn into the map that she was to explain to the

other participant in order to retrieve a treasure hidden on the map only visible to the

instructor. Additionally, six differences were included in the map, which were to be

spotted by both participants. The maps handed to the participants can be found in

the Appendix. The final topic on the instruction consisted of two topics for an open

discussion. The participants were allowed to digress from the given topics as much as

they wanted. The only constraint given to the participants was not to use dialect in their

conversation. Both participants were payed with 15 Euros.

The recordings were cut and analyzed with Praat (Boersma and Weenink, 2013). For the

experiment, I chose only turns that did not contain overlaps or pauses longer than 300 ms

but for which turn-taking was successful in the conversation. Out of the 96 experimental

turns extracted, about one third was labeled as Questions, one third as sentences of the

structure SVO and one third as sentences of the structure SOV.

All turns that I used in the experiment were translated from German to English by

two translators and from German to Japanese by two native speakers of Japanese with

profound knowledge of German. The Japanese translation contained informal Japanese

as the original conversation the translations are based on were between two familiar
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speakers. The translations were again checked for naturalness and up-to-dateness (i.e.

whether a native speaker of approximately the same age as the original speakers in

German would utter such a sentence or not.)

The sentences were then rerecorded in each language by female native speakers of sim-

ilar age to the original speakers. I decided to also rerecord the German sentences for

comparability. Each sentence was recorded at least twice and the better version in terms

of similarity in intonation to the original version in German was chosen. For the first

recording, the speakers were instructed to read out the sentence as if they were using it

in an actual conversation without knowing the original turn they were reproducing. This

was done to keep the recordings natural and avoid an "acting" character in the record-

ings. If however the intonation diverged to far from the original intonation, the speakers

were given more precise instructions on the respective turns as for example information

on where the stress should lie. The original turns were chosen in a way so that only few

disfluencies were present. However, even if an original turn contained small disfluencies,

they were not included in the re-recordings. This was done because it is nearly impossi-

ble to translate these disfluencies in the same position or respectively at the same word

with the same character. Yet, repairs in the original turns were translated and kept in

the re-recordings, as in the following example.

German (original) : Nee, ich glaub eher dass de Mark - dass Mark uns einladen würde.

English translation : Nope, I rather think that Mark - that Mark would invite us.

Japanese translation : Mushiro Hiro ga - Hiro ga watashitachi wo yonde kurerun janai.

Also filler sounds were translated and kept as in the following example.

German (original) : Also dann gehst du jetzt - ähm - rechtsrum um die Post. [...]

English translation : Well, then you go - ehm - right, around the post office. [...]

Japanese translation : Sore ja kore kara - ee - yuubinkyoku no tokoro wo migi ni magatte

itte. [...]

The recordings were then again checked for naturalness by native speakers. Turns that

were judged as unnatural in intonation were again rerecorded. All turns in all languages

were then edited with Praat to obtain the versions needed to form the experimental

conditions. This included amplitude normalization for all turns and a following low-pass
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filter at 500Hz was then applied to these turns to produce the no-words conditions. This

step resulted in the creation of four conditions for each item. One condition contained

the full version of the turn in German. The remaining three conditions contained the

no-words version of the turn in German, English and Japanese. A full list of all items

can be found in the Appendix.

4.1.2 List Creation and Counterbalancing

Four lists were created using a latin square within-subjects design. Thereby each partic-

ipant was presented with every item only once but all conditions equally often and each

condition for each turn was equally distributed across the four lists. As this would lead

to an imbalance in the number of full turns and the number of no-word turns in each list

(1:3), 48 filler items were included. These fillers were taken from the Lindenstraße-corpus

and also rerecorded by the same native German speaker that also recorded the experi-

mental turns for German. These turns as well were processed in Praat with amplitude

normalization. The filler turns were only recorded in German and used only in their full

version. Each list further contained ten practice items extracted from the newly recorded

corpus. Half of the practice items were presented in the full German version and the

other half in the no-words German version. Thereby, each list consisted of 96 experi-

mental items and 48 fillers resulting in 144 items plus ten practice items. For the later

analysis, additional information was added to the turns. To include AR as a factor, the

syllables in each item and each language2 were counted manually. An automatic Praat

script to calculate SR and AR failed to cover all syllables, yet, the detection of pauses

and their length was correct. Therefor, the automatically calculated pause number and

length was used to calculate the AR3. Further additional information added to the turns

were turn duration and number of pauses. A pause was marked as such when there was

a turn-internal silence of 300 ms or longer.

2For a definition of a syllable in Japanese, a language that usually is based on mora rather than
syllables, see subjection 2.1.3 "Japanese" in Chapter 2 "Background".

3For analysis and further description see 5.1.2 "Articulation Rate" in Chapter 5 "Statistical Analysis".
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4.2 Experiment

I tested 40 participants (8 male, 32 female) in the age between 18 and 32. All participants

were native speakers of German and received 5 Euros as compensation. The reaction

time experiment was implemented and conducted with Experiment Builder4.

On arrival, participants were seated in front of a computer and presented with the in-

struction screen. They were told, that they were listening to a conversation between

three people in another room with only one person standing close enough to the door

to be fully understood. The other two persons would stand further away so that their

speech could only be heard as mumbling. This story was told to the participants to give

them a natural reason for the presentation of the turns as well as an explanation for

why the voices they heard differed. Their task was to anticipate the end of the current

speakers turn and press a button when I believed the turn ended. Each item was played

over earphones and presented with an empty screen. After the participant’s button press,

the turn was interrupted immediately to avoid a training effect leading to waiting for

turn-end rather than anticipating it. An empty screen with silence was presented for one

second after each item. Every 50 items, a pause was included that participants could

end with another button press.

After the instructions, participants were presented with the ten practice items. If no

questions remained, they could proceed to the main experiment with a button press. For

each item, button presses were recorded. All participants listened to 144 turns with 96

experimental items.

The output file included bias estimated over the timing of the button press relative to the

beginning of the turn minus the original turn length. Thereby, a negative bias indicates

a button press before the actual turn end, whereas a positive bias indicates a button

press after the actual turn end.

After the experiment, they were asked to note down their age and foreign languages

they speak and give a self-assessment on their language skills according to the Common

European Framework. All participants indicated English skills between the B1 and C2

level. Only two participants further added Japanese skills (A2 and B1 level).

4http://www.sr-research.com/eb.html
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Statistical Analysis

This chapter provides different statistical analyses performed on the collected data. All

of the following analyses were performed on the data after outlier removal. Based on

visualization, turns with a bias greater than 2500ms were treated as outliers as well

as turns with a duration greater than 9000ms. The former eliminated eight responses

(three responses to full German turns, three responses to German no-word turns and two

responses to Japanese turns). Figure 5.1 shows the density plot of bias on the full data.

Figure 5.1: Density plot of bias on the full data set

The duration outlier removal eliminated nine full turns (seven Japanese turns and two

English turns). Figure 5.2 shows the density plot of turn length on the full data set.

I conducted multiple statistical analyses on the collected data. In section 5.1 "Analysis

of Speech Rate and Articulation Rate", I conduct analyses on SR and AR for the three

28
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Figure 5.2: Density plot of turn length on the full data set

languages and justify the choice of AR as a factor for later analysis. Section 5.2.1

"Bias in full and no-word turns" shows the differences in bias for turns that offer access

to lexicosyntactic information and turns that are reduced to prosody only. In section

5.2.2 "Bias in German and foreign turns" I show the analysis of the no-words condition

of German and foreign language turns. Section 5.2.3 "Bias in English and Japanese

turns" provides information about the difference in terms of bias found between the

informativity of prosody for German listeners between the two foreign languages. Finally,

section 5.4 "Bias by turn type" investigates whether there is a difference in terms of turn-

end anticipation expressed in bias for the three sentence types (Questions, SVO, SOV)

in the corpus.

5.1 Analysis of Speech Rate and Articulation Rate

Speech Rate (SR) and Articulation Rate (AR) are reflecting the fastness of an articulation

as perceived by listeners. Therefore, a difference in either could have an influence on

turn-taking behavior. In particular, because they could differ not only by language,

as described in Section 2.2.1 Speech Rate, but also by speaker, they make a potential

confound. In this Section, I compute both, SR and AR, in an automatic approach and

a manual approach and show which of them is more likely to have an effect on listeners.
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5.1.1 Analysis of Speech Rate

In a first step, a Praat script to automatically compute SR (De Jong and Wempe, 2009)

was used. Pauses are ignored to receive Speech Rate by dividing turn duration by the

number of syllables in each turn. The German full and no-words condition were treated

as one as SR is not different for the two conditions. The results are summarized in Table

5.1. Figure 5.3 visualizes the SR per language in a box plot.

German English Japanese
4.762500 3.927083 4.485208

Table 5.1: Means of automatically computed SR in syllables per second for the three
languages

Figure 5.3: box plot of the automatically computed SR per language

However, the syllable count the output provides differs strongly from the actual syllable

count conducted manually and would lead to the conclusion that SR differs significantly

across the three languages as is shown by a repeated measures ANOVA, F(2,190) = 45.94,

p < 0.001, ηp2 = 0.33, and a follow up pairwise comparisons with Bonferroni adjusted

p values, which suggests that German (M = 4.76, SD = 0.73) had a significantly higher

SR than both, English (M = 3.93, SD = 0.67) and Japanese (M = 4.49, SD = 0.58),

both p < 0.01. The results suggest further that Japanese had a significantly higher SR

than English, p < 0.001. However, especially the results concerning German having a

higher SR than Japanese contradicts previous findings (Braun and Oba, 2007, Pellegrino

et al., 2011, 2004). The very different results of the automated syllable count compared

to the manual syllable count and the contradiction with previous studies showed that the



Chapter 5. Statistical Analysis 31

automatic approach is not reliable. Therefore, a re-analysis with the manually counted

syllables was conducted. Table 5.2 summarizes the means of SR for the three languages.

German English Japanese
6.058662 4.691473 5.810232

Table 5.2: Mean SR in syllables per second for the three languages

Repeated measures ANOVA indicated that the different languages had significantly dif-

ferent Speech Rates, F(2,190) = 131.08, p < 0.001, ηp2 = 0.58. Pairwise comparisons

with Bonferroni adjusted p values revealed that English had a significantly lower SR

(M = 4.69, SD = 0.75) compared to German (M = 6.06, SD = 0.69), p < 0.001, and

Japanese (M = 5.81, SD = 0.7), p < 0.001. There was no significant difference between

German and Japanese SR. Figure 5.4 shows a box plot of the SR per language.

Figure 5.4: box plot of the SR per language

Given the participants perception of Japanese turns sounding the fastest (unknowingly

those turns were Japanese) in addition to the lacking difference between German and

Japanese with the tendency for German to have a higher SR indicates that SR is not

necessarily reflecting perception. Therefore, Articulation Rate was investigated next.

5.1.2 Analysis of Articulation Rate

In order to calculate the AR, the total length of all pauses within a turn was subtracted

from the full turn duration before it was divided by the number of syllables. This ensures

that only spans of actual speech are taken into account. Even though the script used
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to obtain the automatically computed SR failed to detect all syllables in each turn, the

pause detection in terms of both, length and number, have been very accurate. This was

made sure of by manual inspection of the data. Therefore, the automatically computed

number and length of pauses was used to obtain the AR. A pause was marked as such

when there was a turn-internal silence of 300 ms or longer. For the automatic pause

extraction the threshold for silence was set to -25 db. Table 5.3 summarizes the means

of the AR for the three languages.

German English Japanese
6.079225 5.135669 6.610058

Table 5.3: Mean AR in syllables per second for the three languages

Repeated measures ANOVA indicated that the different languages had significantly dif-

ferent Articulation Rates, F(2,190) = 138, p < 0.001, ηp2 = 0.59. Pairwise comparisons

with Bonferroni adjusted p values revealed that English had a significantly lower AR

(M = 5.14, SD = 0.75) compared to German (M = 6.08, SD = 0.7), p < 0.001, and

Japanese (M = 6.61, SD = 0.74), p < 0.001. There was also a significant difference

between German and Japanese AR, p < 0.001. Figure 5.5 shows a box plot of the AR

per language.

Figure 5.5: box plot of the AR per language

This finding reflects participants perception and are supported to some extent by Pelle-

grino et al. (2011, 2004), Braun and Oba (2007). It is to be noted though, that all three

of their findings suggest a higher similarity in terms of SR and AR between English

and German. This is most likely due to individual differences of the speakers in this
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experiment. It is likely that an average across different speakers for each language would

result in an adjustment of the SR and AR per language. All previous findings suggest

Japanese to posses the highest AR of the three languages calculated on multiple speakers

per language. Therefore, AR was included as a factor for the later analysis rather than

SR because of the higher similarity to previous findings in combination with the support

by participants’ perception. Also, the negative correlation between bias and AR (cor =

-0.13, p < 0.001), which is visualized in Figure 5.6, qualified AR as a factor in the later

analysis.

!

Figure 5.6: Correlation between bias and AR. The right side shows the linear fit.

In summary, a higher AR leads to a more negative bias.

5.2 Analysis of the Full Data Set

This analysis was conducted on the complete data set excluding the outliers as described

in the beginning of this chapter. Table 5.4 summarizes the mean length and mean bias

of all four conditions.

German (full) German (no-words) English Japanese
Mean length 3404.668 3400.953 3828.202 4159.023
Mean bias -315.195 -56.524 -450.399 -609.713

Table 5.4: Means of length and bias in the full data set after outlier removal catego-
rized by language1

These results further allow for a direct comparison to the findings of De Ruiter et al.

(2006) and Gambi et al. (2015). All three findings, including those of this thesis, find

a bias close to -300 ms in their most natural condition, e.g. the full version of the turn

that was not alternated. This is summarized in Table 5.5. The difference between the

findings of De Ruiter et al. (2006) and Gambi et al. (2015) and those in this thesis can
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possibly be explained by the language the three experiments were conducted on. It is

well possible that Dutch, which was in the scope of De Ruiter et al. (2006) research,

differs from German that was the scope in both Gambi et al. (2015) and this thesis.

Research De Ruiter (2006) Gambi (2015) This thesis
Mean bias in
the natural condition -186 -315 -315

Table 5.5: Means of bias in the natural condition in De Ruiter et al. (2006), Gambi
et al. (2015) and this thesis.

I used linear-mixed effects models with maximal random structure and defined 3 planned

contrasts to test 1) whether having lexicosyntactic information on top of prosody in-

creases the accuracy of turn-end anticipation. 2) whether German listeners are more

accurate in turn-end anticipation when they are presented with German intonation com-

pared to foreign intonation. 3) whether for German listeners there is a difference in

accuracy of turn-end anticipation on English intonation and Japanese intonation. The

three contrasts are orthogonal. Table 5.6 provides a summary of the contrasts.

Contrast C1 C2 C3

Description

Full access to
lexicosyntactic
information

vs.
All no-words
conditions

German
no-words condition

vs.
Both foreign

no-words conditions

English
no-words condition

vs.
Japanese

no-words condition

Table 5.6: Overview of the contrasts used in the analysis of the full data set.

Following Barr et al. (2013), I started with a maximum random structure. As factors

I chose the three contrasts in order to rule out possible singular effects of an item or

participant on either of the contrasts. Further, I included AR as described in section

5.1 "Speech Rate and Articulation Rate" and Duration due to the wide spread length

of turns within and between conditions. As in previous studies, I found a negative

correlation between bias and turn duration (cor = -0.57, p < 0.001) with longer turn

duration leading to more negative bias. Figure 5.7 visualizes the correlation between

bias and turn duration. The correlation also holds for all four conditions separated as

visualized in 5.8.

Additionally, I included Pause as a factor. This is to rule out that the results are driven

by short pauses that occur within a turn because they are interpreted as the end of the

turn. A correlation test showed that the more pauses there are within a turn, the more
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Figure 5.7: Correlation between bias and Duration coded as length. The right side
shows the linear fit.

Figure 5.8: Correlation between bias and Duration (coded as length) per condition.

negative is the bias (cor = -0.36, p < 0.001). To keep the complexity reasonably low,

pauses were simply coded as present or absent, which still preserved the correlation (cor

= -0.29, p < 0.001). This coding also solves an additional issue that might arise with a

high number of pauses. These are only possible in comparably longer turns. Thereby,

a higher number of pauses could be confounded with turn duration. Yet, as about two

thirds of the turns in the corpus were without pause, some long turns are free of pauses,

which justifies this additional factor. Table 5.7 summarizes how the number of pauses is

distributed within the corpus after outlier removal.

No. of pauses 0 1 2 3 4 5
No. of turns 236 99 32 5 1 2

Table 5.7: Distribution of pauses per turn in the corpus after outlier removal

The data was also residualized on Duration, AR, and Pauses to avoid colinearity between

the factors.
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The various factors included lead to a very complex model. As the model was not

converging, the random structure had to be simplified. In order to decide how to simplify

the random structure, I followed a parsimonious mixed models approach as described

by Bates et al. (2015). In this approach, factors or interactions between factors are

dropped according to the variance in the data they can account for. In order to see

how many interactions in the random effect structure contribute to the explanation of

the variance in the data, a Principal Components Analysis (PCA) of the random-effects

variance-covariance estimates from the mixed-effects model has to be performed. The

PCA orders the components of the random effect structure by their contribution to the

explanation of the variance. According to Bates et al. (2015), the number of components

that explain zero or close to zero variance should be dropped from the model. Yet,

the PCA does not provide information on what components are liable for those values.

Therefore, the model’s random effects have to be consulted. Here, components with the

lowest explanation for the variance are related to the components of the PCA with close

to zero values. After a few iterations, this approach led to an elimination of AR and the

second contrast from the random structure on items. The random structure on subjects

remained unchanged. In summary the random structure on subject included the three

contrasts, duration and AR, including all interactions between duration and AR with

any of the contrasts as well as the intercept and Pause. The random structure on item

included the first and third contrast together with duration, including the interactions

of duration with both contrasts as well as the intercept and Pause. Figure 5.9 shows this

model in R code.

residuals(res) ~ C1 + C2 + C3 +  
(0+Pause | Subject) + (1+(C1+C2+C3)*Duration*AR || Subject) +  
(0+Pause | item) + (1+(C1+C3)*Duration || item) 

!

Figure 5.9: Model description in R

5.2.1 Bias in Full and No-word Turns

The contrast of full access to lexicosyntactic information and mere access to prosodic

information improved model fit significantly (χ2(1)=7.77, p < 0.01), indicating that the

additional access to lexicosyntactic information leads to a more accurate anticipation

of turn-end displayed by bias (B=191.62, SE=65.99, t=2.904). However, this result is
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obtained by comparing the full German turns to all of the three no-words conditions,

which includes different languages. Also judging from the means of bias per condition,

this does not necessarily hold for the comparison of the full German turns with only the

no-word turns of German, which might yield more precise results for the question whether

lexicosyntactic information is helpful on top of only prosodic information. Therefore, I

further conducted an analysis of a subset of the data only consisting of the two German

conditions. I again used linear-mixed effects models with maximal random structure and

defined one planned contrast as described above. In order to keep the results comparable,

the same random effect structure was used including the contrast, duration, AR and

presence of pauses. Again the contrast of full access to lexicosyntactic information and

mere access to prosodic information improved model fit significantly (χ2(1)=5.21, p <

0.05), yet the direction is different, indicating that the additional access to lexicosyntactic

information leads to a more negative bias than mere access to prosodic information (B=-

269.32, SE=54.36, t=-4.955).

5.2.2 Bias in German and Foreign Turns

The contrast of German prosody and foreign prosody also significantly improved model

fit (χ2(1)=7.77, p < 0.01). This indicates that German listeners are more precise in

turn-end anticipation if presented with their native intonation than they are with foreign

intonation (B=-108.85, SE=45.78, t=-2.378).

5.2.3 Bias in English and Japanese Turns

The contrast of English and Japanese prosody did not improve model fit (χ2(1)=2.15,

p > 0.1). This indicates that intonation different from the native intonation is not

differentiated and leads to equal turn-taking behavior (B=98.74, SE=66.33, t=1.489).

5.3 Intonation or Prosody

It is arguable that the previous analysis mostly focuses on intonation rather than com-

plete prosody as Pauses and AR are included as predictors. Yet, both of them are

substantial parts of prosody by definition. Therefore, using them as predictors might
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to some extent eliminate their influence, as they are no longer considered as substan-

tial part of the languages prosody but as overall factors more or less unrelated to the

respective language they came from. For that reason, I additionally reanalyzed the data

with a slightly different model. In this model, the data was only residualized on duration

and, besides the contrast, duration also was the only additional factor in the random

effect structure. Thereby, AR and pauses are no longer independent predictors but are

encoded in the contrasts together with intonation to form the complete prosody. This

allows to test the complete prosody with only the contrasts instead of teasing the three

factors apart. Overall, condition significantly improved model fit (χ2(3)=21.41, p <

0.001). However, the individual fixed effects of the contrasts differ. In perspective of full

prosody, having full lexicosyntactic access over mere prosodic contour is not significantly

different (B=130.02, SE=70.29, t=1.85). The other results however remained unchanged

from the results of the previous analyses.

5.4 Bias by Turn Type

In this section I investigate whether there is an influence of turn type (Question, SVO

and SOV) on bias. For this reason I introduced a further entry to my data called TStype

(true sentence type). The value of this entry provides the real sentence structure of a

turn. This means that all German turns kept their original sentence type label, but all

Japanese turns that were not labeled as questions were labeled as SOV and all English

turns that were not questions as SVO. This is done because Japanese does not posses

any sentences of the structure SVO and English does not posses any sentences of the

structure SOV. Table 5.8 summarizes the means of length and bias of the three sentence

types of all conditions.

QUE SVO SOV
Mean length 2822.978 3818.881 4289.110
Mean bias 20.593 -416.786 -603.351

Table 5.8: Means of length and bias categorized by turn-type

I used linear-mixed effects models with maximal random structure (Barr et al., 2013) and

defined 2 planned contrasts to test whether question intonation leads to a more precise

turn-end anticipation (i.e., a bias closer to zero) compared to other sentence structures

and whether there was a difference in bias between SOV and SVO structures and report
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estimates and Wald t tests for fixed effects. Overall, sentence type did not improve model

fit (χ2(4)=7.05, p = 0.13). However, a tendency of bias being closer to zero in questions

compared to other sentence structures was found (B=220.89, SE=93.01, t=2.4). In

addition, there was no differences between SVO and SOV sentence types (B=-94.15,

SE=95.2, t=-0.989), indicating that German listeners can interpret declarative sentence

intonation equally accurately independent from sentence structure.

As especially the proximity of bias to zero for questions is noticeable, I additionally

grouped the bias and length of questions by language as summarized in Table 5.9.

Questions
German (full) German (no-words) English Japanese

Mean length 2601.767 2596.821 2894.148 3214.926
Mean bias -34.862007 137.536 -3.177 -19.606

Table 5.9: Means of length and bias of questions categorized by language

Given the extreme data sparsity when narrowing the data set down to only the questions

in the no-words condition, analysis performed on this small data set should be taken

with caution. This also holds for the relative accuracy in turn-end anticipation displayed

by the close to zero values of bias in all three languages. However, all four conditions

exhibit a mean bias close to zero in question-type turns. A linear-mixed effects models

with maximal random structure (Barr et al., 2013) using the same random effect structure

as in 5.2 Analysis of the full data set in order to receive comparable results and 3 defined

planned contrasts was used to test whether full lexicosyntactic access in question-type

turns leads to a more precise turn-end anticipation (i.e., a bias closer to zero) compared

to only the accessibility of prosodic information. Additionally the model tests for the

same type of difference between German and foreign intonation as well as for differences

between the English and Japanese question intonation. I report estimates and Wald t

tests for fixed effects.

Overall, condition did improve model fit significantly (χ2(3)=16.045, p = 0.001). How-

ever, this is mainly driven by the contrast of full access to lexciosyntactic intformation

and the remaining conditions. Only the languages in the no-word conditions did not

improve model fit (χ2(2)=3.328, p > 0.05). The full access to lexicosyntactic informa-

tion leads to a more positive bias compared to the conditions for which lexicosyntactic

information was made unintelligible (B=-244.725, SE=65.67, t=-3.7). This reflects the

findings of the analysis of the full data set. However, contrary to the analysis including
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all turn types, foreign intonation does not lead to a less precise turn-end anticipation as

displayed by the missing significance in the comparison of German and foreign intona-

tion (B=31.07, SE=52.1, t=0.6). Again, there was no differences between English and

Japanese intonation (B=-161.7, SE=93.97, t=-1.72). This hints towards the possibility

of resemblance of question intonation across the three tested languages.



Chapter 6

Discussion

This chapter provides an interpretation of the results of the statistical analysis and offer

some suggestions for possible future work based on the findings of this thesis.

6.1 Interpretation

The results of the analysis show that prosody is very language specific. The significance

of the contrast between German prosody and foreign prosody showed that German par-

ticipants were significantly better in turn-end anticipation on their native prosody than

on the foreign prosodies. This leads to the conclusion that prosody is very language spe-

cific. The lacking significance of the contrast between Japanese and English in terms of

accuracy in turn-end anticipation further backs this interpretation. It shows that there is

no difference between a presumably closer prosodic pattern in a related language such as

the second Germanic language English in the experiment and a very distant language as

the isolated language Japanese. If the prosody is not coming from the native language,

utilizing it as a turn-taking cue seems to be hard to impossible. The very close to zero

mean bias of the German no-words condition on the other hand shows, that prosody

alone already provides a helpful cue to manage turn-taking. This finding contradicts the

findings of De Ruiter et al. (2006). Yet, this experiment and the experiment mentioned

before differ in one possibly important point. In this experiment, only turns in which

turn-taking succeeded in the original conversation were used for the experimental items.

Turns with overlaps and longer pauses were not used. In both experiments of De Ruiter

41
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et al. (2006) and Gambi et al. (2015) turns containing overlaps and turns containing

pauses were used together with successful turns (in terms of turn-taking) to an equal

amount.

6.1.1 Possible Differences between Turn Types

It is arguable to what extent lexicosyntactic and prosodic cues differ in case of turns that

lead to smooth turn-taking and such turns that lead to inaccurate turn-taking behavior.

Yet, it is reasonable to assume that differences are present, as there presumably is a reason

for why the latter lead to inaccurate turn-taking in the first place. In case of occurring

overlapping speech, this would lead to the assumption that a cue that is usually utilized to

indicate a turn-end appears in a mid-turn position, which leads to a false interpretation

of a turn-end by the interlocutor. On the other hand, in case of pauses in between

two turns, cues that should indicate the end of a speakers turn are supposedly missing,

which leads to a false interpretation of an ongoing turn by the interlocutor. The corpus

recorded for this study also backs this assumption. As for example displayed in the

following excerpt1

A: [...] oder ihr geht zu Mario, oder sowas. Und du gehst nicht...

B: Nee, die kommen halt zu uns.

In this excerpt, speaker B starts speaking when speaker A utters oder sowas (or some-

thing. In other situations, this short phrase also appeared mid-turn, but was correctly

interpreted as such. In the excerpt, the intonation is falling on the name Mario which

could have lead to the misinterpretation of a turn-end by speaker B.

If the assumption of misuse of cues in turns that do not lead to smooth turn-taking

holds, it is reasonable to separate such turns from turns leading to smooth turn-taking

in experimental designs as it was done in this experiment. In other words, if the mis-

leading turns contain misused prosodic cues, it is hard to infer the usefulness of prosody

altogether if all three types of turns are mixed.
1A: [...] or you’re going to Mario’s or something. And you’re not going...
B: Nope, they are coming to our place.
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6.1.2 The optimal Bias

The significant effect of the contrast describing the German turns containing lexicosyn-

tactic information in contrast to the German turns containing prosody only, seems to

suggest that prosody alone can even lead to better turn-end anticipation than a full ac-

cess to lexicosyntactic information. However, this finding does not necessarily lead to the

conclusion that the lack of lexicosyntactic information yields a more precise anticipation

of turn-ends. Integrating the difference in time needed to prepare a vocal response (ap-

proximately 600 ms as described by Indefrey and Levelt (2004), Jescheniak et al. (2003)

and Schnur et al. (2006)) compared to the time needed for a motor response (approxi-

mately 360 ms as described by Ng and Chan (2012)), a difference of about -240 ms to the

turn-end should be expected. Considering this, the mean bias of turns with full access

to lexicosyntactic information of -315 ms is closer to a possible optimal value than the

only -56 ms for turns with access to prosodic information only. Following this line of

reasoning, the latter would lead to slightly too late responses (approximately 200 ms) if

the difference of the task in the experiment to actual conversations was regarded. This

also aligns with the findings of De Ruiter et al. (2006) and Gambi et al. (2015) for their

most natural condition. It is reasonable to assume that the bias found for the natural

condition is most likely to mirror behavior in natural conversations.

It is still to be considered though that the missing context for the turns that participants

react to in all named experiments might impair the results. If so, this could possibly

explain the divergence from the findings of Weilhammer and Rabold (2003) and Wilson

and Wilson (2005). Both studies show that even turn transitions that are perceived

as smooth actually contain gaps of approximately 300 to 400 ms. Considering this in

combination with Indefrey and Levelt (2004), Jescheniak et al. (2003), Schnur et al.

(2006) and Ng and Chan (2012) findings, an experiment with motor responses on turns

that in natural conversations would elicit a vocal response should show a mean bias of

about 60 to 160 ms. The computation of this value is as follows. When the 600 ms

needed for the preparation of an articulatory response are subtracted from the bias of

300 to 400 ms a bias of –300 to –200 ms is reached. When adding the 360 ms needed for

an motor response to that value, a bias of 60 to 160 ms is obtained. However, the actual

value of gaps between consecutive turns could also differ across languages as indicated by
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the findings of Stivers et al. (2009). They showed that the mean time of turn-transitions

slightly differs across languages2.

With the current state of knowledge it is still not possible to exactly tell which bias

would be displaying an ideal turn-transition in experiments with similar tasks as the ones

performed here and by De Ruiter et al. (2006) and Gambi et al. (2015). Yet, considering

all findings of previous works and this thesis, it is likely that a bias displaying an optimal

turn-transition in this kind of experimental setup lies in a range from -300 ms to 160 ms.

6.1.3 Noise and Meaningful Signals

Another important difference between this experiment and the one conducted by De Ruiter

et al. (2006) lies in the compared conditions. In De Ruiter et al. (2006) only an improve

in terms of precision on turn-end anticipation from mere noise compared to additional

prosodic information was presented. In this experiment, I showed that two just as mean-

ingful signals as presented by native intonation and foreign intonation also show a signif-

icant difference. This shows that listeners can not interpret the foreign prosody although

it is just as rich in information as the native prosody. However, it is to be noted that I

did not include a comparison to noise. It is possible that foreign prosody is still advan-

tageous compared to a condition not containing any meaningful signal. Yet, if in fact

prosody was not helpful for turn-end anticipation as proposed by De Ruiter et al. (2006),

the differences in bias between native and foreign prosodies should not be existent.

6.1.4 Universality of Prosodic Turn-taking Cues

As mentioned above, I showed that prosody is very language specific and therefore can

not be used universally for turn-taking management across languages. However, there

appears to be an exception for question intonation. All three languages share a rising

pitch contour in question-type turns. This is displayed in the Figures 6.1, 6.2 and 6.3.

The analysis of only the question-type turns also shows this with missing significant

differences in precision of turn-end anticipation for questions across the three languages.

Even considering the data sparsity of only questions in the experiment, this at least

indicates a possible universality of prosody in questions as a turn-taking management
2For comparison see Figure 3.3 in Chapter 3.3.2 Japanese Example for the Importance of Prosody.
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cue across languages. However, again it is unclear what bias would display an ideal

turn-transition. Therefore, question intonation with a mean bias of 20 ms could also

display slightly to late responses. Yet, the value lies in the predicted range of an optimal

bias. Additionally, with the bias mean of questions being below 300 ms, it is clear that

an anticipation took place as motor responses need a preparation time of about 360 ms.

Figure 6.1: Example of a German question-type turn with pitch contour and tran-
scription. The for question intonation typical rise lies on the penultimate word andre

and remains high on the final word with a slight falling-rising movement.

6.2 Future Work

As the main question behind studies like this one and those conducted by De Ruiter et al.

(2006) and Gambi et al. (2015) is what leads to the usually accurate and smooth turn-

taking in natural conversations and how we manage turn-taking, it seems reasonable to

conduct such research on turns that are in fact leading to the desired smooth behavior.

Although this thesis already hints to the necessity of such an experimental setup, it lacks

the comparison of turns leading to smooth turn transitions and such that do not. In

order to further support the results yielded by this experiment, it therefore would be

necessary to also analyze data that compares accuracy in turn-end anticipation between
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Figure 6.2: Example of a English question-type turn with pitch contour and tran-
scription. The for question intonation typical rise lies on the final word then with a

falling movement between the penultimate word Jake and the final word.

Figure 6.3: Example of a Japanese question-type turn with pitch contour and tran-
scription. The for question intonation typical rise lies on the final word kuru with a

falling-rising movement.
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turns leading to smooth turn-taking behavior and the other two types of turns with

flawed turn-transitions. This could be easily done by conducting a similar experiment

as the ones of De Ruiter et al. (2006) and Gambi et al. (2015) and in this thesis, but

with a high and equal number of turns leading to smooth turn-taking, turns leading to

pauses and turns leading to overlaps. To support the assumptions made in this thesis,

it would be necessary to see significant differences between these three conditions. By

testing full turns, containing all lexicosyntactic information in addition to the prosodic

information, such an experiment could show an overall difference between the turn types,

whereas an experiment comparing the no-words conditions could further show whether

these differences are also reflected by the prosodic information alone.

As shown before, based on the results of this thesis it seems unreasonable to deem

prosodic information unimportant for turn-taking management. Therefore, following the

experimental setup proposed before, it would also be reasonable to rebuild the experi-

ments of De Ruiter et al. (2006) and Gambi et al. (2015) using only such turns that lead

to smooth turn-taking behavior in order to receive a deeper insight into the usefulness

of prosodic information for turn-taking management.

Additionally, it would be interesting to conduct the same experiment that was done

for this thesis also in the other two languages as a baseline. Such a study could yield

information about the restrictiveness of prosodic cues across the different languages. For

example, it might be possible that the cues of one language are hard to interpret for

interlocutors of a different languages but not the other way around. Such information

could lead to a more thorough insight into the richness of prosody used as turn-transition

relevant cues across different languages.

For all of the above named possible future works it would also be beneficial to find out

what bias in a reaction time experiment with motor responses would display an ideal

and smooth turn-transition. Given a certain range in which this optimal bias could lie,

current works can only make statements about the differences between certain cues but

can not tell which cue is more beneficial.
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6.3 Summary

In this thesis, I was able to show that prosody is very language specific and that relat-

edness of languages seems to be of little help. Therefore, even though some prosodic

patterns seem to be similar across the three languages tested in this thesis as shown

by the comparison of Selting (1995), Duncan (1972), Gravano and Hirschberg (2011)

and Tanaka (2004), there are apparently more fine grained differences in their prosodic

contours. Furthermore I showed that prosody is relevant for turn-taking management,

contrary to the results of previous studies. This also shows that the understanding of

turn-taking behavior is yet open to many questions and that the experimental setup and

the choice of turn types for experiments might be crucial to future studies.
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Map Task
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Figure A.1: The map handed to the instructor containing the path that was to be
explained and six differences from the searchers map.
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Figure A.2: The map handed to the searcher with six differences from the instructors
map but without the path.
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Table B.2: German experimental items labeled as SOV.
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Table B.3: German experimental items labeled as SVO.
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Table B.4: English translations labeled as Questions.
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Table B.5: English translations labeled as SOV.
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Table B.6: English translations labeled as SVO.
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fgd`N`Y_\ Za[\ ]YbY`\e\

chOORh^hi chOP ����l�,�Dv��»

chOPPh_hj chOQ 1l�L��»

chOQPh_hi chOR �¡�¦¹¸­¶¹¤�z�m��u�����»

chOROh_hi chOS -E�tl}����=<�°µ¤»

chOUOh^hj chOT 0#�����vl�z��x»

chOXQh^hj chOU {�okss�}t�k�|����»

chOXVh_hj chOV �¹l¬·¡�yt�l�t����t2�»

chPOVh_hi chOW }��l�y����»

chPPPh_hj chOX q¡l}��}q��m{�¥¢�²§¬¦�}y���»

chPPXh_hi chPO }�{�y�t�r¹l�q�¡v�w��y� ��.��?��mH	�l�yt�t�»

chPRPh_hj chPP }qpqy���l�t/v;vz��quppt�»

chPRRh_hi chPQ {�o9l���B��t��x�l¯£����tA�»

chPSUh_hi chPR
}��:�y�3�2�y��z�¡��m��lo}y�}�~�º���t��'uAr��
z�q»

chPTSh_hi chPS �>uo��m��� ��l����l����5m��lAr��z�»

chPWTh_hi chPT IFp
�o��»

chPWWh^hj chPU yy�o��y��G�q�!��»

chPXPh_hj chPV }z�}�
�m}�o�»

chQRSh_hi chPW
�J}¡����� ��z�p*upp�&q�m9u&q������K����¡�zl
r¹l}¡����|�$@�p�&qm9�B���y��t�»

chQUSh_hj chPX ��lQS+���q"�q��p�¡{��t���»

chQVWh^hj chQO r¹��l¯£�²§±��y�?w�t»

chQXOh_hj chQP o�l}qm´«��l}z�����}� ��z��t»r¹�»

chQXVh_hj chQQ ´«��l���M¡��»

chROTh_hi chQR �¡�»}�t�l�t���M¡�»

chRPUh_hj chQS 9��l�q���8�����x»

chRRQh_hj chQT ��l����l´«��2�®³¸��l�»

cahOVVh_hj chQU ��l¯£��7�����»

cahPPVh_hi chQV }�{�l��y�¨©¹ª�6�A���»

cahQSVh_hi chQW �G�4% �n�!�C|��l�¡��(Iu)t�¡{��p»

Table B.7: Japanese translations labeled as Questions.
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����v���� ���� ��������

����wx���� ����wx �ú±µ��5c�³ª¢A�»¶�¯±®ÿÂÌ��5îöâù��Î�Ì����

����w|{���� ����wy ­Ï¸¨³Ç¥Ïª¦�¹ûÃ®ÝÕº�¸<®7�T�É±³ÄÎË�

����w|~���� ����wz
�°º���§Ó»	2ªÎµ�­ÏÒUV¨³ÎÌ¨�£¶��²uÁ°È¸·±°È���¾É
¾É¨³Î±³���

����w������ ����w{ ×äÝú�©È�Ç��ÎÓ¯±®Ìe¨³ÇÌÑ·¡³Ç��¹�

����w������ ����w| ÂÓµ��,¯±®���Ã¡±³�®�Ì¹�

����xw|���� ����w} Å¨Ðì÷��ì÷�O®°ÒËÓ´¡ÏÎÓ©È·��

����xzy���� ����w~ �É�O®°�`Ò¨³³�¯�Ì�º�Ì»i��]²�±®±³L±®Ó´¨Ê�

����x{����� ����w� ­¥´��-ÒµÏÎË�Oºµ¥¸»­�9�³�Î¹��

����x|y���� ����w� ­�­¸¥Ò#¸û�Ó�­¥º;��±½�G�³�Îµ¥ÐÒ¢Î±µ�Îº�

����x}w���� ����xw ­�Ñ�±®�©È­º�F»]²£®¹�

����x}z���� ����xx ­¥ÒJ±³DµþHKº"ºlÒ�Í³�¡Ó¯Ë�

����ywz���� ����xy Ë¨©È�çÕáØäßòù¨Ë�¥Ï��°¼Óm¨��Ç�

����yw����� ����xz ·Óµ·¡���íóùá»óà×´ºíóùán>º��Ò�Æ³�Î�

����yxz���� ����x{ ýüüü$<«±µ­�¨³�®Ë�¸�Ã®I!¨³�®�Ì¥­�ºéÕån>��Îº¯�

����yy{���� ����x| �úÓ�­���Ë¡Ñ�±®�

����y{����� ����x} ­�¯¹�MPS=»ªÀ³Za´I\§Ï³�ÎÇÓ¹�¯�®�
j�

����y|����� ����x~
­Ï�Ì�°Ìº�©È�Ûôáðáº�5K»@$¥Ïµ^±³BÃ±³�·�Ó¯��úÓ��
5K»�²Ç�¼�°ÈÓº�°´�ÙãòÖº¥Ó�ÍE�®ºÒpÀÎÓ¯�

����y�z���� ����x� ´Ç(CNº7���­¥¸[±³£±¥���¨�±®Ë�¯�Ì�%Ç���[¥�Ë�

����y������ ����x� ­º7�&®¯Ç±µãäîÒ�¤Ï®º¸�

����y�}���� ����yw ´Ç­Ï­Ï´Çdt�±®�Ì��úÂÓµ¿±¡Í¨°È±®�*�ÇËÌ·�±®�

����zwz���� ����yx ­Ï¯±®Ìº¶�ÇÐ¸É£Î¹�

����zw����� ����yy
�É�?º:8Ã´¯µ*�Ë�­�¹­Ï»¥Ó·R´O��Wºµ¥Ð¸[±®7�°Ê�¶Ç
Ì±®Çº´­Ï�Ì��gl�¢Ì��·­Ï´«ú±µ�®Ë�

����zxy���� ����yz Ã�Ûôáðá¸µ�ÜôñúøÕùÒqÃ·�´h¦ª·Ó³��»OÇ´�±¥·��·�

����zx����� ����y{ ­Ï»ôê¸�°Ê±µ`¨³ÇÌÑ·�È�

����zyy���� ����y|
ðÚÇ��²¡Çº�<ºîóùÒ`¬Îµ*�Ë�´Ç�OÇÇ��ðÚ���b3Ò9�³Î±³
L±³Î¨�Ã«»�)­Ï�Ì`¨³��Ó©È·��

����zy{���� ����y} ­Ï¸�o_rÇ�ÎÓ¯£¶�­Ï�Ã®ÂÓµÉÌ¨�ºË�

����zzw���� ����y~ ��Ç���­ÏÒ�¸'�ÌX�ÏÎ·Ó³+«�¨��

����z{w���� ����y� �É­º4�ÂÓµË�±®�¯±³OÇ�­Ó·¸¥¥¸�ÎA·�¨�

����z{~���� ����y�
O»ðÚ¸¶�ªÀ�¯±³^�ºË�ðÚ»ÉÐ�µ*±®¥µ�Å¨Ð
j�²ÇY�´ÉÎ©È
·��¯�Ì�µ/¨·Ó³�Ì·�©ÈÓ�

�����x���� ����zw
���ôê�­ºè÷íÔúÒ.¸0±³�Îµ¥�ÂÓµ¸­ÏQ�ÎË¹�®¯�
´ôê�­º
è÷íÔúÒ.¸0±³�Îº���Ì·�£¶�

����xxy���� ����zx
­���ÄÓ·­�¯ÇÓ�¯�Ì�OÇÂÓµs�®�´Ç�­º7»7lÇ�ÃÍ·¡³�'´�
i�`Ò°Ê±µ¨³�¤Î¹�´Ç��¥¥´»�ÓÃÍk��Ë¡·�Ñ�

����xyy���� ����zy ­Ï�¥¥Òïæõº4�¸#¸[¡�´Ç�ïæõº�ÒfÍh ®µ¥Ð¹�

����x}���� ����zz
¹��O®°�¥Ï´ëä¡Ï°È±³Ç��ÿ¯±³�îöâùè�1�´�O�êêÞºîöâùè
ÇÌ±®ÇÓ�

����z{������� ����z{
µ¥Ð´65�OY�ºj Ò�Ï�¸¨®º�­ÏÇ¹�Ã´¸·�¡Ì���°Óµ�Ï�¸¨
®Ó¯�Ì�

Table B.8: Japanese translations labeled as SOV.
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����p�{�~ |�}~ �{�{�~�~

����ur���� ����qr �Ç¤¶Ç�«»Èèáç×ßåÍ±1�^�¿ÁM����®�

����ux���� ����qs I�®�Ç«¡�­�

����xy���� ����qt ¥�­�Â±²Ïèà��O±�E¥�«F¤¦±²®�±�

����yq���� ����qu ¸À�½§´Á�äØ±�E�Â ¼Ç�

����yt���� ����qv £��äØ»Óèà±��«�O¥§¤�°�

����rrv���� ����qw £Ã�Z�¤�§¤Ç¥¿�K�iC�¿�

����rtq���� ����qx Bg��§ª£±��¯T ²�Â�­�0�²®�¿�

����rtv���� ����qy �è£���³�eU®ÀF¯»V�ªÂ¿�

����ruq���� ����qz ��Ç����ÀV�Â±²f�¬a�¥¿�

����ruu���� ����rq £�¥°�«�¹Ç®�¯²f���Â�

����rwv���� ����rr £±:¯V�Â±�ÞÌ±"�¯�Âa�«��¯²n��Â«�¾�

����rxs���� ����rs £Ã�À��»V�Â�6¬�=»V�Â°�

����rzx���� ����rt £Ã®À�èÇ�¥¹�Ã¤�®�

����sry���� ����ru £� ¼�£À�ÝãçÒ±ãÑÊ/b ¼®�ªÚÔÖ«P�ª�Â�¸À���{ãÑÊ¬�����

����ssr���� ����rv Å¤�»J �`«P�¿�£Ã�.#«j9ÆQ�¤Á¬��

����sst���� ����rw ãÑÊ²�_±��æèËåÙâèÒ»�Â���¬)��ãÑÊ/b�®�®Â¬²)Å®��

����ssv���� ����rx
¿�¡Â¯Å¤��Z�¤�±²Z\Æ
]¡Â¤º¯ãÑÊ/b±W�¥�«®��¯»�Ä�
Ä®1>��Â¬���¬®±��

����stw���� ����ry
£�°�£ÃÆN§ª�®�§¤À��Æ¿�@X�ª�®�Ç¥��h��¿°�«»£±�¬²7
8£Ç®�A±�k§ªÅ�«²®�¿�

����swv���� ����rz
êë2¯²&²�¦¯�Â¿�£�ª��2D¬o�2D¯&±���Ç±�¯®¯�����L¯�
��Ç±¬�Ä¯U��

����swz���� ����sq
�Ç�£Ã²F»��¬)��­�«»�±�2¯²&¤¶ÇÜæÐ±¬�±�{�ÛèÕÉè¯U�
¬)�¿�

����syu���� ����sr

���F¤¦±4²¹�+�®�§¤Å¿�¤¥£±4²F¯²�¹Á����®�R��ª�
¦¼§ª�«»£Ã²�±�¤¦�+�§¤[ ¼®��À�¹���Ã²�Ã«ÊÔÎè¥§¤Å
¿��§¬¬§ª»��¬)�¿�

����trv���� ����ss ���£Ç®¯µ­�®Â�¬²®�«�¾��ÞÞ�G¸­¯§ªZ§ª¤��

����tsq���� ����st Çè��½;(¥�­Z�®��,§ª®��À�

����tuw���� ����su £Ã ¼�¤¥¢è§¬�®©�®�ÀÞÌ±�¬Æ'-�¬�°�

����rsz���� ����sv �����§¤�F±¬�²��¯T ��§ª�£Ã�¨¹Ád§ªÂ¬�°�

{}��qy���� ����sw £�ª�F²£Ã«»5�²ÇÆl·¤�¬§ª»����§¤¿�

{}��sq���� ����sx «»�F²¸Ç¬�§�¿�§¤¬)�Å��Ç�¸Ç¬¿�§¤�

{}��szu���� ����sy ��§¤�£Ã ¼�£Ã²��À ¼�Ç¹Á%H¤®�Å°�

{}��tqz���� ����sz �Ã�À­�®Â��«»�32²»�	»m¹®�§¤��»�¸¬Ç­ÊèÎè¥§¤¿�

{}��tuu���� ����tq �½��Ã»�Ç¹Á%H¤®�°�»�¶Ç<Á¤�®ÂÅ�

{}��yu���� ����tr £Ã ¼�Z��­����Æ$Á��ª�'-�¤��§ªÅ�«»®�¿�

����rut���� ����ts 
�£±cÁé�Ã�*À�F±!°�

{}��su���� ����tt ��Ç�Èèáç×ßåÍ�¸Ç¬ÞÑ�¹��«»»�mÇ ¼§¤�

{}����� ����tu ��£�°�F²¬§ª»SYÁ���¬)��¤¥F²?��±¿Á�¤�1���¬)��

Table B.9: Japanese translations labeled as SVO.



Corpus 61

�!�� %&# 

�)�	 &7-�-*77�1*=�.;�<2.�-2.�%;.99.�;>7=.;�0.<,1>+<=��7.�

�)�
 �,1<8���2.�4.77.�2,1�*>,1�0*;�72,1=�

�)�� �*�8+@815��4*77�0>=�<.27���.;�1*=�7E652,1�-2.�#.-.�0.1*5=.7��9;*4=2<,1�

�)�� �,1<8��*,1<8��3*��-*<�4*77�<.27�

�)�
 �;�1*=�<2.�-8,1�-2.�%;.99.�;>7=.;0.@8;/.7�

�)�� �1��<2.1<=�->�-*<�@*;�+.2�62;��(*<�@*;�-.77�+.2�-2;�

�)�� �*�0.7*>��-*<�26��>1<=*55��(2.�.;�<8�<,1.2D.�0.<>70.7�1*=�

�)��  ..��-*<�1*+�2,1�72,1=�0.<.1.7�

�)�� !1�7..���1*���*<�2<=�-.;�.;<=.�&7=.;<,12.-�

�)	�  ..��-2.�$C.7.�72,1=���*�@2;-�7>;�?87�0.<9;8,1.7�

�)		 !1��-*<�4866=�62;�*+.;�+.4*77=�?8;�

�)	
 !1�� ..��-2.�4.77�2,1�72,1=���*<�1*+�2,1�72,1=�

�)	� (><<=.<=�->�-*<�-.77�.20.7=52,1�62=�-.6�%B9.7�>7-�<8�

�)	� �*��@*<�@*;�<87<=�78,1�<8�+.2�-2;�

�)	
 �,1<8�� ..��<8�72,1=�

�)	� �*�3*�0.7*>���<�0.1=�@815�*>,1�.20.7=52,1�>6�21;.�%8,1=.;��-2.�72,1=�6.1;�+.2�21;�@817.7�@255��!-.;�2;0.7-@2.�<8@*<�

�)	� �,1�1*+.�5.2-.;�21;.7�%.A=�72,1=�?.;<=*7-.7�

�)	� �,1<8���*<�1*+�2,1�72,1=�0.<.1.7�
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