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Question Answering

nput: a guestion inrNL; a set ofi text and
atabase resources

o Output: a set of possible answers drawn
from: the resources
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Mount Wala/ea/e Y In misty Seattle, Wash., last year, 32 inches of rain fell
Hong Kong gets about 80 inches a year, and even Pago Pago,
noted for its prodigious showers, gets only about 196 inches annually.
(The titleholder, according to the National Geographic Society,

LT1-QA, Neumann is Mount Waialeale in Hawaii, where about 460 inches of rain falls each year.) ...”
(Trec-Data; but see Googie-retrieved Web page.)




Hybridl QA Architecture
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Challenges for QA

= QA systems should be able to:

o [Imeliness: answer guestion in real-time, instantly.
~ Incorporate new data Sources.

~ » Agcuracy: detect noeranswers if none available.
\

o Usability: mine answers regardless of the data source:
iormat, deliver answers In any format.

Completeness: provide complete coherent answers,
allow data fusion, incorporate capabilities of reasoning.

Relevance: provide relevant answers in context, |
Interactive te support user dialegs.

o Credibility: provide criteria about the quality-of-an
answer




Challenges for QA

» Open-domain questions & answers
-« |nformation overload
— + How to find a needle inra haystack?

f3111@64313.@1es,.zeffwvﬂimgiﬂ@fvspap@mfvedg%
-~ Wikipedia, ...

— » Scalability & Adaptibili
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1e greatest problem:of today:Is how:to

ieach people to ignore the irrelevant,

Now. to refuse to-know: things, before

hey are suffocated.

=0r too many.: facts

are as bad as non at all”. (W.H. Auden)




Problems In Information Access?

—« Why Is there an Issue with regards to information

~ access?

-~ * Why do we need support in find answer

i6)

guestions?

~ = |Aincreasingly difficult when we
ISSUES such as:

 {he size of collection

o the presence of duplicate infermation

» the presence of misinformation (false infermation)




Traditional Information Access

nformation Retrieval (IR)
nformation Extraction (1E

ion Answering (QA)




What Is Question Answerng ?

~ » Natural language guestions, not queries

*  ANSWEers, not documents (containing pessibly the answer)

~ ¢ Aresource to address ‘nfermation overload'?

— s Current researchras-focused on fact-based guestions:
——“How tall-is Mount Everest?”,

« “When did Columbus discover America?”,

~—"Who was Grover Cleveland married to?”.

ne goal'in QA Is to eventually-support infermation-

seeking dialogs:

» “Do yourmean:President Cle\

® HYESJJ

e “Francis Folsom married Grover Cleveland in 1886.”

o \What was the public reaction to the wedding?




A Common View on IR, |E, QA
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A Common View on
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A Common View on IR, |E, QA
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Brief history of QA Systems

~ o QA has had contributions from:a number of fields,
- such as,
— « Database: NL front ends tordatabases
BASEBALL (1961);, LUNAR(1973)
o Al: dialog Interactive advisory systems

—« NLP: story.comprehension
BORIS (1972)

* NLP: retrieved answers from anrencyclopedia

—  MURAX{(1993)

'REC’s QA track (began in 1999)

U~




TREC QA track

~» Whatis TREC?

o [ext REtrieval Conference IS a series of workshops aim
at develeping research on:technologies for IR.
\

- started: 1992, Sponsored by: NIST, DARPA
« TREC-10 (2001), no. of tracks: 6, no. participants: 87

~ * Whatis TREC QA track? ‘
Wm@m

based manner, that answer guestions. in unrestricted
domains.

- started: TREC-8(1999), no. participants: 20




TREC-8,-9,-10 QA tracks

» QA Track

~ » NIST provides: a document collection, and a set
of test questions.

Participants build a QA system and return

docutment

que stion sources

question type

* 135 definttional questions




TREC QA track results

o |_essons learnt from early track results:
— + QA works!

— s Some results:

Top performing Q4 System

 InsightSoft-M: TextRoller System (MRR 69%)

~___* lLanguage Computer Corporation: QAS System™* (MRR

5000
» Oracle: QA System (VRR 49%)

*competed in all 3 tasks.
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Architecture

Question Analysis Candidate answers

Ranked Candidates

Answer candidate —.

search e

Answer candidate
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General Approach tor QA

« Observations from TREC systems:

> Siage 1= GUESHen Analy/s):
~ FEind type of object that answers question: “‘when”— time, dat

“Who” — PErson, nman!qannn S

AT

» Stage 2: |

?H&ngiaugmﬁnied)jqu&um;rmjevmﬁmbimﬂevM
document

using IR.
- Stage

Search documents for entities of the desired type using IE.
Searchﬁnftitiesﬁﬂﬂpprcpriateweiaticﬂs.




Design Issues




Open-Domain Question
AnsSwering
-~ * Open demain

e NO restriction for the domain and type ol guestion.
e No restriction on document source

~_+ Combines
ﬁI1’rn‘errﬂanUmEtﬂ@val

o Text mining
» Computational Linguistics

— » Cross-lingual ODQA
o EXxpress query in language X
o Answer from decuments in language-Y




Open-Domain Question-
ARsSwering

Wit wemist David-Beckham verheiratet?~

{person:David Beckham, married, person.?} \/’MW}V/\\H

IR-Google

German Question English IR-Query
Question Analysis lesti Construction e

—— :
Query Translation

*Online MT-systems -Focus, Scope - Passage
“WSD -AnswerType selection

*Expansion “David-Beck
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Cress-Lingual ODOA

—NL query OD-QA
~ In language X SYSTEM
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(i.e. in the language of the document collection)

] I

trandlation and expansion of the retrieved data
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Query Translatlon & Expansion

At DEKI'we tried the foll

~_» Only use EuroWordNet, aﬁﬂulﬂhﬂguaHhesaﬂjs

~_« Defines a word-based translation via synset offsets

~+ EXperience

« EuroWordNet too sparse on German side

— + Neverless introduced toe-much-ambiguity

 Translation of Named Entities is crucial

» S0 far, not very much of help

LT1-QA, Neumann




The EuroWord Database

»  Multilingual thesaurus containing 8 languages (as to 2001)

Language No. of words
English 120,000

Dutch 55,000
Spanish 32,000
Italian 32,000
German 17,000
French 19,000
Estonian 11,000
Czech

— + Under development:
Swedish, Norwegian, Danish, Greek, Portuguese, Basgue, Catalan,

Romanian, Lithuanian, Russian, Bulgarian, Slevenian.




Basis of Eure\WordNet

~ «  Based on WordNet (http://www.cogscl.princeton.edu/~wn)

—+_On-line English-lexical-reference system whose-design-is-inspired-by-current
— psycholinguistic theories of human lexical memory.:

» Englishinouns, verbs, adjectives and adverbs are organized into synonym sets
— (synsets), each representing one underlying lexical-concept.

» Different semantic relations link the synonym; sets.




\WordNet Synsets and Relations

{conveyance; transport}

+hypernym
{vehicle}

+ hypernym { bumper} {hinge; flexiblejoint}

{motor vehicle automotive vehicle} meronym
{ car door} { doorl ock}

hypernym meronym meronym

{car; auto; automobile; machine; motorcar} { car window}

\ meronym { car mirror}
hypernym hypernym

{cruiser; squad car; patrol car; police car; prowl car} {cab; taxi; hack; taxicab; }

{armrest}




Ssynonymy
antonymy

I 7

hypernym




Structure of Euro\WWordNet

* [anguage-specific Independent wordnets
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ianguaygycs, Dascu MVENTOINcs O 1MoOno-ana oinmnmgual

dictionaries

— = Concepts are synsets, I.e. sets of synonyms

» These are linked to the Inter-Lingual Index (ILI) which serves as the

intarlinAiia

ey a

~__+ |LI'is based on the synsets from \WordNet1.5

» Most synsets (85%) are directly linked to the closest concepts In the

-~ Inter-Lingual-Index by means of equivalence relations
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QA@DEKI LT-lab

s Cross-lingual- epen-domain QA

o QA

e semantic Web

Or |

s OA

'or the personal digital:memaory

-




DEKI projects

* Quetal

- Hybrid QA

~ » Cross-lingual open-domain QA

— s Smart\Wen

- Mobile access to the Semantic \Web

o ODQA for search in syntactic \Web pages

 BMBFE Verbund project (partners from research anad

— = Hylab

o ODOQA for Personal Digital Memory

« BMBF funded DFKI project starting next year
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Semantic Web

Mobile Access

To the Web

UMTS/WLAN

Language technology

Information extraction




VIiaP

Hybrid Language Processing

Tlechnologies

for a personall associative: Infermation
access and management application

Gunter Neumann:& Hans Usz

coreit

BMBE funded DEKI project, ~1.5 Euro

Start: 2006




ASSUmptions

~ «  (Question answering Is the most natural way of reguesting
Information

~ = The management of persenal digital content becomes a

~ true challenge

* The exploitation of personal digitallmemory willchange |
~ ourlives |
— * Applications for authoring, browsing and commenting-will=
converge

-~ Every document can become an interface to-memory.




Exercise 1

1y the fellewing:
o Enter into-a public search engine a Wh-gquestion

o |nspect the best 10 documents for the correct
answer

o |dentify the most Important problems you had in-
finding an answer |




Exercise 2

_* |nvestigate the differences

QA
~ « Where do they differ mostly ?
— » \Why this aspects so specific ?

E nvestlaget the commonalities between IR,

E, OA

« \What to they have on common:?

o« \Where are possible Interactions/interfaces 2




Exercise 3

‘extual guestion answering

» Jries to find answers In text documents

~ » Structured guestion answering

o Jries to fine

-answers in data-|

DASES

~ « WWould it

6j<=

nossible

~approach in:both cases or s

O use

he same

1ould one better

— define completely different architectures 2




Exercise 4

s Assuming two kind-of: decument sources

» A small (seme GB) corpus of newspaper
articles

e The whole Web

» \WWhat are the major differences for
~_|dentifying and extracting answer candidates




