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ABSTRACT
Psycholinguistic studies of situated language processing have re-
vealed that gaze in the visual environment is tightly coupled with
both spoken language comprehension and production. It has also
been established that interlocutors monitor the gaze of their part-
ners, so-called "joint attention", as a further means for facilitating
mutual understanding. It is therefore plausible to hypothesise that
human-robot spoken interaction would similarly benefit when the
robot’s language-related gaze behaviour is similar to that of peo-
ple, potentially providing the user with valuable non-verbal infor-
mation concerning the robot’s intended meaning or the robot’s suc-
cessful understanding. In this paper we report preliminary findings
from an eye-tracking experiment which investigated this hypoth-
esis in the case of robot speech production. Human participants
were eye-tracked while observing the robot and were instructed to
determine the ’correctness’ of the robot’s statement about objects in
view. Specifically, we examined the human behaviour in response
to incongruency of the robot’s gaze behaviour and/or errors in the
statements’ propositional truth. We found evidence for both (robot)
utterance-mediated gaze in human-robot interaction (people look
to the objects that the robot refers to linguistically) as well as for
gaze-mediated joint attention, i.e. people look to objects that the
robot looks at. Our results suggest that this kind of human-like
robot-gaze is useful in spoken HRI and that humans react to robots
in a manner typical of HHI.

Categories and Subject Descriptors
I.2.9 [Artificial Intelligence]: Robotics; I.2.7 [Artificial Intelli-
gence]: Natural Language Processing; J.4 [Social and Behavioral
Science]: Psychology
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1. MOTIVATION
People have developed very subtle and complex strategies to com-
municate effectively, seamlessly integrating a variety of non-verbal

signals during spoken language communication. Gaze as well as
gestures, facial expressions and para-verbal feedback constitute some
of these signals and they enrich communication in many social as-
pects and establish robustness. They help to convey information
about attitude, emotional or belief state or simply coordinate the
conversation by indicating turn-taking actions and let the partner
know what the current focus of interest is. Psychological studies
have revealed, for example, that gaze in the visual environment is
tightly coupled with both spoken language comprehension [7, 8,
14] and production [10, 4]. It has also been established that in-
terlocutors monitor the gaze of their partners (see e.g. [3] for a
comprehensive account of joint attention). It is therefore plausi-
ble to hypothesise that human-robot spoken interaction would sim-
ilarly benefit when the robot’s language-related gaze behaviour is
similar to that of people: not only would such behaviour imply
human-like language processing, but it also provides the user with
valuable non-verbal information concerning the robot’s intended
meaning (during robot production) or the robot’s successful under-
standing of a user utterance (during robot speech recognition). In
this paper we present work in progress and report findings from an
eye-tracking experiment which investigated this hypothesis in the
case of robot speech production.

Considerable work has already been done on gaze in HHI as well
as robot gaze in HRI, e.g. during turn-taking [2] or with respect to
information structure of the generated utterance [12]. Robot gaze
generally in conversational engagement and in relation to some ref-
erence resolution has been explored by [13] among others and it
could be established that the perception of robot gaze is coupled to
the robot’s head orientation [6]. The psychological findings from
HHI, that have motivated our work, however, have not yet been ap-
plied in HRI . The role of utterance-mediated gaze in production as
being tightly coupled to overall apprehension of an utterance has
been established by [4], for instance. It has been shown, for ex-
ample, that referential gaze is part of the planning process of an
utterance and, thus, precedes the onset of the corresponding lin-
guistic reference by approximately 800msec - 1sec. [9]. On the
other hand, studies investigating gaze in comprehension, have re-
vealed that listeners use speakers’ gaze to identify a target before
the linguistic point of disambiguation which clearly distinguishes
utterance-mediated and gaze-mediated visual attention [5]. This
study shows that gaze helps to identify possible referents of an ut-
terance, even when the speaker’s gaze was initially misleading due
to the experimental setup. Subjects could establish a mapping of
the speaker’s gaze to their own visual scene and, thus, make use
of the speaker’s gaze during comprehension nevertheless. It is not
clear that these insights from investigations of human cognitive be-
haviour can be mapped directly onto human-robot communication.



Robots differ in many ways as their physical means are distinct
from ours. Robots do not possess the same amount of experience
and world knowledge nor are they typically familiar with our com-
municative conventions. Hence, it is our general aim to investigate
to what extent insights from human utterance-mediated gaze be-
haviour are sensibly applicable to robot gaze.

Our interest and the presented study focus on utterance-driven gaze
behaviour by the robot, e.g. fixations towards an object before it is
mentioned. Human gaze can then be observed in response to both
the robot’s speech (utterance-mediated attention) and the robot’s
gaze itself (joint attention). We conducted an initial experiment to
show that our experimental design is generally valid and yields ob-
jective measures like decision/response times as well as the distri-
bution of fixations to regions in the scene (which may bear evidence
for other subjective/social factors). The scenario we have created
is that of a robot describing a situation in blocksworld manner and
simultaneously producing fixations to referenced objects. Human
participants were eye-tracked while observing the robot and were
instructed to determine the ’correctness’ of the statement. Induced
errors include incongruency of the gaze behaviour and/or errors in
the statements’ logical truth. These potentially reveal both the sub-
ject’s attitude towards the robot as well as the utility of robot gaze
in assessing validity of the robot’s statements.

2. EXPERIMENT

2.1 Purpose and requirements

The presented pilot study aims to provide general empirical sup-
port for our hypothesis and method. Thus, its results provide only
cues for further research trying to answer questions concerning the
utility of robot gaze. If, indeed, gaze is a significant element of
HRI then we can assume that inappropriate gaze behaviour may
lead to some kind of disruption or slow-down in communication.
In contrast, when the behaviour is consistent with (yet to be estab-
lished) HRI conventions, we might expect interaction to be more
fluent and efficient and, consequently, the acceptability and natu-
ralness to rise. In this case, our longer term goal will be to find out
what those gaze conventions are and what constitutes optimal robot
gaze.

To begin investigating these issues, we require an experimental de-
sign that allows us to control the type and the occurrence of gaze
and speech errors that might occur in robot speech production. Si-
multaneously, a method is desired that enables the experimenter to
precisely observe the human subject and measure the reaction. A
video-based setup fulfills these conditions by allowing the experi-
menter to very carefully plan and control errors and timing off-line
while the subject’s reaction can be recorded using an on-line eye-
tracking technique. Although it might be argued that this is not real
interaction, it has been shown that a video-based scenario without
true interaction yields similar results to a live-scenario and can be
considered to provide (almost) equally valuable insights into the
subject’s perception and opinion [17].

2.2 Methods

2.2.1 Participants

Ten students of various subjects, all enrolled at Saarland University
and native speakers of German, took part in this pilot study. They
had mostly no experience with robots nor with eye-tracking. They

were told that the eye-tracker camera was monitoring their pupil
size and, thus, the cognitive load of the task on them.

2.2.2 Material

Each video-clip showed a PeopleBot robot 1 onto which a stereo
vision camera on a pan-tilt-unit was mounted, as it stood behind a
table with a set of coloured objects in front of it. The objects were
plain geometrical shapes of different colours. Two objects of the
same shape - but of different colours - were target and distractor
objects in a corresponding sentence. The video-clips each showed
a sequence of camera-movements (that are called fixations for the
human eye) towards either an object on the table or the assumed
interaction partner, i.e. straight ahead. At the same time, a synthe-
sised sentence of the following form was played back:

(1) a. ”Next to the cylinder is a pyramid which is orange.”
b. ”Next to the <ANCHOR> is a <TARGET> which is

<COLOUR>. (as coded for analyses)
c. ”Neben dem Zylinder steht eine Pyramide die orange

ist.” (original german sentence)

The robot fixations and the spoken sentence were timed such that
a fixation towards an object happened approximately one second
prior to the onset of the referring noun which is consistent with
psychological findings about the co-occurrence of gaze and refer-
ring expressions in human-human interaction [4, 16]. We can thus
study two types of reactive human gaze: one being elicited by robot
gaze (joint attention), the other being utterance-mediated (inspect-
ing mentioned objects).

  

Next  to  the   cylinder is   a    pyramid  which  is  orange.SPEECH:

<partner >  <cylinder>   <orange pyramid> <partner>GAZE:

TIME:

(sec) 1 2 3 4 5 6 7 8

IPs:
     1      2     3     4       5  6         7

2: The timing of utterance-driven robot gaze, for sentence (1)

The presented videos were segmented into interest areas (IA) by
means of bitmap templates, i.e. each video contained regions that
were labelled e.g. "head", "table". Thus, the output of the eye-
tracker could be mapped onto these templates yielding a certain
number of hits for each IA. The spoken utterance is a sentence like
example (1) describing the relation between a couple of objects.
For our analysis the ”cylinder” is encoded as the anchor reference
and object, the ”pyramid” is the target reference but may refer to
the target object or the distractor object since there are two ob-
jects of the same shape, and the adjective ”orange” is the linguistic
point of disambiguation (LPoD). A similar design, also featuring
late linguistic disambiguation with early visual disambiguation by
means of gaze-following, was already successfully tested in a study
on human-human interaction by [5].

Based on the onsets and offsets of the encoded linguistic events we
segmented the video/speech stream into 7 interest periods (IP). The
1very kindly provided by the DFKI CoSy group:
http://www.dfki.de/cosy/www/index.html and much appreciated



(a): Gaze straight ahead... (b): ...to anchor, (c): ...to distractor, (d): ...and straight ahead.

1: Frame sequence depicting a false-gaze condition (ti or fc) for sentence (1).

IPs encode the distinct time regions when the robot fixates an ob-
ject and when it refers linguistically to an object (see figure 2). IP 7
is special, as it encodes the response time of the subjects, i.e. from
the LPoD until the button pressing event, and is therefore a depen-
dent variable. Because we are interested in the fixations occurring
during that time period we included it as an interest period in our
analyses. Note that although IP 7 varies in length it is typically
longer than the other IPs and hence more fixations occur within it.
This IP is to be analysed by itself with focus on the differences
among the conditions.

Condition
Spoken sentence:

Gaze towards:

true - 
congruent      (tc)

 Next to the cylinder is a pyramid which is turquoise.

         <cylinder>    <turquoise pyramid>    

true - 
incongruent   (ti)

Next to the cylinder is a pyramid which is turquoise.

         <cylinder>    <orange pyramid>                

true -
no gaze          (tn)

 Next to the cylinder is a pyramid which is turquoise.

<no gaze>

false - 
congruent      (fc) 

 Next to the cylinder is a pyramid which is orange.

         <cylinder>   <orange pyramid>               

false -
incongruent    (fi)

 Next to the cylinder is a pyramid which is orange.

         <cylinder>   <turquoise pyramid>            

false -
no gaze          (fn)

 Next to the cylinder is a pyramid which is orange.

<no gaze>

3: 3 x 2 conditions and samples.

A set of six items was constructed and each item was created in all
six conditions resulting in a total of 36 video clips. The six condi-
tions are shown in figure 3. We manipulated robot gaze behaviour
as follows: gaze towards the correct target in the context of the de-
scribed scene, gaze towards an incorrect object and no gaze during
the utterance at all. Each gaze behaviour appears with a true or
false statement about the spatial relation between two objects. The
result is a set of six conditions: a true statement with no gaze (tn),
with congruent correct gaze (tc) or with gaze towards an incorrect
distractor object (ti), and a false statement combined with no gaze
(fn), congruent gaze towards the mentioned but incorrect distractor
object (fc) or incongruent gaze towards the correct but not men-
tioned object (fi). As shown in example (1) and figure 3 the general
sequence of events in each item is as follows: the robot fixates the
anchor object and then refers to the anchor linguistically, then - de-
pending on the condition - the robot looks at the target or distractor
object and subsequently it refers to either object linguistically be-
fore reaching the point of linguistic disambiguation (LPoD) which
is the utterance of the colour towards the end of the sentence. The
robot then looks back up towards the interlocutor. Note, that in the
no gaze-conditions, the robot performs a quick glance at the visual

scene before starting to speak and then remains still. This is to en-
sure that even though there is no relevant robot gaze behaviour the
scene looks more or less natural.

2.2.3 Procedure

An EyeLink I head-mounted eye-tracker monitored participants’
eye movements. The video clips were presented on a 21-inch color
monitor. Viewing was binocular, although only the dominant eye
was tracked and participants’ head movements were unrestricted.
For each trial, a video was played and its last frame remained on the
screen until an overall duration of 11 seconds was reached. After
a drift correction interlude the next video clip was presented. Prior
to the experiment, the participants were instructed by a short text
to attend to the scene and decide whether the robot was right or
wrong. They were told that the results were used as feedback in
a machine learning procedure for the robot. Next, the camera was
setup and calibrated manually using a nine-point fixation stimulus.
The entire experiment lasted approximately 25 min.

2.2.4 Predictions

If, indeed, this cognitively motivated robot gaze behaviour is bene-
ficial, we expect incongruent gaze behaviour to cause a slow-down
in cognitive processing measurable by recording decision/response
times and possibly disruptions in fixations. Concerning response
times we expect generally slower response times for false state-
ments as this is a typical effect reported of in the literature (e.g.
in the case of response times for match/mismatch tasks [15]). The
three gaze conditions by themselves (congruent, incongruent, no
gaze) are also expected to yield differences: congruent gaze should
facilitate understanding and elicit faster response times than incon-
gruent gaze. In the neutral no gaze-conditions there are two possi-
bilities. Either this condition elicits the fastest response times be-
cause participants generally pay little attention to the robot’s gaze,
simplifying on-line information complexity. Or the neutral condi-
tion’s response times lie between the congruent and incongruent
conditions since there is neither supportive nor disruptive informa-
tion conveyed.

With respect to participants’ fixations we expect to observe gaze-
following. That is, we predict that people fixate those objects or
regions that the robot looks to. When the robot gazes towards the
(incorrect) distractor object we still predict an increase in (gaze-
mediated) looks towards the distractor by the participants. Gener-
ally, we anticipate that incongruent gaze behaviour - when robot
gaze and robot utterance refer to distinct and incompatible objects
- will elicit saccades between these two objects (target and distrac-
tor). Furthermore, we expect to observe utterance-mediated gaze.



Once the robot’s speech identifies an object or scene region we pre-
dict increased looks by our participants towards this region.

The most critical IPs, with regard to our predictions on gaze-mediated
looks, are IP 1 and 3, which correspond to robot gaze movements.
Most critical, with respect to utterance-mediated fixations, are IPs
2 and 4 (and possibly the subsequent one respectively) which cor-
respond to the periods when the robot refers to an object linguisti-
cally. Further we similarly anticipate saccades between the target
and the distractor during the response time period (IP 7) because
we expect people to visually assure their decision and check all
possible referents before giving the answer.

3. RESULTS
Response Times
The analysis of the response times, i.e. the time from the mention-
ing of the LPoD until a button press for either ’true’ or ’false’ was
recorded, revealed that the false-incongruent condition (fi) results
in the slowest response (figure 4). An unpaired t-test confirmed
that fi-responses were significantly slower than ti-responses (true-
incongruent): the difference in means is 375.13 msec with a 95%
confidence interval of 375.13± 1.96 ∗ 117.85 = (144.14, 606.1)
with t(ti,fi)= 3.18 > t(p < 0.001, df = 128).

4: Average response times in msec for each condition, including
upper and lower bounds for

The expected and observed general tendency for wrong statements
to elicit longer response times than true statements is apparent in
the graph as well. The no gaze-conditions are neither faster nor
slower than the gaze-conditions which suggests that people do make
use of robot gaze and are not finding it distracting or annoying (even
though it often is wrong in this study). The slow response time for
false-incongruent trials suggests that the participants had difficulty
to determine correctness especially when a statement was false (i.e.
the robot referred to the wrong object) although the robot was fix-
ating an object that would have been correct to mention in this sit-
uation. This is consistent with our hypothesis that robot gaze is
useful. In particular when it is used correctly by the robot, the gaze
modality becomes a competitor to the language modality - at least
in those cases where the utterance conveys unexpected or wrong
information.

Furthermore the condition true-incongruent yields considerably faster

response times than the other two true conditions (tc, tn). This
initially surprising result still supports the hypothesis that gaze is
useful - even when it is wrong - by yielding faster results than the
no gaze-conditions. Considering the design of the pilot study, i.e.
without fillers and the same gaze and sentence pattern for each trial,
it is not surprising that people adjust and learn to recognise wrong
gaze behaviour faster. In fact, this may cause some distortion of
the response times in general. However, when both robot gaze and
the spoken sentence are congruently referring to a wrong object
(i.e. the statement is logically false), the response times are still
considerably slower than the remaining four conditions (tn, fn, tc,
ti). That suggests that even though both modalities are wrong, and
obviously so, their congruency elicits longer response times and,
hence, seems to pose a higher cognitive load.

Another interesting effect is revealed by the number of incorrect an-
swers and those that were not given at all. It occurred several times
that subjects did not press a button at all. Out of 8 omitted answers,
6 occurred in a true-no gaze condition and 2 in a true-incongruent
condition. Incorrect answers were given in 22 trials, out of which
14 occurred in an incongruent condition and 5 in a no gaze condi-
tion. This makes an overall error of 7 % of all trials. The omitted
and incorrect answers in trials featuring incongruency add up to 16
(53 % of all errors) and in trials without any directed robot gaze
there are 11 incorrect answers (37 % of all errors), whereas only
3 incorrect answers where found in congruent trials. Again, this
supports the claim that (congruent) gaze contributes to successful
understanding even when produced by a robot.

Fixations
An initial analysis of the average number of fixations over all sub-
jects per condition and per interest period (IP) and interest area
(IA), here robot head and table, shows that there is a general rise
in absolute number of fixations to the table area as soon as the first
object is mentioned. After a slight decline towards the end of the
sentence the number rises again considerably in the time period be-
tween the LPoD and the moment the subject presses the button.
During the same IP the average number of fixations on the robot
head rises as well. This may be due to the relief of concentra-
tion after the sentence has ended (and people had time to inspect
the head) or may simply be the default gaze direction, i.e. straight
ahead.

anchor

target
distractor

5: IAs ’head’, ’left’ and ’right’

In a more fine-grained
analysis, we have looked
at three IAs, one be-
ing again the robot head
and two more where the
table area has been di-
vided into two parts, left
and right. In half of
the trials the anchor ob-
ject and the target ob-
ject are positioned in the
right half of the table
area whereas the distrac-
tor object lies in the left
area of the table, and vice versa for the other half. We therefore
refer to the area that contains the referent and target objects as
the target area and to the other side of the table as the distractor
area. This kind of segmentation allowed us to observe whether par-
ticipants followed the robot’s gaze movement without fixating the



robot head directly. As a result we observed a general bias for fix-
ations on the left side of the table. This becomes evident in figure
6 which shows the control condition no gaze (tn, fn). IP 1 and 2 in
this chart show a clear preference for looks towards the left side of
the table independently of where the anchor/target objects are posi-
tioned. This bias is commonly observed, reflecting general human
scan patterns. From IP 3 on, however, utterance-driven fixations
can be observed showing the expected preference for the area con-
taining the mentioned anchor/target.

  

1     2    3     4         5      6  7

  “Next to the  <anchor>  is a   <target> which is <colour>.”       [button]

IAs

IPs

6: Average number of fixations in the neutral no gaze-conditions,
with target being on either the right or left side. L and R on the
x-axis denote the IAs ’left’ and ’right’.

In figure 7 we have plotted the average number of fixations in IPs
1-4: 1, 3 depicting mainly robot gaze-mediated fixations (joint-
attention) and IP 2, 4 showing mainly utterance-mediated fixations.
Note, that RR, RL etc. denote the direction and therefore congru-
ency of gaze movements, i.e. towards the right side of the table (tar-
get area) and again rightwards is correct gaze movement, the abbre-
viation is thus RR. RL indicates gaze movement towards the anchor
(target area) and then to the left side of the table where the distractor
object is located. For IPs 1 and 3 we detected more fixations on the
anchor/target area than in the distractor area, notably already before
the object was actually mentioned. The result is significant accord-
ing to the paired t-test, for instance in IP 3 for the target on the left
side: mean difference x̄L = 1.92 fixations in a confidence inter-
val (1.68, 2.15) with t(x̄L) = 16.13 > t(p < 0.001, df = 131).
And accordingly for the target on the right side: mean difference
xR = 1.08 fixations in a confidence interval (0.805, 1.354) with
t(x̄R) = 7.714 > t(p < 0.001, df = 131).

The same effect, i.e. a significant rise in fixations towards the object
that is (now linguistically) referred to, is visible in IPs 2 and 4 and
is continued throughout the rest of the trial. The most critical region
is IP 3 where the robot’s gaze is either turned towards the target or
the distractor object at the other side of the table. At this stage it
becomes evident whether subjects believe that the robot gaze is an
early indicator of what is going to be mentioned next. Our record-
ings reveal only a slight increase of fixations towards the distractor
as a reaction to robot gaze towards the distractor object. The exper-

imental design may prevent a stronger effect because the repeated
gaze pattern in the items allows the participants to predict what is
going to happen.

  

1          2          3  4  

     

“Next to the     <anchor>      is a           <target>   .....

IAs

IPs

(a): Here IA ”L” contains anchor and target...

  

1          2          3  4  

     

“Next to the     <anchor>      is a           <target>   .....

IAs

IPs

(b): ...while here IA ”R” contains anchor and target.

7: Anchor/target on one side of the table, distractor on the opposite
side. Depicted are IPs 1-4 showing gaze- and utterance-mediated
fixations.

IP 7 is plotted in figure 8 which depicts the distinct conditions
within the decision time period, i.e. from the disambiguating ad-
jective until the button press event. This reveals that a false state-
ment leads to a significantly higher number of fixations in the dis-
tractor area than is the case for true statement trials: mean dif-
ference of average fixations on the distractor area and on target
area (for target/left side) is x̄L = 1.38 fixations in a 95% confi-
dence interval (0.645, 2.115) with (un-paired) t(x̄L) = 3.373 >
t(p < 0.001, df = 130), and similarly for target/right side: x̄R =
1.755 fixations in a confidence interval (1.003, 2.507) with t(x̄R)
= 4.5726 > t(p < 0.001, df = 130). This result is not surprising
as giving wrong answers typically affords slightly longer response
times (as reported in the previous section) which should also be re-
flected in the direction and number of fixations performed during



that time. However, we did not observe the expected difference
with respect to congruency at this stage. That is, a true statement
yielded similar fixation results independently of the correctness of
the robot-gaze. It is likely that this is due to the relatively easy
spatial arrangement and the long time period until a decision is de-
manded such that participants can look around extensively before-
hand.
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(a): Distractor object lies on the
right...
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(b): ...and here on the left side.

8: Fixations for true/false statements during response time period.

4. DISCUSSION
We found clear evidence for (robot) utterance-mediated gaze in
human-robot interaction: people look to the objects that the robot
refers to linguistically. This is not a surprising result but it is useful
nonetheless as it confirms typical human behaviour in response to
robot speech and gaze (even in video-based interaction). Further
evidence was collected during the response period: we registered a
strong tendency of the participants to fixate both the target and the
distractor object when the statement was false. In those cases, the
uttered sentence referred to the distractor object linguistically and
people looked more often towards the distractor object than in those
trials where a true sentence was uttered. We also found clear evi-
dence for gaze-mediated joint attention, i.e. people look to objects
that the robot looks at. IP 1 was the period immediately preceding
the linguistic reference to the anchor and already then participants
looked towards the anchor. These results support our hypothesis
that human-robot spoken interaction is governed by principles sim-
ilar to HHI. When the robot’s language-related gaze behaviour is
similar to that of people we observe human gaze patterns that are
typical for HHI.

Moreover, the reported response accuracies suggest that generally
incongruent robot behaviour (i.e. divergence of both modalities speech
and gaze) is causing confusion. The measured response times are
slightly more difficult to interpret. False statements elicited slightly
longer response times which is typical human behaviour. We also
found that the false-congruent condition response times were sig-
nificantly slower than in the true-incongruent condition (which seems
to contradict the evidence from response accuracy). However, this
could suggest that the coherence of the modalities in the (wrong)
fc-condition leads to stronger doubts about the truth of the state-
ment than in the ti-condition. The ti-condition in which robot gaze
is wrong while the linguistic statement is true seems to allow fast
reference resolution. Considering the design of the pilot study, i.e.
without fillers and the same repetitive gaze and sentence pattern
in each trial, we assume that people adapt to the task and learn to
recognise early when gaze is erroneous which may generally distort
response times.

The effects we found were not always in accordance with our pre-
dictions. We assumed, for instance, that incongruent robot-behaviour

elicits more fixations on both potential referents, target and dis-
tractor, during the linguistic utterance and during decision making.
This was partially observed in the latter interest period for false
statements. The direction of the robot gaze, however, seemed to be
irrelevant for the final decision process. For wrong gaze we did not
observe a particular rise in fixations towards the distractor area in IP
3 either. This IP comprises the robot-gaze movement towards the
target or distractor object and, thus, reports gaze-following. Pre-
sumably this again is due to the fact that the course of events in a
trial becomes predictable after a while.

5. CONCLUSIONS AND FUTURE WORK
We have shown that, in principle, it is possible to use detailed in-
sights into human cognition and behaviour to enrich human-robot-
interaction. The presented evidence shows that this kind of robot-
gaze is beneficial in HRI and that humans react in a manner typical
of HHI to both robot speech and robot gaze. We predicted that in
case one or both robot modalities are infelicitous a slow-down of
the interaction would be measurable by response times and fixation
distributions. Our results support this hypothesis and reveal several
cases where incongruent robot behaviour leads to slower response
times or disruptions in the usual distribution of fixations.

The presented study also shows that the methods we used to mea-
sure the effects and success of the robot behaviour objectively dur-
ing robot production are generally appropriate and effective. How-
ever, we found some weaknesses in the experimental design such
that the obtained results, although promising, are only preliminary.
The spatial arrangement of the scene, for instance, is small and
simple. A larger area with more complexity could lead to clearer
results concerning the robot gaze-mediated fixations, i.e. the robot
gaze could be considered more useful for early referent resolution.
The presentation of the items is going to be interleaved with the
presentation of filler videos which differ from the items and enforce
gaze reliability. This ensures that the participants will not be able
to predict what the robot is going to do. More crucially, the presen-
tation of mostly true-congruent fillers will influence the trade-off
between cost and benefit of robot-gaze for information processing
during communication: the more errors occur in the trials the like-
lier will participants decide to ignore gaze as a source of informa-
tion. If, however, gaze is mostly a useful early indicator for correct
reference resolution, its benefit for on-line comprehension should
override the extra costs caused by errors. Furthermore, we have put
a lot of emphasis on congruency in this study but designed a task for
the subjects that focusses on the truth value of the linguistic state-
ment alone. In order to emphasise the effect of incongruency we
plan to change the task such that subjects are required to consider
the robot performance more holistically, e.g. ”If you think the robot
is wrong, tell it what is wrong”. There is a trade-off here between
simplicity in measurements: we lose the option to record response
times but we gain additional information on what the participants
expected of the robot and what they actually perceived. This is
possible because incongruency arises from different errors made
by the robot: either the linguistic reference is incorrect or the gaze
is incorrect. This failure may be attributed to incorrect wording (as
in ’correct gaze but false statement’ = ti), incorrect judgement of
the spatial relations, errors in visual (colour) processing, erroneous
gaze movement etc. Thus, by asking the participants to actively de-
cide which object was meant and why the error occurred, we also
learn more about the ”theory-of-mind” (ToM) that people ascribe
to the robot and how robot gaze contributes to forming a ”theory-
of-mind” (see e.g. [1] for work on ToM among humans and [11] for



research on apes). With increasing communicative competence of
robots it becomes more and more interesting to investigate people’s
attitude towards robots.
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