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MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 21989; Taraban & MClelland, 1988; MaDonald, 1994; Garnsey, Pearlmutter, Myers, & Lo-toky, 1997). The sentene proessing mehanism is apable of seamlessly integrating thesediverse information soures, while remaining extremely fast, aurate and robust towardsinorret and noisy input.Implemented omputational models o�er an opportunity to investigate the meha-nisms underlying the proessor's ability to integrate information from a variety of soures.Suh models demand the preise spei�ation of the hypotheses they implement and theyan generate testable preditions. However, most existing sentene proessing models havefoused on lexio-syntati fators only. Even models that do aount for e�ets of semantiplausibility lak a general predition mehanism for human plausibility intuitions on thesentene level. Furthermore, the human parser's wide overage, i.e., its ability to handle awide range of linguisti phenomena, and to ope with previously unseen material, remainsa hallenge for many models that are designed to over only a small number of spei�phenomena.In this paper, we propose the SynSem-Integration model, whih ombines an inremen-tal probabilisti parsing model with a new omputational aount of semanti plausibility.Semanti plausibility is a omplex and multifaeted notion, whih our model approximatesas the themati �t between a verb and its arguments, given the sense of the verb. Themodel implements a probabilisti notion of themati �t and learns the relevant informationfrom orpus data. The SynSem-Integration model is wide overage, i.e., it is able to proessmaterial it has not enountered in the training orpus, and it is general enough to handlearbitrary linguisti phenomena, at least in priniple.The spetrum of existing omputational models proposed to aount for human sen-tene proessing is large. There are models based on a small set of �xed parsing rulesor priniples (e.g., Frazier, 1978; Abney, 1989; Croker, 1996), models fousing on memoryonstraints and other ognitive onstraints (e.g., Gibson, 1991; Lewis & Vasishth, 2005), on-netionist models (e.g., Rohde, 2002; Mayberry, 2003) and hybrid symboli/onnetionistaounts (e.g., Stevenson, 1994; Vosse & Kempen, 2000).However, all of these models only provide restrited aounts of a property of thehuman sentene proessor that is key to explaining its robustness and wide overage (e.g.,Jurafsky, 2003; Croker, 2005; Chater & Manning, 2006), viz., the pervasiveness of frequenye�ets on di�erent levels of proessing. There is evidene for the e�et of lexial ategoryfrequenies (e.g., Trueswell, 1996; Croker & Corley, 2002), verb subategorization framefrequenies (e.g., Trueswell et al., 1993; Garnsey et al., 1997), and strutural frequenies (e.g.,Cuetos, Mithell, & Corley, 1996). Fully onnetionist or hybrid onnetionist/symbolimodels suh as the ones referened above ould in priniple aount for suh frequenye�ets, and display onsiderable robustness to noisy input. However, these models requirelarge amounts of training data, and many training iterations, whih makes it di�ult tosale them up to a realistially wide overage of linguisti phenomena.This problem is addressed by two lasses of omputational models that are expliitlyprobabilisti and use strutural frequenies estimated from orpora: probabilisti grammar-based models and onstraint-based models. Probabilisti grammar-based models have evolvedfrom Jurafsky's (1996) proposal and subsequent work by Croker and Brants (2000). Thisapproah uses a probabilisti ontext-free grammar to enode information about lexial andstrutural preferenes. The model inrementally assigns eah analysis a probability on the



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 3basis of the grammar rules applied, where rule probabilities are estimated from a trainingorpus. The human parser is assumed to entertain all possible analyses whose probabilityexeeds a ertain threshold. Proessing di�ulty arises when an analysis that was previouslydispreferred turns out to be orret based on subsequent input. Probabilisti grammar-basedmodels thus aount both for the generation of alternative analyses in ase of an ambiguityand for proessing di�ulty that an arise from resolving suh ambiguities. Their robustnessand wide overage stems from the fat that they use large, probabilisti grammars induedfrom a treebank, a syntatially annotated training orpus.A variant of this type of approah is the surprisal model proposed by Hale (2001)(see also Levy, 2008). This model predits proessing di�ulty by monitoring inrementalhanges in the probability distribution over all possible analyses of the input. It preditsinreased proessing load at the point where analyses with a large probability mass aredison�rmed (whih indiates the integration of a word with high surprisal or informationvalue). Surprisal-based models assume a wide-overage grammar, whih allows them toaount for the human sentene proessing system's robustness. They are also apableof prediting proessing di�ulty for non-ambiguous phenomena suh as relative lauseembedding. However, sine they do not aim at diretly prediting parsing preferenes andambiguity resolution proesses, we will fous on the �rst type of probabilisti grammar-basedmodels here.A ommon shortoming of all probabilisti-grammar based models is that they donot naturally integrate fators beyond the lexio-syntati information enoded in a prob-abilisti ontext-free grammar. Spei�ally, they annot aount for semanti plausibility,as they have at best a syntati representation of the relationship between a verb and itsargument, and would require vast amounts of training data to reah su�ient overage ofsuh information to reliably predit plausibility e�ets.The seond lass of expliitly probabilisti models inludes onstraint integration mod-els. Aounts like that of Spivey-Knowlton (1996) or Narayanan and Jurafsky (2002) expli-itly fous on the integration of a wide range of probabilisti onstraints on linguisti proess-ing. They selet the preferred analysis from a pool of pre-spei�ed possible strutures for anambiguous input, using ompetition for ativation (in the ase of Spivey-Knowlton, 1996),or Bayesian reasoning (in the ase of Narayanan & Jurafsky, 2002). Di�ulty is preditedin the same way as for probabilisti grammar-based models by Narayanan and Jurafsky's(2002) approah, while ompetition-based models link proessing di�ulty to the time thesystem takes to settle on a preferred analysis (Spivey-Knowlton, 1996); it onverges quiklyif all onstraints prefer the same analysis and slowly if there is on�iting evidene.Constraint integration models are well suited to model the in�uene of semanti plau-sibility, whih they an ahieve by simply introduing additional onstraints. A disadvantageof these models, however, is that they have no theoretially motivated way of determiningthe values of suh onstraints; they are typially instantiated from semanti plausibilityjudgments. Another disadvantage of onstraint-integration models is that they require on-straints to be spei�ed by hand and separately for every phenomenon; it is therefore di�ultto ahieve a wide overage of phenomena, and to deal with unseen input. Furthermore, bylooking only at a small number of pre-spei�ed alternatives, these models leave aside thenon-trivial question of how syntati analyses are onstruted in the �rst plae. They alsoassume an unrealistially low level of ambiguity: probabilisti grammar models demonstrate



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 4that even seemingly unambiguous sentenes or sentene fragments an have hundreds orthousands of analyses, while onstraint-based models typially only deal with two or threepre-seleted alternatives for ambiguous fragments.In our disussion of both types of expliitly probabilisti models, it has beome learthat one basi di�ulty for omputational models of sentene proessing models lies inaounting for human semanti plausibility intuitions. Existing models are fored to eitheronsider lexio-syntati fators only, or to use ostly-to-obtain human judgments to apturethe in�uene of plausibility on proessing. While the latter solution allows the representationof plausibility onstraints, it does not atually model the fators that underlie them.To address this problem, and the ensuing shortomings of existing probabilisti mod-els, this paper proposes:
• a probabilisti model of human plausibility intuitions that approximates plausibilityas the themati �t between a verb and its arguments and is trained on verb-argument-roletriples extrated from semanti-role-annotated orpora;
• the SynSem-Integration model, an arhiteture that integrates the plausibilitymodel with a probabilisti grammar-based model to apture the onstrution of syntatistrutures and the resolution of ambiguities using lexial, syntati and semanti informa-tion, while being able to handle a wide range of linguisti phenomena, and to ope withpreviously unseen material.In the following, we will disuss these two proposals in turn. We �rst introdue andevaluate the semanti plausibility model. We then go on to desribe the arhiteture of theSynSem-Integration model and evaluate its preditions against empirial �ndings.2. A model of semanti plausibilityOur �rst ontribution is a general model of human intuitions about the plausibilityof events. We represent aspets of events as a verb and argument in a spei� relation,breaking down an event like The pirate terrorizes the Seven Seas into pirate is the agent ina terrorizing event and Seven Seas is the patient in a terrorizing event. We desribe the se-manti relation between a verb and its argument by the themati role whih the verb assignsto the argument. This representation follows both the neo-Davidsonian approah to eventdesription in semantis (e.g., Parsons, 1990; Carlson, 1984) and the status of themati rolesin psyholinguistis as a pivotal link between syntati and semanti proessing, for exam-ple as a type of low-ost, preliminary semanti analysis (Carlson & Tanenhaus, 1988). Theverb-argument-role representation of sentene semantis enodes basi information aboutthe events referred to in a sentene, while avoiding omplex issues like quanti�er sope andverb tense and aspet.In experimental psyholinguistis, plausibility is typially manipulated using themati�t, whih an be ahieved by varying the argument of a verb-argument-relation triple. Suha plausibility manipulation on the themati �t level was arried out for example in MRae,Spivey-Knowlton, and Tanenhaus (1998). Their study investigated the in�uene of themati�t information on the proessing of the main lause/redued relative (MC/RR) ambiguityin sentenes like(1) a. The pirate terrorized by his aptors was freed quikly.b. The vitim terrorized by his aptors was freed quikly.



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 5During inremental proessing of sentenes like (1-a), the pre�x The pirate terrorized isambiguous between the more frequent main lause ontinuation (e.g., as The pirate terrorizedthe Seven Seas) and a less frequent redued relative ontinuation as shown in (1-a), whereterrorized heads a relative lause that modi�es pirate. The subsequent by-phrase providesstrong evidene towards the redued relative reading and the main verb region was freedompletely disambiguates.Evidene from experimental work shows that readers initially prefer the main lauseinterpretation over the redued relative, but that this preferene an be modulated by otherfators (e.g., Rayner, Carlson, & Frazier, 1983; Trueswell, 1996; Crain & Steedman, 1985).MRae et al. showed that good themati �t of the �rst NP as an objet of the verb inthe ase of vitim in (1-b) allowed readers to partially overome the main lause prefereneand more easily adopt the dispreferred redued relative interpretation, whih makes the �rstNP the objet of the verb (as opposed to the main lause reading, where it is a subjet).Reading time e�ets both on the ambiguous verb and in the disambiguating region suggestthat the themati �t of the �rst NP and the verb rapidly in�uenes the human senteneproessor's preferene for the two andidate strutures.To aount for the themati �t information in items like sentenes (1-a) and (1-b)above, a model has to solve two tasks: It has to identify the semanti relation that holdsbetween pairs of verb and argument like terrorize-pirate. These pairs an be extratedfrom a syntati analysis of the input fragment The pirate terrorized . . . Given the pairterrorize-pirate (and the orresponding grammatial funtion), a model should predit, forexample, the agent role, and not the experiener or the means roles.1 However, identifyingthe role intended by the speaker does not neessarily allow onlusions about the real-world plausibility of the verb-argument-role triple (f. the syntatially straightforward,but semantially implausible assignments for The vitim terrorized the pirate). The modeltherefore also needs to predit the plausibility of the event desribed by the verb-argument-role triple. In the ase of terrorize-pirate-agent, this plausibility estimate should be high,whereas it should be lower for terrorize-vitim-agent.The �rst task is similar to that of a semanti role labeling model in omputationallinguistis. There has been onsiderable interest in this topi starting with work by Gildeaand Jurafsky (2002). In�uential work by Surdeanu, Harabagiu, Williams, and Aarseth (2003)and Xue and Palmer (2004) has established useful features and modeling proedures, and awide range of models has been proposed due to the adoption of semanti role labeling as ashared task in the Senseval-III ompetition (Litkowski, 2004) and at the CoNLL-2004 and2005 onferenes (Carreras & Márquez, 2005). We propose our own model here, however,beause semanti role labeling models do not expliitly address the seond modeling task,the predition of human plausibility ratings. We have explored the possibility of using a rolelabeling model for plausibility predition, but have found that it did not sueed beausethe standard labeling features rely heavily on syntati information to assign labels and lakthe semanti information that is ruial here (Padó, Croker, & Keller, 2006). The modelwe propose here is spei�ally designed to assign both roles and plausibility preditions.In parallel to probabilisti parser models for syntax, we hoose a probabilisti modelformulation based on frequeny information for linguisti utteranes. Instead of using or-1Roles are given as de�ned by FrameNet 1.2 for the Cause_to_experiene frame.



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 6pora with purely syntati annotation, as for syntax models, we rely on orpora that are(additionally) annotated with themati information, suh as FrameNet (Baker, Fillmore,& Lowe, 1998) or PropBank (Palmer, Gildea, & Kingsbury, 2005). FrameNet annotates asubset of the British National Corpus with Frame Semantis (Fillmore, 1982). PropBankadds a layer of themati role annotation to the Wall Street Journal setion of the Penn Tree-bank (Marus, Santorini, & Marinkiewiz, 1994). We use the FrameNet (release 1.2) orpusto derive the probabilisti model, sine it has been shown to o�er a better basis for modelingplausibility data than PropBank (Padó et al., 2006). The fundamental assumption of theprobabilisti approah is that the plausibility of real-world events an be modeled using thefrequeny of the events' desriptions in linguisti utteranes. We disuss this issue furtherin the General Disussion below.The probabilisti formulation of the semanti model equates the plausibility of a verb-argument-role triple with the probability of seeing the themati role with the verb-argumentpair in a large orpus of annotated language data. This is parallel to the syntati modelingpratie of equating the preferredness of a struture with the probability of enounteringit in an annotated orpus. The semanti model estimates the plausibility of a verb-role-argument triple as the joint probability of �ve variables: These are the identity of the verb
v, argument a and themati role r, the verb's sense s and the grammatial funtion gf of theargument. The verb's sense is relevant beause it determines the set of appliable thematiroles, while the grammatial funtion linking verb and argument (e.g., syntati subjet orsyntati objet) arries information about the themati role intended by the speaker. Thesemanti model equation is given in Equation 1.

Plausibilityv,r,a = P (v, s, gf , r, a) (1)The joint probability formulation makes the model an instane of a generative model. Thistype of model attempts to estimate the joint probability distribution that is most likely togenerate the observed o-ourrene of the input variables (here, the verb and argument aswell as the verb sense and grammatial funtion) and the output variable (the themati role).On the basis of the estimated distribution, generative models an predit the most likelyinstantiation for missing input or output values. This property allows the model to naturallysolve its dual task of identifying the orret role that links a given verb and argument, andmaking a plausibility predition for the triple: It predits the preferred themati role for averb-argument pair by generating the most probable instantiation for the role, as shown inEquation 2.
r̂v ,a = argmax

r
P (v, s, gf , r, a) (2)If neessary, the verb sense and grammatial funtion an also be generated. The probabilityassigned to the resulting ombination of variable instantiations is the model's plausibilitypredition for the verb-argument pair and hosen role. If all variables are known, the gen-eration and maximization steps are unneessary and the plausibility predition is madediretly.An equivalent, deomposed version of Equation 1 (derived using the hain rule) allowsa more intuitive understanding of the linguistially relevant information about the verb-



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 7argument pair used by the model.
Plausibilityv,r,a = P (v, s, gf , r, a) (3)

= P (v) · P (s|v) · P (gf |v, s) · P (r|v, s, gf ) · P (a|v, s, gf , r)The deomposed formulation ontains P (s|v), whih denotes the sense distributionof a polysemous verb. The P (gf |v, s) term aptures information about the verb's syntatisubategorization preferenes when used in sense s: It re�ets the probability of the verb's o-ourrene with dependents in any of the possible grammatial funtions. The P (r|v, s, gf )term shows how the verb prefers to realize its themati role �llers syntatially. Finally,the P (a|v, s, gf , r) term is similar to the term estimated by seletional preferene models inognitive siene and omputational linguistis (Resnik, 1996; Clark & Weir, 2002) whihdetermine a verb's preferene for ertain argument types and estimate the �t of a verb andargument in a given role.2Given the above model of plausibility for individual arguments, we now de�ne theomputation of the plausibility of a sentene or sentene-initial fragment with several argu-ments. We determine the plausibility of a ompleted or inremental syntati analysis bymultiplying the plausibility estimates for all verb-argument pairs it ontains. This onsti-tutes an independene assumption that ignores the existing dependenies between thematiroles assigned to di�erent arguments of the same verb. It is however neessary beause datasparseness in the training data makes it impossible to model these dependenies expliitly.We augment our approah to mitigate two problems:
• To approximate the dependenies betweens arguments of the same verb, we positthe onstraint that eah role an be assigned only one by the same verb and determine theoptimal set of role preditions given this onstraint. Equation 4 demonstrates the ase of averb with two arguments, using the joint model formulation for the sake of brevity. The roleassignments by di�erent verbs in the same sentene or fragment are treated as independent.

Plausibilitys = P (v, s, gf1 , r̂1, a1) · P (v, s, gf2 , r̂2, a2) (4)where
(r̂1, r̂2) = argmax

{r1 ,r2 |r1 6=r2 }
P (v, s, gf1 , r1, a1) · P (v, s, gf2 , r2, a2) (5)This approah allows the assignment of semantially dispreferred roles where a more plau-sible role �ller is available for the same verb. Note that Equation 4 indiates that theomputation of plausibility requires the joint maximization of r̂1 and r̂2. However, this isa tratable problem, as the number of roles to onsider is small and �nite (and so is thenumber of verb senses s and grammatial funtions gf , should these be unknown). Hene aomplete searh of the problem spae is possible to perform the maximization.

• Computing the overall probability of multiple role assignments as the produt of theindividual probabilities auses a preferene for analyses with small sets of role assignmentsper verb. This leads to unexpeted semanti rankings when we ompare the semanti plau-sibilities of various syntati analyses. We improve the preditions by using the geometrimean over the role assignment probabilities for eah role set (mitigating the in�uene of the2Evaluation against seletional preferene models on the plausibility predition task shows that our modeloutperforms the existing approahes (Padó, 2007).



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 8number of roles). We also weight the role sets by how well they orrespond to the verbs'preferred role assignment patterns in the training data (see Padó (2007) for details).2.1. Model estimationThe semanti model an be estimated from any language orpus with semanti roleannotation. Two orpora with suh markup are urrently available: FrameNet (Fillmore,Johnson, & Petruk, 2003) and PropBank (Palmer et al., 2005). PropBank is the largerof the two, but our experiments indiate that the syntax-oriented quality of the PropBanksemanti annotation allows less semanti generalization than the FrameNet role labels andis less suited to our task (Padó et al., 2006). We therefore estimate the semanti model fromthe FrameNet orpus.The FrameNet annotation projet groups verbs with similar meanings together intoframes (i.e., desriptions of prototypial situations). Eah frame introdues a set of frame-spei� roles for typial partiipants in these situations, for example an agent and an experi-ener in the Cause_to_experiene frame. Frames an also introdue non-ore roles like timeor means that are the same aross all frames and that generally apply to adjunts. The an-notated sentenes are manually seleted from the British National Corpus (BNC, Burnard,1995), a orpus of English drawn from a variety of genres and ontaining written as well asspoken data. The FrameNet resoure (release 1.2) ontains . 57,000 verbal propositions and. 2,000 verbs. The resoure aims to present instanes of eah verb with all its roles and inall syntati diatheses, whih generally allows good overage of roles, despite the relativelysmall size of the orpus.The sampling method however implies that the orpus is not a representative sample ofEnglish. Therefore, when trained on the FrameNet orpus, our model relies on probabilityestimates that are not neessarily representative of every day language use. Our modelis still able to make meaningful preditions beause o-ourrene information for spei�verbs and arguments is usually very sparse even in larger orpora, so that any probabilistimodel essentially lassi�es seen and unseen events. This lassi�ation represents a veryhigh baseline in semantially in�uened tasks (see, e.g., its suessful use in early workon prepositional phrase attahment by Hindle and Rooth (1993)). If a larger orpus withFrameNet-style annotation were available, our model would gain more overage of spei�verb-argument pairs and a �ner-grained estimate of o-ourrene frequenies, both of whihwe expet to improve its preditions. In the absene of suh a resoure, we rely on theinformation available in the orpus and use smoothing tehniques to generalize to unseenases. 2.1.1. Smoothing.To estimate the semanti probability model, we an use maximum likelihood estima-tion on word-o-ourrenes in our training orpus. However, we enounter a serious sparsedata problem: For instane, if we use the data from MRae et al. (1998) as a test set (seebelow), only 6% of all verb-argument-role triples are attested in the FrameNet orpus. Forthe remaining 94% of data points, the model would predit a probability of 0. A modelindued by maximum likelihood estimation alone therefore underestimates the plausibilityof data points unseen in the training data.We apply lass-based smoothing (CB), a standard method used in omputational



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 9linguistis to approah this problem. Class-based smoothing pools similar observations inthe training data to arrive at a more robust probability estimate for eah lass member. Inexperiene-based models of syntax (and probabilisti parsers in omputational linguistis),abstrat ategories like parts of speeh are used as lasses. We make semanti generalizationsinstead by employing semanti verb and noun lasses. The method therefore serves not onlyto avoid the problems of sparse data, but also to base the model's preditions on semantigeneralizations rather than pure word o-ourrene. From a ognitive perspetive, semantiategories are a muh-researhed basi tool for human reasoning about the world (see, e.g.,Medin & Aguilar, 1999), and there is evidene for the existene of semanti lasses as anorganizational priniple of the human mental lexion (see, e.g., Aithison, 2003). Class-basedsmoothing as inferene about the plausibility of events based on semanti lass membershiptherefore appears to be a plausible modeling tool.Tehnially, when applying lass-based smoothing to the semanti model, we estimatea joint probability distribution over semanti lasses P (clv, gf , r, cla) instead of over indi-vidual words P (v, s, gf , r, a) and thereby base our estimate on a muh larger set of relevantdata points. Given a semanti noun lass that ontains pirate and buaneer and a semantiverb lass with terrorize and terrify, lass-based smoothing allows us to ount observationsof terrify-pirate-agent and terrorize-buaneer-agent to estimate the plausibility of terrorize-pirate-agent. This method is therefore espeially well-suited to making reliable plausibilitypreditions even for unseen verb-argument ombinations.In the semanti plausibility model, we use lass-based smoothing for both nouns andverbs. WordNet's synonym sets serve as noun lasses (Fellbaum, 1998). These very �ne-grained lasses ensure valid generalizations and perform better than the oarse-grained setof WordNet unique-beginner (top-level) lasses (Padó, 2007). However, �ne-grained nounsets an ontribute only relatively little smoothing power exatly beause their generaliza-tions are very spei�. Most of the generalizations are in fat made by the verb lasses,whih we indue from the FrameNet training data (Padó et al., 2006). Our indued verblasses outperform hand-rafted lasses suh as VerbNet (Kipper, Dang, & Palmer, 2000) orWordNet beause they are optimized for the task and the training set (Padó, 2007).Verbs are lustered aording to whih roles they assign to their arguments, and howthey realize them syntatially. We use an implementation of two soft lustering algorithms(Marx, 2004) derived from Information Theory: the Information Distortion (ID) (Gedeon,Parker, & Dimitrov, 2003) and Information Bottlenek (IB) (Tishby, Pereira, & Bialek,1999) methods. Soft lustering allows us to identify and use verb polysemy, whih is oftenharaterized by di�erent patterns of syntati behavior for eah verb meaning. Features forthe lustering algorithms were the lemmas of the argument head of the verb, the syntation�guration of verb and argument (as a path through a parse tree), the verb's sense (i.e.,its FrameNet frame), the role assigned to eah argument and a ombined feature of role andsyntati on�guration.To hoose the optimal values for the parameters lustering algorithm and number oflusters, we evaluated di�erent parameter instantiations by omparing the quality of thesemanti model's plausibility preditions when using the resulting lusters for smoothing.Evaluation was done on a development data set with 60 human ratings for verb-argument-role triples (a subset of the plausibility norming data from MRae et al., 1998, see below).For the FrameNet data, the ID algorithm performed best, and a set of 13 lusters proved



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 10Table 1: Example Clusters: Top ten verbs from two indued lusters.Cluster 1 Cluster 2resent yleenvy followdislike travellike leadhate haseprove aompanydelight esortwant usherargue pursueregret trailoptimal. Note that this is muh fewer than the . 300 verbal frames spei�ed in thetraining data. Our verb lasses thus onstitute a ompat, task-spei� generalization of theinformation available in FrameNet. For a more detailed disussion of the lustering proess,see Padó et al. (2006) and Padó (2007). Table 1 shows the top ten members of two of ourindued lusters, sorted by their probability of luster membership (all probability values
> 0.84). Cluster 1, whih also inludes terrorize, has the ommon theme of experiening(like, dislike) or ausing emotion (delight). Cluster 2 ontains verbs of motion. Other lustertopis inlude pereption, modes of ommuniation, or verbs of inrease and hange (e.g.,inrease, soar).To broaden overage in ases where CB smoothing does not return estimates, wealso employ Good-Turing (GT) smoothing (see, e.g., Good, 1953; Manning & Shütze,1999). This method re-estimates the model's probability distribution and assigns a uniform,small amount of probability mass to all events that are unseen in the training data (andthus reeive a zero probability predition in the unsmoothed model). Re-estimation of thetraining distribution also makes estimates for rare events (suh as hapax legomena) morerobust.2.1.2. The smoothed model.We ombine CB and GT smoothing using a bak-o� strategy. Equation 6 illustratesour ombination method using the deomposed model formulation. GT smoothing is alwaysapplied to the �rst four model terms, whih are the least sparse. Sine in these four terms wedo not allow preditions for events that are unseen, to avoid overgeneration of inonsistentverb-sense-role ombinations, GT smoothing of these terms mainly serves to smooth theounts for events that only appear one in the training data, beause these are prone tonoise.

Plausibilityv,r,a = PGT (v) · PGT (v|s) · PGT (gf |v, s) · PGT (r|v, s, gf ) ·

PBO (a|v, s, gf , r) (6)The �nal, sparsest model term PBO(a|v, s, gf , r) is estimated in a series of bak-o� steps (seeKatz, 1987), given in Equation 7. Here, clv denotes the lass of a verb, and cla denotes the



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 11Table 2: Test item: verb-argument-role triples with plausibility ratings from MRae et al. (1998);sale ranges from 1 (implausible) to 7 (plausible).Verb Argument Role Ratingterrorize pirate agent 6.5terrorize pirate experiener 2.2terrorize vitim agent 1.4terrorize vitim experiener 6.6lass of an argument indued by the lass-based smoothing algorithm.
PBO(a|v, s, gf , r) =























PCB (cla|clv, gf , r) if fCB (cla, clv, gf , r) > 0

PCB (cla|clv, r) if fCB (cla, clv, gf , r) = 0and fCB (cla, clv, r) > 0

PGT (cla|clv, r) else (7)First, we try to estimate P (a|v, s, gf , r) using lass-based smoothing. Note that while theverb's sense s does not appear in the CB formula, the model generates the sense value thatmaximizes the plausibility equation while being ompatible with the predited role. If aombination of lasses, grammatial funtion and role is unseen even after generalization,we apply lass-based smoothing again, but remove the grammatial funtion term. Whilethe grammatial funtion information may yield useful hints about the intended role if itis present, it is not entral to determining the plausibility of a verb-argument-role triple.If lass-based smoothing fails entirely, we bak o� to a GT estimate of seeing an unknownombination of lasses.In ases where the model has to rely on GT smoothing only, there is an advantage tousing the deomposed formulation over the joint formulation. In the deomposed formula-tion, the less sparse �rst four model terms ontribute information about the verb's preferredsyntati and semanti realization of its arguments that is lost if the joint probability modelis smoothed with a uniform estimate for all unseen ombinations of the �ve model variables.We therefore use the deomposed model formulation below.Note also that Equation 7 is simpli�ed for ease of exposition. In order to ensure thata probability distribution is returned by the bak-o� sequene, the bak-o� terms have tobe weighted appropriately: The total probability mass returned by eah bak-o� step hasto be saled to take up only the mass assigned to unseen events by the previous step (see,e.g., Dagan, Pereira, & Lee, 1994, for a suitable saling fator).2.2. Experimental evaluationThe semanti model's appropriateness for its task an be tested by using it in isolationto predit human plausibility intuitions. We investigate the performane of the smoothingmethods and demonstrate the quality of the smoothed model's preditions and its wideoverage of unseen input data.Four example test data points from MRae et al. (1998) are presented in Table 2. Eahtriple of verb, argument and role is assoiated with an average human plausibility rating on



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 12a 1�7 sale. The ratings were olleted by asking partiipants to answer questions like Howommon is it for a pirate to terrorize someone? (probing the agent relation between pirateand terrorize) with the rating that seemed appropriate. The experiener relation betweenpirate and terrorize was probed by asking How ommon is it for a pirate to be terrorized bysomeone?The model's task is to predit the human rating given the verb, argument and role. Weorrelate the plausibility values predited by the model (probabilities ranging between 0 and
1) and the human judgments (average ratings ranging between 1 and 7). Sine the judgmentdata is not normally distributed, we use Spearman's ρ (a non-parametri rank-order test);
ρ ranges between 0 and 1, where a value of 1 indiates a perfet orrelation.2.2.1. Training and test data.We train the model on the FrameNet orpus, release 1.2, and present results fromtwo test sets. The �rst is a set of norming data from the literature. We use the data for
25 randomly hosen verbs (orresponding to 100 data points) out of the 160 data pointsreported in MRae et al. (1998) (the remainder serves as a development set for parameteroptimization). Reall that in this data set, eah verb is paired with two arguments and tworoles eah so that eah verb-argument pair is plausible in one role and implausible in theother, as shown in Table 2. The balaning of plausible and implausible verb-argument-roletriples means that the semanti model an only orretly predit the judgments if it indeeduses semanti plausibility information (rather than just relying on general syntati rolepreferenes). The judgment predition task is very hard to solve if the verb is unseen duringtraining, sine its identity determines the set of appliable themati roles.3 We thereforeexlude items with unseen verbs from the test data, retaining 64 of the original 100 datapoints.The seond test set, from Padó et al. (2006), allows us to explore the semanti model'sperformane on items whih were extrated from orpus data, namely the FrameNet and thePropBank orpora. We hose 18 verbs that our in both FrameNet and PropBank aordingto the roles they assign in VerbNet: Six experiener verbs like hear, six patient verbs like hitand six ommuniation verbs like tell. For eah verb, we extrated six arguments from eahorpus: The three most frequent arguments in the preferred subjet role and the three mostfrequent arguments in the preferred objet role. We onstruted verb-role-argument triplesby ombining eah verb-argument pair with both roles, obtaining 24 verb-role-argumenttriples per verb, and eliited ratings on a seven-point sale for eah triple in a web-basedstudy. In all, there are 414 verb-role-argument triples instead of the full 24 × 18 = 432,beause some arguments were seen in both orpora. This approah weakens the balaningseen in the MRae data, where eah argument is highly plausible in one role and highlyimplausible in the other, but there remains a lear tendeny towards this behavior in thedata. By de�nition, all the verbs in this test set are overed by FrameNet, and roughly onequarter of the verb-argument-role triples are present in the FrameNet training data. Thisallows the investigation of the model's performane when the sparse data problem is less3While it is oneivable to set up the model to indue the losest FrameNet frame for an unseen verb,this is an ambitious researh projet that is ompliated by the problem of having seen only one instane ofthe unknown verb.



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 13Table 3: Semanti Model Performane: Test set size, overage and orrelation strength for MRaeand Padó test sets using di�erent smoothing regimes.MRae PadóSmoothing N Coverage Spearman's ρa N Coverage Spearman's ρaNone 64 6% -0.316, ns 414 27% 0.364, ***GT 64 88% 0.032, ns 414 99% 0.170, ***CB+GT 64 88% 0.415, ** 414 99% 0.522, ***ans: not signi�ant, ∗∗ : p < 0.01, ∗ ∗∗ : p < 0.001pressing and when the test voabulary is more similar to the training data than when usinghand-rafted items.2.2.2. Results and disussion.Table 3 reports the semanti model's overage of the test set items and the orrelationbetween predited and observed human judgments. We also present results for the GTsmoothing method and the unsmoothed model for omparison.The unsmoothed results highlight the severity of the sparse data problem: For the 64-data-point MRae data set, preditions an be made for only 6% of all data points, and theorrelation is negative and non-signi�ant. The Padó data set was designed to ontain moreseen data points. The preditions for the 414 Padó data points are signi�antly orrelatedto the human judgments, demonstrating that a probabilisti orpus-based model is apableof making aurate preditions for seen triples.GT smoothing alone allows only poor preditions, espeially for the almost ompletelyunseen MRae data set. While the deomposition of the model into separate, less sparsesubterms supplies some verb-spei� preferenes, the smoothing method does not makeargument-spei� plausibility preditions. Therefore, it annot apture the ruial themati�t variations in the data sets. However, overage has inreased signi�antly, of ourse. Someitems still remain unovered due to a restrition whih we have plaed on the model to ensureonsisteny of the role preditions: Only themati roles that have been seen with the verbduring training may be predited. This inludes ases where the verb was observed in adi�erent sense from the one probed by the test data, so that the orret role annot bepredited given the training data. The orret role is unseen with the verb more often forthe MRae data set, whih di�ers in genre from the training data more than the Padó dataset. Adding the CB smoothing method to the GT smoothed model �nally supplies argu-ment spei� smoothing information. In ontrast to the �rst two results, the fully smoothedsemanti model ahieves signi�ant orrelations with the human data with realisti over-age. For the MRae data set, this is owed almost ompletely to the semanti generalizationsmade in CB smoothing, sine virtually all data points are unseen and GT smoothing alonedid not sueed. For the Padó test set, the appliation of CB smoothing even inreases theorrelation oe�ient notieably over that for the seen data points only, at almost perfetoverage. To interpret the oe�ients, human performane an serve as a point of ompari-son. A human rater's judgments predit the average of the other raters' judgments at about



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 14

Semantic 

Ranking

1. ...

Syntactic 

Ranking

1. ...

Semantics

Model
Syntax 

Model
Analyses

Global 

Ranking

1. ...

Cost Prediction

Figure 1. The arhiteture of the SynSem-Integration model.
ρ = 0.7 (Padó, 2007). While the model performs below this level, its performane is stillsubstantial in omparison.These results suggest that our smoothing methods are appropriate and allow the modelgood performane on a test set of almost ompletely unseen data points. Not surprisinglyfor a probabilisti approah, the model performs best on a test set that is more similar tothe training data and ontains some seen data points. This evaluation demonstrates thatthe semanti model is apable of prediting human judgments for new data sets. This makesit a key omponent of the SynSem-Integration Model, whih we now go on to disuss.3. The Syntax-Semantis Integration modelThe model of semanti plausibility introdued above allows us to integrate seman-ti information with an existing approah to modeling syntati preferenes. The resultingSynSem-Integration model of human sentene proessing reliably predits sentene proess-ing di�ulty observed in experimental studies and is apable of proessing unrestrited inputdata, thus displaying wide overage of language data.The SynSem-Integration model is derived from a probabilisti grammar-based modelin the tradition of Jurafsky (1996) and Croker and Brants (2000) beause this type of
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1. S → NP VP 1.0 6. V → terrorized .8

2. NP → DT N 1.0 7. V → slept .2

3. VP → V NP .9 8. N → pirate .5

4. VP → V .1 9. N → sea .5

5. DT → the 1.0Figure 2. Example of a PCFG fragment: Numbered N → ζ rules annotated with rule probabilities.model explains the reation of syntati analyses as well as the resolution of ambiguities. Asmentioned above, grammar-based models annot easily aount for semanti e�ets diretly,as the information about word o-ourrene they an apture is at the syntati level onlyand extremely sparse. Therefore, we add a dediated semanti model. The existene ofseparate syntati and semanti models should not be taken as a laim about ognitivereality, but rather serves to improve the transpareny of the ombined model and to allowthe separate evaluation of eah omponent.Fig. 1 illustrates the arhiteture of the SynSem-Integration model: The syntax modelinrementally omputes all possible analyses of the input. The semanti model's task is toevaluate the resulting strutures with respet to the plausibility of the verb-argument pairsthey ontain. Both models simultaneously rank the andidate strutures: The syntax modelranks them by parse probability, and the semanti model by the plausibility of the verb-argument relations ontained in the strutures. The two rankings are interpolated into aglobal ranking whih allows the predition of a humanly preferred struture, as in a grammar-based model. Depending on the interpolation parameter for the global ranking, either soureof information an dominate the preferred struture predition.Di�ulty is predited with respet to the global ranking and the two loal rankings,by taking up elements of the di�ulty predition strategies in both probabilisti grammar-based and onstraint-integration models. As in a ompetition-based onstraint-integrationmodel, di�ulty is predited if the information soures disagree in their support for the glob-ally preferred struture. This means that even if one model dominates the global ranking,the other model's preferenes are still vital for di�ulty predition. As in both Jurafsky-style grammar-based models and onstraint-based models, di�ulty is also predited if newevidene leads to the abandoning of the globally preferred struture in favor of another one.In the following, we �rst desribe the implementation of the syntati model. We thengo on to disuss the di�ulty predition strategies of our model and existing probabilistiapproahes. This leads us to desribe the parameter spae for ost predition in the SynSem-Integration model, and the setting of these parameters on a held-out set of observed patternsof human proessing di�ulty. Finally, we present an evaluation of the SynSem-Integrationmodel against experimental data on four loally ambiguous onstrutions, from a total ofeight experimental studies.3.1. The syntati modelThe SynSem-Integration model inorporates a probabilisti grammar-based model asa soure of information about lexial and syntati preferenes. As in Jurafsky's (1996)approah, the grammar-based model proposes analyses of the input based on a probabilistiontext-free grammar (PCFG). Fig. 2 gives an example of PCFG rules of the form N → ζ
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1. S → NP VP[terrorize] .8 6. V[sleep] → sleeps 0.5
2. S → NP VP[sleep] .2 7. V[sleep] → slept 0.5
3. VP[terrorize] → V[terrorize] .2 8. V[terrorize] → terrorized 0.7
4. VP[terrorize] → V[terrorize] NP .8 9. V[terrorize] → terrorizes 0.3
5. VP[sleep] → V[sleep] 1.0Figure 3. Example of a partially lexialized PCFG fragment: Numbered N → ζ rules annotatedwith rule probabilities.(N rewrites as ζ) with rule probability P (N → ζ). This grammar overs sentenes like Thepirate slept or The pirate terrorized the sea. The probability of a syntati struture T foran input sentene an be omputed by multiplying the probabilities of the grammar rulesinvolved in onstruting T , as expressed in Equation 8:

P (T ) =
∏

(N→ζ)∈T

P (N → ζ) (8)The probability of analyzing The pirate slept as a sentene omposed of a noun phrase anda verb phrase that is a single verb is thus 0.01 (using rules 1, 2, 4, 5, 7 and 8).Like Croker and Brants (2000), we use a wide-overage grammar indued from a largeorpus of syntatially annotated data. This grammar is able to aount for all syntatiphenomena enountered in the orpus and an thus make orret strutural preditions alsofor input that was not enountered during training. This allows our syntati model wideoverage of phenomena and the ability orretly proess unseen input.We use a lexialized model that ontains not only purely strutural information, butalso preferenes assoiated with single lexial items, suh as lexial ategory preferenes orverb subategorization preferenes (Jelinek, Laerty, Magerman, & Roukos, 1994; Collins,1996). As shown in Fig. 3, a lexialized grammar not only ontains information about theinternal struture of phrasal ategories, but also about the lexial heads involved. Thisinformation allows the grammar to apture strutural preferenes that are spei� to givenlexial heads. The grammar fragment in Fig. 3 for example enodes verbal subategorizationinformation: Rule 5 states that sleep is an intransitive verb, always forming a VP withouta noun phrase argument, while aording to rule 6 terrorize is preferably transitive. Inontrast to the semanti model, the lexialized grammar does not distinguish between verbsenses, sine no sense information is annotated in the training orpus (if sense informationwere given, it would be possible to distinguish, e.g., between the preferred argument patternsof di�erent verb senses).Fig. 3 shows a head-lexialized grammar with lexialization for the head of eah phrase.It is possible to inlude further information about lexial heads observed together in somesyntati relation, for example as a verb and its argument. Suh a head-head lexializedgrammar ould use this o-ourrene information to di�erentiate between syntati analyseswith di�erent verb-argument on�gurations.However, in pratie, this approah demands larger amounts of syntatially annotatedtraining data than are available today. Results by Gildea (2001) and Bikel (2004) suggestthat the relevant head-head lexial information is so sparse that it is rarely available in theparsing of unseen text using standard training orpora like the Penn Treebank (Marus et



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 17Table 4: Braketing reall and preision, F-sore and overage of a lexialized and a fully head-headlexialized parser on WSJ Setion 23.Parser Reall Preision F Cov.Head-Head Lexialization 86.47 86.65 86.49 100%Head Lexialization 86.17 86.31 86.29 100%al., 1994). This is espeially true if the domain of the training data di�ers from that of thetest data, as is the ase for a probabilisti grammar-based model trained on the standardnewspaper orpora and used to analyze experimental items. Therefore, we expet thathead-head lexialization will not improve parsing performane on unseen test data muh,and also that a head-head lexialized grammar-based model will not be able to distinguishbetween possible syntati analyses on the basis of the available head-head o-ourreneinformation.Evaluation We test the assumption that head-head lexialization does not improve pars-ing for our purposes by analyzing the parsing performane of a head- and a head-headlexialized grammar. We use the inremental top-down parser proposed by Roark (2001) asa parsing engine. We derive the two lexialized grammars from the standard training datafor syntati parsers, setions 2�21 of the Wall Street Journal setion of the Penn Treebank(WSJ Marus et al., 1994). We add the data from setion 24, to gain as muh lexially-spei� information as possible, and retain setion 22 as a development set. Setion 23is the standard test set for probabilisti parsers. We slightly modify this training data todistinguish between adverbial PPs and agent PPs in passive onstrutions by introduing anew phrase label for agent PPs.We present evaluation results both for the head lexialized syntati model and thehead-head lexialized version. Table 4 summarizes the results obtained on the WSJ se-tion 23. We report the standard measures overage and parsing F sore, based on braketingpreision and reall aross the best parses. Preision measures how many of the proposedsyntati nodes are orret, punishing preditions with inorret nodes. Reall gives theproportion of orretly proposed tree nodes over the number of nodes in the target tree,punishing preditions with missing nodes. F sore is the harmoni mean of preision andreall, F = 2·Precision ·Recall
Precision+Recall

.The results in Table 4 demonstrate �rst the wide overage of both models, whih areapable of assigning struture to all sentenes in the unseen test data. Further, both models'strutural preditions math the human annotations on the test data to a large degree,whih allows us to assume that the preditions are mostly reliable. Finally, we observethat, as expeted, both models perform very similarly. The additional information presentin the head-head lexialized grammar does improve parsing deisions, but not by a greatmargin, beause for most strutures, the relevant head-head o-ourrene information doesnot exist. We will therefore use the simpler head lexialization tehnique for the syntatimodel's grammar.The head lexialized parser proposes a large number of analyses for eah input, manyof whih are very unlikely. To restrit the amount of analyses that have to be proessed in the



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 18SynSem-Integration model, we follow Jurafsky (1996) in introduing a searh beam whihontains only analyses within a ertain probability range. 4 We base di�ulty preditiononly on analyses with probabilities up to two orders of magnitude away from the best parse'sprobability. The introdution of a searh beam avoids the need to assume full syntatiparallelism in human sentene proessing and takes into aount the existene of memorylimitations.3.2. Di�ulty preditionThe SynSem-Integration model predits proessing di�ulty on the basis of semantiand syntati preferenes determined by the semanti plausibility model and the syntatiparser model introdued above. This setion disusses di�ulty predition in the SynSem-Integration model in relation to the strategies used in other approahes. We base ourdisussion on the observation that in isolated sentenes with loal syntati ambiguities,human proessing di�ulty may be observed in two regions: During the proessing of anambiguous region, there may be on�iting evidene from di�erent information soures, andat the point of disambiguation towards one of the alternative analyses, a previously preferredanalysis may have to be abandoned in favor of a previously dispreferred one. We term thesesituations Con�it and Revision.Take again the Main Clause/Redued Relative (MC/RR) ambiguity as an example.We repeat Sentene (1-b) from above as Sentene (2):(2) The vitim terrorized by his aptors was freed quikly.Reall that the ambiguous region up to terrorized has two possible interpretations: A mainlause ontinuation, and the redued relative ontinuation as in (2). In the main lauseanalysis, the vitim is the semanti subjet of the terrorizing event, while in the reduedrelative analysis, it is the semanti objet. During this ambiguous region, a Con�it situationarises if there is on�iting evidene for whih of the two analyses to prefer. In sentene (2),the main lause analysis is syntatially more likely, being muh more frequent. However,semantially, the vitim is muh more likely to be the theme rather than the subjet ofthe terrorizing ation. The on�iting syntati and semanti preferenes ause proessingdi�ulty.The ambiguity ontinues until the prepositional phrase by his aptors provides a strongsyntati bias towards the redued relative interpretation. Revision di�ulty may be ob-served if the proessor initially preferred the main lause interpretation, but now abandonsit. The main verb luster, was freed, disambiguates ompletely: Only the redued relativeinterpretation is syntatially plausible now. Even readers who held on to the main verbinterpretation until this point are fored to revise and may enounter di�ulty.A suessful model of human sentene omprehension needs a means of preditingdi�ulty in both Con�it and Revision situations. The SynSem-Integration model bases itspreditions on two ost funtions spei� to these situations. We disuss the ost funtionsemployed in existing models and ompare them to the ones used in our model.4The searh beam limits the amount of analyses used in prediting di�ulty; the parser's internal repre-sentations of partial parses are not a�eted.



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 19Con�it during the proessing of an ambiguous region is handled naturally byompetition-based onstraint-integration models, where di�ulty is predited by ompe-tition of strong opposing onstraints whih delay the identi�ation of a preferred interpreta-tion. Grammar-based models in the Jurafsky tradition, on the other hand, use a di�ultypredition funtion that only reats to a hange in the proposed preferred syntati stru-ture. Sine a Con�it situation does not neessarily lead to suh a hange (the most probablesyntati analysis of the input may remain the same despite on�iting preferenes), thesemodels do not aount onsistently for this soure of proessing di�ulty.In the SynSem-Integration model, di�ulty due to Con�it is predited if either thesyntati or the semanti model does not agree with the globally preferred struture. This isequivalent to a on�it between the preferenes of the syntati and semanti models, sinethe globally preferred struture is based on an interpolation of both models' rankings. Inthe Con�it situation, the SynSem-Integration model thus relies on a similar mehanism asompetition-based models.Revision ours if a reader gives up a previously preferred analysis for a di�erent one.Probabilisti grammar-based models easily apture Revision situations as they predit pro-essing di�ulty if the preferred syntati struture hanges. This ost funtion an beseen as an abstration of the proess employed by ompetition-based onstraint-integrationmodels, whih predit proessing di�ulty in Revision situations due to the ompetition be-tween the well-supported previously preferred analysis and the strong ativation from newevidene reeived by the other analysis. Both existing proposals for ost predition thusapture the omplexity involved in abandoning one interpretation of the input in favor ofanother.The SynSem-Integration model uses a similar predition funtion to that of a prob-abilisti grammar-based model. A on�it-based aount of the Revision situation, as inonstraint-based models, is not open to the SynSem-Integration model on tehnial grounds,beause it operates stritly on the set of possible syntati analyses of the urrent input. Ifsyntati disambiguation ompletely rules out the preferred analyses of the previous timestep, its semanti interpretation is no longer available to ompete with the interpretationof the on�rmed alternative analysis. Therefore, the SynSem-Integration model detetsa Revision situation by traking the preferred struture at eah point in proessing, likeprobabilisti grammar-based models.Together, the Con�it and Revision ost funtions guarantee that the SynSem-Integration model an make di�ulty preditions during the whole ourse of ambiguityproessing. The total ost predited by the model is the sum of all Con�it and Revisionost inurred in a region (it is possible for both ost types to be inurred simultaneously,if the globally preferred analysis has hanged, but another analysis is semantially moreplausible).Granularity of Preditions A further aspet of ost predition that is worth omparingis the granularity of preditions. Models have a hoie between three levels of granular-ity for di�ulty preditions: We all preditions that are binary �ags for the existene ofdi�ulty qualitative preditions, preditions that speify the relative size of proessing di�-ulty relative-quantitative preditions, and preditions that diretly link a model's output to



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 20reading times in milliseonds absolute-quantitative preditions. Absolute reading times areknown to depend also on fators like word length, word frequeny and preditability (Just& Carpenter, 1980; MDonald & Shillok, 2003), whih are not onsidered in any of themodels disussed here (see, e.g., Demberg and Keller (2008); Boston, Hale, Kliegl, Patil,and Vasishth (2008) for models of absolute reading times for newspaper text).The models introdued above fall into di�erent lasses on this sale. Probabilistigrammar-based models using the ost funtion introdued by Croker and Brants (2000)make qualitative preditions by announing the presene of di�ulty if a hange in preferredstruture takes plae. This type of predition is quite impreise, sine it does not givean indiation of the relative di�ulty enountered in the region in omparison to otherregions. The settling time of ompetition-based onstraint-integration models, on the otherhand, predits relative proessing di�ulty and therefore onstitutes a relative-quantitativepredition.The SynSem-Integration model's per-ondition preditions are also relative-quantitative. Reall that we de�ne the �nal ost predition for the proessing of an inputregion as the average ost predited over all stimuli. Cost preditions therefore depend notonly on the amount of di�ulty predited for individual stimuli and the granularity of thosepreditions, but also on the number of stimuli for whih di�ulty is predited. The model'spreditions thus re�et the relative proessing ease for a ondition with many easy stimuliin omparison to one with many di�ult ones. The granularity of the model's per-itempreditions depends on the ost funtion used. We will disuss ost funtions of di�erentgranularity in the next setion. We will show that the most reliable per-ondition predi-tions are made by binary or oarse-grained relative-quantitative ost funtions, whih aremost resistant to noise.3.3. Parameters of the modelHaving disussed the omponent models and the ost predition mehanism of theSynSem-Integration model, we now onlude the desription of the model by disussing thesetting of the ost predition parameters. There are two types of parameters: The �rstis the interpolation fator used to ompute the global preferene sore. The other is theimplementation of the two ost funtions that predit di�ulty. We introdue both typesof parameters and then desribe the parameter seletion proess, during whih the SynSem-Integration model's performane on a development set is optimized.3.3.1. The interpolation fator. The interpolation fator f is used to ompute theglobal preferene sore for the andidate analyses ai. The global sore of the analyses deter-mines the globally preferred syntati struture, whih has to be known for ost predition.The interpolation fator f determines the respetive in�uene of the syntati and semantisores predited by the two model omponents, as shown in Equation 9. Syn is the prob-ability of the syntati analysis assigned to interpretation i by the parser and Sem is thesemanti plausibility sore assigned by the semanti plausibility model.
Global score(ai) = f · Syn(ai) · (1 − f) Sem(ai) (9)The interpolation fator f ranges between 0 and 1. The larger this fator, the more thesyntati probability of an analysis dominates its global sore (i.e., the more similar theglobal ranking of analyses beomes like the ranking based on the syntax sore).



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 213.3.2. The ost funtions.The seond type of model parameter is the exat formulation of the ost funtions usedfor di�ulty predition. Reall that the SynSem-Integration model employs a ombinationof two ost funtions tailored to the Con�it and Revision situations in human senteneproessing identi�ed above. Sine eah of the ost funtions applies to only one soureof di�ulty, their output is simply added to predit overall di�ulty for an inrementalproessing step.Con�it ost quanti�es the proessing di�ulty inurred in situations where the inputyields on�iting evidene for whih analysis to prefer, while Revision ost aounts forthe proessing di�ulty aused by abandoning a preferred interpretation of the input andreplaing it with another. Cost predition in either of these situations an be instantiated byost funtions with di�erent granularity of predition. We de�ne three alternatives eah foromputing Con�it and Revision ost and evaluate their appropriateness during parametersetting. Reall that the granularity of the ost funtions only a�ets the grain size of theSynSem-Integration model's per-item preditions, not that of its per-ondition preditions(see Setion 3.2).Con�it ost is predited on the basis of the insight from ompetition-based models thatproessing di�ulty an be explained by a on�it between strong disagreeing onstraints.The on�it ost funtions in the SynSem-Integration model therefore are sensitive to dif-fering strutural preferenes in the two information soures. Take rank syn and rank sem todenote the syntati and semanti rank5 of the globally preferred analysis gp. We de�nethree ost funtions, presented here in the order of inreasing �neness of granularity.1. Fixed Cost : costconflict =

{

1 if rank syn(gp) 6= rank sem(gp)

0 elseFixed Cost is a qualitative measure whih predits binary di�ulty by assigning a ost of
1 if the rank of the globally preferred analysis di�ers in the syntati and semanti models.This is the simplest possible way of modeling a Con�it situation in the SynSem-Integrationmodel.2. Rank Cost : costconflict = abs(rank syn(gp) − rank sem(gp))Rank ost omputes Con�it ost as the di�erene between the ranks assigned to the globallypreferred analysis by the two models. For this funtion, no ost is inurred if the globallypreferred analysis is ranked �rst in both models, and growing amounts of ost are assignedthe lower the globally preferred analysis is ranked in a disagreeing model. This ost funtionis motivated by the intuition that more ost should be inurred in a Con�it situation ifthe rankings of the syntati and semanti model di�er widely than if they di�er by onlyone rank position. Sine it aptures the strength of the disagreement between the models,it allows relative-quantitative preditions.3. Ratio Cost : costconflict =















psyn(lp)
psyn (gp) if rank sem(gp) > rank syn(gp)
psem (lp)
psem (gp) if rank syn(gp) > rank sem(gp)

0 else5Note that analyses with idential sores are assumed to share a rank, so there an be two equally preferredanalyses. In these ases, as long as one of the equally preferred analyses orresponds to the globally preferredone, no di�ulty is predited.



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 22Ratio ost, the most �ne-grained relative-quantitative measure, onsiders the probabilityratio between the loally preferred (lp) analysis put forward by the disagreeing model andthe value that this model assigns to the globally preferred (gp) analysis (the one that isranked highest in the overall ranking). This funtion is a more graded implementation ofRank ost, suh that a struture that is dispreferred in the disagreeing model by a smallmargin inurs less ost than one that is muh less likely than the highest-ranked analysis.Predited ost larger than zero is saled by the logisti funtion 1
1+e−cost to values between

0.5 and 1 to avoid an explosion of ost if the loally preferred analysis is muh more likelythan the globally preferred analysis.Revision ost We also identify three Revision ost funtions that apply when the se-manti interpretation of the globally preferred analysis hanges from the last proessingstep. We take this to be the ase when the set of verb-argument pairs in the urrent se-manti interpretation is not equal to or a monotoni extension of the set derived from thepreferred semanti analysis at the last time step.6 Here, set(gpt) denotes the set of verb-argument pairs assoiated with the globally preferred syntati struture gp at time step t,and psem(gpt) denotes the semanti plausibility of gp at t. Again, we present the three ostfuntions in order of inreasing �neness of granularity.1. Fixed Cost : cost revision =

{

1 if set(gpt) 6⊇ set(gpt−1)

0 elseFixed ost as a qualitative ost funtion assigns a �xed penalty of 1 if the set of verb-argument pairs in the globally preferred parse at t is not a monotoni extension of thesemanti representation of the globally preferred parse from the previous time step. This isthe ost funtion used in non-surprisal probabilisti grammar-based models sine Crokerand Brants (2000).2. If-Worse Cost : costrevision =











1 if set(gpt) 6⊇ set(gpt−1)and psem(gpt) < psem(gpt−1)

0 elseThe If-Worse funtion is a qualitative modi�ation of the Fixed ost funtion. It only assignsa �xed Revision ost if the set of verb-argument pairs in the globally preferred struturehas hanged and the semanti analysis of the globally preferred parse is less probable thanthe preferred one at the last time step. The intuition behind this modi�ation is that asemantially equal or more aeptable interpretation should be adopted more readily thanone that is less satisfying to the omprehender than the previously preferred one.3. Ratio Cost : cost revision =











psem (gpt−1
)

psem (gpt)
if set(gpt) 6⊇ set(gpt−1)and psem(gpt) < psem(gpt−1)

0 elseThe Ratio ost funtion is a relative-quantitative version of the If-Worse funtion. It assignsthe ratio of the semanti probabilities of the last preferred analysis and the urrent preferredanalysis, apturing the di�erene in semanti preferredness between the two instead of as-6Note that we do not pay attention to the roles assigned to the verb-argument pairs, beause role re-assignment does not appear to inur ost as long as the syntati struture remains the same (e.g., He loadedthe trukGoal, whih is easily reanalyzed into He loaded the trukTheme onto the boatGoal, upon enounteringonto the boat Prithett, 1992).



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 23signing a �xed penalty. Cost is then saled by the logisti funtion 1
1+e−cost , as for the RatioCon�it ost funtion, to avoid an explosion of ost if the urrent best analysis is muh lesslikely than the last preferred analysis.3.3.3. Parameter setting.The model parameters (interpolation fator f and ost funtions) are hosen so thatthe model predits an experimentally observed pattern of human proessing di�ulty withmaximal auray. As a development set, we use a data set from the Garnsey et al. (1997)reading time study, namely the reading times for equibiased verbs. This data set was hosenbeause it shows statistially signi�ant e�ets and yields a relatively large number of stimulifor proessing by the SynSem-Integration model, and beause there was a su�ient numberof other data sets for the same phenomenon (the NP/S ambiguity, see Materials below)available for testing.The data set ontains a total of four reading time measurements, taken during tworitial regions in two onditions. The SynSem-Integration model's task is to proess theoriginal experimental items and to predit the observed pattern of di�ulty as losely aspossible from them. We use the results for the total-time measure, sine the model's predi-tions do not extend to the level of early versus late e�ets. The total time measure sums all�xations on the region in question and re�ets the total time spent inspeting the region,be it during early or later proessing.The experimental observations and the preditions of the SynSem-Integration modelare saled to indiate the perentage of di�ulty ontributed by eah region as proposed inNarayanan and Jurafsky (2005). This is more appropriate than using unsaled preditionsand observations, sine the model does not intend to diretly predit reading times or readingtime di�erenes, but the ourrene of relative di�ulty due to proessing mehanisms.We sale separately for eah ondition by normalizing eah region's observed or prediteddi�ulty by the total di�ulty observed or predited aross all regions.We evaluate a range of di�erent parameter values aording to the quality of pre-ditions that they allow the SynSem-Integration model to make. Parameter settings thatause the model's preditions to exhibit a di�erent pattern from the observed data are re-jeted, and settings that emulate the observed pattern as losely as possible are preferred.We further di�erentiate between the parameter settings that lead to qualitative aeptablepreditions by the size of the orrelation oe�ient between preditions and observations(although we do not report the signi�ane level for the orrelation, sine only four datapoints are available).We evaluate ten values for the weighting parameter f (in 0.1 steps from 0 to 1) foreah of �ve ombinations of Con�it and Revision ost funtions (we do not ombine theRatio ost funtions with any of the others due to their vastly di�erent granularity).Results and Disussion Table 5 gives an overview over the parameter values that al-low good qualitative preditions of the pattern of di�ulty in the development data. TheCon�it and Revision ost funtions introdued above are reported with the range of valuesfor the interpolation fator f that lead to qualitatively orret preditions. All reportedvalues of f lead to a orrelation oe�ient of Pearson's r ≥ 0.95 between the predited andobserved data points. The Rank/If-Worse ombination with f > 0.8 leads to espeially good



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 24Table 5: Best-performing interpolation fators for di�erent ost funtion ombinations.
f Range aCon�it Cost Revision Cost r > 0.95 r > 0.99Fixed Fixed � �Fixed If-Worse 0.7�1 �Rank Fixed � �Rank If-Worse 0.7�0.8 0.9�1Ratio Ratio 0.9�1 �a 1: syntax only, 0: semantis only, �: No orret preditionspreditions (Pearson's r > 0.99). We make several observations:

• For all suessful model parametrizations, preditions beome more like the observeddevelopment data the larger the interpolation fator is, that is, the more the syntax modeldetermines the global ranking. Reall that the semanti ranking is always used for Con�itost predition, no matter what the global ranking is, so the resulting model is not equal tousing a syntax-only model. The observation that �extreme is better� may be at least in partdue to the fat that syntax and semantis are pithed against eah other in the developmentdata, leaving the onstraints either in perfet agreement or exatly at odds. However, therange of f for whih the non-probabilisti funtions qualitatively predit the experimentalobservations is relatively wide. This indiates that the model is quite robust as long as thesyntati model has more weight in deiding the global ranking.
• The probability ratio approah, though appealing due to its �ne grain size, does notallow us to predit the orret distribution of di�ulty as well and aross as broad a rangeof f values as the oarser-grained approahes. This is probably due to noise present in thetwo probabilisti omponent models.
• Only models using the probabilisti or If-Worse Revision ost funtion make qual-itatively orret preditions. These ost funtions postulate Revision ost only if the newglobally preferred analysis is less plausible than the old one was.In the evaluation of the SynSem-Integration model, we will primarily refer to thepreditions of the best-performing Rank/If-Worse ombination of ost funtions with f = 1.To show that the model's preditions are robust aross a range of model parametrizations,we will also report numerial evaluation results for the other two suessful parametrization,Fixed/If-Worse with f = 1 and Ratio/Ratio with f = 1. Choosing f = 1 from the rangeof possible values seems justi�ed for two reasons: First, model performane inreases withhigher values of f , and seond, this hoie simpli�es the model, as it redues the globalranking of analyses to the syntati ranking, e�etively eliminating one of the three separaterankings required in the general ase. Con�it an now be identi�ed by diretly omparingthe syntati to the semanti ranking, and Revision by traking the preferred analysis in thesyntati ranking.3.4. An example: the MC/RR ambiguityWe now present an example of the di�ulty predition proess in the SynSem-Integration model, presenting the atual system output for the input sentene The vitim



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 25terrorized by his aptors was freed quikly. Fig. 4 gives a shemati overview over the fourproessing steps that we onsider: The ambiguous verb, the beginning of the disambiguatingby-phrase, the ompletion of the by-phrase and the main verb.In the �gure, eah row in a table represents one possible syntati analysis, hara-terized as the main lause (MC) or redued relative (RR) interpretation. We also list thesyntati model's probability predition (normalized over all analyses in the searh beam)and the resulting syntati ranking. This is omplemented by the semanti model's ranking,normalized probability predition and the underlying role assignment. We show data fromthe Rank/If-Worse, f = 1 model, so these two rankings are enough to determine Con�itand Revision ost at our hosen parameter settings. For the sake of brevity, we only list therelevant parses. The syntati parser proposes several additional analyses, most of whihdi�er on the level of part-of-speeh labels (e.g., singular noun versus plural noun). Wherethere are real syntati alternatives beyond the MC and RR interpretations, we mentionthem expliitly below.At the �rst proessing step, the ambiguous region, the main lause analysis is learlysyntatially preferred - its normalized probability is almost 0.9. However, this analysisimplies that the vitim is the semanti agent of the terrorizing event, whih is highly unlikely.The semanti model markedly prefers to rank the main lause and redued relative analysesin the opposite order for this item. The on�it between the syntati and semanti rankingauses a predition of proessing di�ulty in this region.At the preposition by, the semanti ranking remains the same (vitim is preferred to bethe experiener in syntati objet position), but the syntati ranking hanges. A reduedrelative onstrution with an agent PP is now more likely than the main lause reading,where the PP has to be interpreted as an adverbial. In addition to these two analyses,the syntati model also proposes a redued relative analysis (not shown in the �gure) thatinterprets the PP as an adverbial, as in The vitimobj terrorized (PP-Adv by the seaside) wasfreed quikly. The hange in preferred analysis from the main lause to the redued relativeinterpretation prompts no Revision ost in the If-Worse ost funtion presented here, beausethe newly-preferred analysis is semantially more likely than the abandoned one. If we wereusing the Fixed Revision ost funtion, di�ulty would be predited. Note that a preditionof �no di�ulty� on the item level does not mean that the region as a whole is predited toshow no proessing di�ulty, sine the preditions over individual items are averaged for theregion predition, and noise in items and model will ause a non-zero di�ulty preditionon average.At the next time step, an expliit agent of the terrorizing event is proessed. This doesnot a�et the syntati or semanti ranking in omparison to the previous time step: Bothmodels ontinue to prefer the redued relative interpretation. The main lause analysis isunlikely both syntatially and semantially: The semanti model's interpretations assumesthat the aptors are the means by whih the vitim arries out the terrorizing event, whihdoes not serve to inrease the likelihood of vitim as an agent. As for the previous time step,we do not show the redued relative analysis that interprets the PP as an adverbial. Sineboth models agree in their ranking and no hange in preferred analysis has taken plae, noost is predited for this region.Finally, on the main verb, only the redued relative interpretation remains synta-tially viable. The syntati parser proposes to interpret freed either as a verb or as an
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Ambiguous Verb

Syntactic Model Semantic Model
MC: The victimsubj terrorized 0.898 1. 2. 0.001 terrorize-victim-agent
RR: The victimobj terrorized 0.074 2. 1. 0.999 terrorize-victim-experiencer

by
Syntactic Model Semantic Model

RR: The victimobj terrorized (PP-Agt by) 0.787 1. 1. 0.999 terrorize-victim-experiencer
MC: The victimsubj terrorized (PP-Adv by) 0.002 2. 2. 0.001 terrorize-victim-agent

Agent PP
Syntactic Model Semantic Model

RR: The victimobj terrorized (PP-Agt by 0.808 1. 1. 0.999 terrorize-victim-experiencer/
his captors) terrorize-captors-agent

MC: The victimsubj terrorized (PP-Adv by 0.046 3. 2. 0.001 terrorize-victim-agent/
his captors) terrorize-captors-means

Main Verb
Syntactic Model Semantic Model

RR: The victim terrorized (PP-Agt by 0.784 1. 1. 0.5 terrorize-victim-experiencer/
his captors) was freed terrorize-captors-agent/

victim-free-unkFigure 4. Proessing an experimental item: Analyses, predited normalized probabilities and rankings by the syntati and semanti models.



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 27adjetive, resulting in two syntati analyses with di�erent main verbs, namely freed andwas. Neither main verb is present in the semanti model's training data (f. the role pre-dition of unknown), so the analyses are equally likely semantially and tied for �rst rank.In this ase, no Con�it or Revision ost is predited.3.5. Evaluation of the SynSem-Integration modelWe now turn to evaluating the SynSem-Integration model. We present the model's pre-ditions of proessing di�ulty for four ambiguity phenomena: The Main Clause/ReduedRelative (MC/RR) ambiguity, NP objet/Sentential Complement (NP/S) ambiguity, NPobjet/Clause Boundary (NP/0) ambiguity and PP-Attahment ambiguity. For eah phe-nomenon, the model's preditions for two experimental reading-time studies are omputedbased on the original materials used in the studies. We present a qualitative evaluationfor one study on eah of the four phenomena to illustrate the SynSem-Integration model'spreditions.As a further step to evaluate the SynSem-Integration model as objetively as possi-ble, we orrelate its preditions with the proessing di�ulty observed in all eight studies(omputed as the reading time di�erene between ambiguous and ontrol onditions). Thistests how the model performs over a range of studies, and assesses the relative di�erenepredited between all the observations.3.5.1. Method.As for parameter setting, we ompare the SynSem-Integration model's preditions tothe results reported for self-paed reading times or, in eye-traking studies, for the total-timemeasure, whih ollets all �xations on the region in question and thereby re�ets all e�etsof reading and re-reading visible in �xation durations. We use the results for the total-timemeasure sine the model's preditions do not extend to the level of early versus late e�ets.We reate preditions for all ritial regions (up to and inluding the disambiguationregion) measured in the experimental data used for evaluation. The SynSem-Integrationmodel's di�ulty predition for a region is the sum of the Con�it and Revision ost preditedin this region for all items, normalized by the number of items proessed. We use thebest-performing parameters determined on the development set, namely the Rank/If-Worseombination of ost funtions and f = 1.We base our preditions on all the items from any one study that an be proessedby the SynSem-Integration model. This exludes items that annot be parsed orretly. Aorretly parsed item is one where the preferred analysis at eah point in proessing is oneof the alternative analyses that the experimenters assumed for the ambiguity. The syntatimodel orretly parses between 32% and 83% of items aross the eight studies, with amedian of 57%. From these items, we further exlude items that annot be proessed by thesemanti plausibility model beause the target verb is unseen in training. Final overageis between 27% and 75% of all items, with a median of 42%. For 80% of these items, thesemanti model prefers one of the syntati analyses assumed by the experimenters. Forthe remainder, it supports alternative analyses that either were not assumed present by theexperimenters or are syntati misparses.In addition to the preditions by the SynSem-Integration model, we also report thepreditions made by a head-head lexialized probabilisti-grammar based model. This model



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 28serves as an informed baseline for the SynSem-Integration model's performane. It has thesame syntati information as the SynSem-Integration model's syntax model and an alsouse information on the o-ourrene of lexial heads in syntati on�gurations to evaluatealternative parses. We use the head-head lexialized grammar derived from the Penn Tree-bank that is desribed in Setion 3.1 above. This model predits di�ulty whenever thebest syntati parse at the urrent time step is not a monotoni extension of the best parseat the last time step.The experimental observations and the preditions of the models are again saledas desribed in Setion 3.3 above to re�et the proportion of overall proessing di�ultyontributed by eah region. For eah ondition, we sum the observed or predited di�ultyover all regions and normalize eah region's di�ulty by the total. In the ase of negativeobserved di�ulty, we �rst move all observations for the a�eted ondition into positivespae by adding a onstant value hosen to bring the lowest negative value to 1. Thistransformation preserves the relative position of the data points and allows us to apply thestandard saling proedure.We evaluate both models' preditions by orrelating the predited and observed pat-terns of di�ulty using Spearman's ρ, sine the use of a parametri orrelation test is notjusti�ed for all data sets.3.5.2. The MC/RR ambiguity.The in�uene of themati �t on the proessing of this ambiguity, introdued above inSetion 3.2, was investigated, among others, by MaDonald (1994) and MRae et al. (1998).Both studies manipulated the themati �t of the �rst NP with the verb as an agent or patient(varying pirate in the sentene The pirate terrorized by his aptors was freed quikly withvitim), testing whether a good agent like pirate biases readers towards the ultimately wrongmain lause interpretation, while a good patient like vitim might bias them towards theredued relative reading.MaDonald (1994), in her Experiment 2, also varied the number of possible analysesin the ambiguous region through the amount of disambiguating information present in post-verbal onstituents Sentenes (3-a) to (3-d) show a omplete item set with all manipulations.(3) a. The news stated that the miro�lm onealed inside the seret passageway wasdisovered. (Good Patient/Early Disambiguation)b. The news stated that the miro�lm onealed most of the night was disovered.(Good Patient/Late Disambiguation). The news stated that the spy onealed inside the seret passageway was disov-ered. (Poor Patient/Early Disambiguation)d. The news stated that the spy onealed most of the night was disovered. (PoorPatient/Late Disambiguation)The manipulation of post-verbal material onsisted of varying the point at whih the post-verbal phrases exluded a transitive main lause ontinuation of the sentenes, thereby pro-moting the redued relative meaning. Early Disambiguation materials as in (3-a) and (3-)made this obvious at the �rst post-verbal word. Late Disambiguation materials as in (3-b)and (3-d) reliably exluded the transitive main lause only at the third or fourth word (mostof the ould still be ontinued to be a diret objet, for example as most of the douments),
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Figure 5. MRae et al. 1998: Experimental results and model preditions for the MC/RR ambi-guity. GA: Good agent �rst NP, GP: Good patient �rst NP.giving the reader more time to entertain the initially preferred main lause hypothesis.MaDonald (1994) found that a ombination of good patient �rst NP and early dis-ambiguation post-verbal material (both pointing towards the redued relative) eliminatedthe di�ulty at the disambiguating main verb. When the two information soures pointedtowards di�erent interpretations, she found some indiation of di�ulty at the disambigua-tion. When both information soures pointed towards a main lause, readers had signi�antdi�ulty at the disambiguating main verb.MRae et al. (1998) used agentive by-phrases as post-verbal material, whih orre-sponds to MaDonald's Early Disambiguation ondition. They presented two words at atime and measured self-paed reading. They also found an in�uene of themati �t: Readersfound it harder to proess ambiguous sentenes with good patients at the verb+by region,where the good patients are implausible agents in the preferred main lause interpretation,but at the main verb, whih disambiguates towards the dispreferred redued relative inter-pretation, the good agent sentenes were harder. We present the modeling results for thisstudy below.Qualitative Analysis We present modeling results for the MRae et al. data set, ourrunning example in this paper. The reading time data was measured on the regions verb+by,agent NP and main verb. We make preditions for the verb and by separately, sine bothwords ontain ues for the proessing system. The other regions are retained without mod-i�ation. We plot the observed data both with the SynSem-Integration model's preditions(in Fig. 5) and with the baseline model preditions (in Fig. 6).The SynSem-Integration model (gray lines in Fig. 5) predits that stimuli with goodpatients should be harder to read at the verb than stimuli with good agents, beause good
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Figure 6. MRae et al. 1998: Experimental results and baseline preditions for the MC/RRambiguity. GA: Good agent �rst NP, GP: Good patient �rst NPpatients introdue a on�it between the syntati preferene for the main lause readingand the semanti preferene for the redued relative. At by, both onditions are predited tobe similarly di�ult, and in the agent NP region, our model predits more di�ulty for thegood agent sentenes than for the good patients. This re�ets the revision of the previouslywell-supported main lause readings as the disambiguating region unfolds. At the main verb,our model predits equally low di�ulty for both onditions, most of the revision havingtaken plae in the previous two regions.We �nd these preditions mirrored in the experimental results, but one region late.Reall that the �rst experimental region ombines the �rst and seond region for whih ourmodel makes preditions (verb+by). In this long region, we see the di�ulty with goodpatient sentenes that was predited by the model to be enountered at the verb. In thenext region, di�ulty for good agent and good patient sentenes is relatively similar (thedi�erene is not signi�ant in the experimental results). Finally, good agent sentenes proveto be signi�antly harder than good patient sentenes. The disrepany in timing betweenthe model preditions and the observed data are presumably aused by two fators: First,the on�ation of verb and by in the measurements, whih makes it hard to exatly identifythe onset of the di�ulty with good agents, and seond a spillover e�et (Just, Carpenter, &Woolley, 1982), a phenomenon frequently found with self-paed reading data, where e�etsshow or linger a region or two after their hypothesized onset.The preditions of the syntati baseline (see Fig. 6) are notably dissimilar from theobserved data. The baseline model makes exatly the same preditions for both plausibilityonditions, whih is to be expeted given our observations about the sparseness of head-head o-ourrene information that ould yield lues to semanti plausibility. The modelpredits a large amount of di�ulty at the by-phrase followed by a smaller amount at the



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 31main verb. This distribution learly re�ets the di�ulty enountered in purely syntatiproessing: After an initial preferene for the more frequent main lause interpretation,most stimuli are analyzed as ontaining a redued relative at by, and the remainder swithesthe preferred analysis towards a redued relative at the disambiguating main verb. TheSynSem-Integration model's modulation of this general pattern by themati �t e�ets morelosely re�ets the observed human behavior.3.6. The NP/S ambiguityThe NP/S ambiguity results from the possibility to interpret a post-verbal NP as adiret objet or as the subjet of an embedded sentene omplement, as in the examplesentenes (4-a) and (4-b) (from Pikering, Traxler, & Croker, 2000).(4) a. The riminal onfessed his sins and reformed.b. The riminal onfessed his sins harmed too many people.In sentene (4-a), his sins is a diret objet in a main lause, but in the sentene omplementreading shown in (4-b), the NP is part of an embedded sentene omplement. Disambigua-tion towards the sentene omplement reading follows immediately at the next word after theNP. In this ambiguity, readers usually initially interpret the seond NP as the diret objetof the main verb and show di�ulty at a disambiguation towards the sentential omplementinterpretation.Pikering and Traxler (1998) varied the themati �t of the ambiguous NP as a diretobjet of the verb. Their eye-traking study found an in�uene of themati �t both on theambiguous NP and at the disambiguation. Ambiguous NPs that made implausible diretobjets were harder to read than plausible ones, and the disambiguation was harder to readafter seeing a plausible ambiguous NP (that biases towards the ultimately inorret objetinterpretation) than after seeing an implausible one.Garnsey et al. (1997) varied the plausibility of the ambiguous NP as well as the sub-ategorization preferene of the verb. They used verbs that prefer a sentential omplement(SC verbs), verbs that prefer an NP argument (DO verbs) and verbs that are equibiased(EQ verbs, our development set). Sentenes (5-a) and (5-b) are an example of DO and SCbias stimuli, whih we model for evaluation.(5) a. The diretor on�rmed the rumor should have been stopped earlier. (Goodobjet, DO-preferring verb)b. The diretor on�rmed the money should have been managed better. (Badobjet, DO-preferring verb). The agent admitted the mistake had been areless. (Good objet, SC-preferringverb)d. The agent admitted the airplane had been late taking o�. (Bad objet, SC-preferring verb)Garnsey et al.'s eye traking study found no signi�ant e�et of plausibility on SC-biasedverbs for the total time measure we model, but there was some indiation of di�ulty whenpartiipants read the disambiguation region in the DO ondition for stimuli with plausibleobjet NPs. These NPs initially support the diret objet hypothesis whih is ontradited
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Figure 7. Garnsey et al. 1997: Experimental results and model preditions for the NP/S ambiguity.Left: Diret Objet preferene, right: Sentential Complement preferene. Bad Obj: Bad NP objet,Good Obj: Good NP objet.
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Figure 8. Garnsey et al. 1997: Experimental results and baseline preditions for the NP/S ambi-guity. Left: Diret Objet preferene, right: Sentential Complement preferene. Bad Obj: Bad NPobjet, Good Obj: Good NP objet.at the disambiguation.Qualitative Analysis Fig. 7 shows our model's preditions for Garnsey et al.'s diretobjet and sentential omplement onditions. For the diret objet preferene ondition (onthe left), our model predits that stimuli with NPs that are implausible diret objets shouldbe hard to proess at the NP, but muh easier at the main verb, whih shows them not tobe diret objets of the �rst verb at all. Inversely, good diret objet stimuli should be easyto proess at the NP, but harder at the disambiguation.For the sentential omplement ondition (Fig. 7, right), the SynSem-Integration modelpredits a similar interation, with an espeially extreme distribution of di�ulty for theimplausible objet NPs. For both onditions, the observations follow a very similar patternto the preditions.The baseline model's preditions are shown in Fig. 8. They verify again that thismodel laks su�ient themati �t information: The baseline model predits no di�erenebetween the onditions for the diret objet bias verbs, and the small predited di�erene
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Figure 9. Pikering, Traxler and Croker 2000: Left: Experimental results and model preditionsfor the NP/0 ambiguity. Right: Experimental results and baseline preditions. Bad objet readingtimes minus Good objet reading times.for the sentential omplement verbs trends in the wrong diretion.3.7. The NP/0 ambiguityThe NP/0 ambiguity also enters around the interpretation of an ambiguous NP. ThisNP an either serve as a diret objet to a verb in an adverbial lause whih preedes a mainlause, as in (6-a) (the NP alternative), or as the subjet of the main lause, as in (6-b),where it stands in no relation to the verb in the adverbial lause (the 0 ase, from Pikering& Traxler, 1998).(6) a. While the woman was editing the magazine it started to rain.b. While the woman was editing the magazine amused the reporters.When proessing this ambiguity, readers usually interpret the ambiguous NP as the diretobjet of the verb and show di�ulty when it is disambiguated towards being the subjetof the main lause.Pikering and Traxler (1998) manipulated the themati �t of the ambiguous NP as adiret objet of the verb. Their eye-traking study found a lear in�uene of themati �t.For the total reading time measure, signi�ant e�ets were found both on the ambiguous NPand at the disambiguation, suh that implausible ambiguous NPs were harder to read thanplausible ones, but aused less proessing di�ulty than plausible NPs at the disambiguationtowards the 0 alternative.Pikering et al. (2000) investigated the ase of optionally transitive verbs with a strongintransitive bias in addition to manipulating themati �t, using stimuli like (7-a) and (7-b).(7) a. While the pilot was �ying the plane stood over by the fene.b. While the pilot was �ying the horse stood over by the fene.The total time �ndings for eah region from their eye-traking study show that reading timewas longer on the NP for implausible objet stimuli, while on the verb, reading time wasshorter for these stimuli.



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 34Qualitative Analysis We present results for the Pikering et al. (2000) study. Sinethere is no way to onstrut a syntatially unambiguous ontrol ondition for the NP/0ambiguity, Pikering et al. ompare the reading times for the good objet onditions to thereading times for the bad objet onditions. The plots of observed and predited di�ultyin Fig. 9 therefore represent the relative di�ulty of good objets as opposed to bad objets.They show the saled di�erene between the reading times for good objet sentenes fromthe reading times for bad objet sentenes.Our model orretly predits that good objets should be easy to read in omparisonto bad objets at the ambiguous NP (Fig. 9, left-hand side), and that bad objets in ontrastshould be hard to read in omparison with good objets at the disambiguation. The syntatibaseline again predits no di�erene in di�ulty between the semanti onditions (Fig. 9,right-hand side). This manifests as a straight line on the absissa on the right-hand graphin Fig. 9.3.8. The PP-attahment ambiguityA PP-Attahment ambiguity usually arises in utteranes like (8-a) and (8-b) fromRayner et al. (1983), where the attahment of the prepositional phrase with binoulars orwith a revolver is possible both to the main verb (see with binoulars) and to the objet NP(op with binoulars).(8) a. The spy saw the op with binoulars.b. The spy saw the rook with a revolver.The PP-Attahment ambiguity is syntatially a global ambiguity: There is no way ofunambiguously speifying the attahment site. However, semanti plausibility disambiguatesthe attahment of with a revolver to the rook in (8-b) and makes the attahment of withbinoulars to see vastly more plausible than to op. This means has been used to investigatethe preferred initial attahment in the proessing of this ambiguity.Rayner et al. (1983) assumed that the verb attahment alternative is the syntatiallysimpler one and, following the parsing priniple of Minimal Attahment (Frazier, 1978),hypothesized a global attahment preferene to the verb. The total reading time measurereorded in their eye traking study indeed shows that readers took longer to read the nounin the PP if it was biased towards NP attahment rather than verb attahment.Taraban and MClelland (1988) assumed the existene of a verb-spei� attahmentbias rather than a global parsing priniple. They identi�ed a verb bias for PP attahment inthe Rayner et al. stimuli, and added an equal number of stimuli with verbs biased against PPattahment. We modeled self-paed reading times from Experiment 1A, where the �ndingsfrom Rayner et al. were repliated for their stimuli, while the new Taraban and MClellanditems showed the opposite pattern, supporting the assumption that attahment preferenesare verb-spei�.We present results for the Rayner et al. (1983) study beause the Taraban and M-Clelland (1988) study yields only two data points in a single region.Qualitative Analysis Fig. 10 shows modeling results for the Rayner et al. (1983) study.Sine no syntatially unambiguous ontrols an be onstruted for the PP-Attahment
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Figure 10. Rayner and Frazier 1983: Left: Experimental results and model preditions for thePP-Attahment ambiguity. Right: Experimental results and baseline preditions. Noun attahmentreading times minus verb attahment reading times.Table 6: Correlations between model preditions and observations (Spearman's ρ).All Data No Garnsey et al.Model N ρa N ρaBaseline 36 -0.246, ns 28 -0.276, nsRank/If-Worse 36 0.714, *** 28 0.704, ***Fixed/If-Worse 36 0.743, *** 28 0.694, ***Ratio/Ratio 36 0.551, ** 28 0.412, *ans: not signi�ant, *: p < 0.05, **: p < 0.01, ***: p < 0.001ambiguity, we again use the di�erene between the attahment onditions as an indiationof relative di�ulty with the onditions. The plots in Fig. 10 show the saled di�erenebetween predited or observed di�ulty in the NP attahment ondition and predited orobserved di�ulty in the verb attahment ondition.Rayner et al. (1983) measured reading di�ulty in two regions: On theNP+preposition (the rook with), and on the NP that ompletes the prepositional phrase (arevolver). The SynSem-Integration model predits that there should be little di�erene indi�ulty between the onditions on the NP+preposition material that is idential in bothonditions. At the noun in the PP, the model predits that the NP attahment onditionshould ause more di�ulty than the verb attahment ondition, as indiated by the positivediretion of the plotted preditions. The SynSem-Integration model's preditions orrespondalmost exatly to the pattern found in the data.The syntati baseline model predits that when the NP within in the PP is read, NPattahment will be muh easier than verb attahment, leading to a large negative di�erenein di�ulty. This predition is due to hane noise: The parser only predits di�ulty for asingle stimulus in a single region.



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 363.9. Quantitative evaluationOur quantitative evaluation of the SynSem-Integration model was arried out againstobservations from the above-mentioned eight reading-time studies investigating four phe-nomena. The model's preditions were omputed as desribed in Setion 3.5. Evaluationwas done by orrelation analysis (Spearman's ρ) between the predited and observed datapoints for eah study. Table 6 shows an analysis aross the pooled data from all modeledstudies. We present the baseline results and the performane of the Rank/If-Worse model,whih uses the best parametrization on the development set, as well as the other two well-performing parametrizations to demonstrate the model's robustness aross parametrizations.The orrelation analysis is signi�ant with a orrelation oe�ient of about 0.7 for theRank/If-Worse model. The oarser-grained Fixed/If-Worse ost funtions even do slightlybetter than this, while the �ner-grained Ratio/Ratio ost funtions prove to be very sensitiveto the noise inherent in our probabilisti models at a orrelation oe�ient of ρ = 0.551.In ontrast, the syntati baseline model does not ahieve a signi�ant orrelation with theobserved data.One reservation about the pooled analysis as a measure of the model's general perfor-mane might be that it inludes the two NP/S data sets from Garnsey et al., the study thatfurnished the development set. One might argue that optimizing on one data subset from astudy makes it likely that the other data subsets from this study will also be optimized in-diretly. The right setion of Table 6 presents the orrelation results for the overall analysiswithout using the Garnsey et al. data sets. The di�erene in orrelation oe�ients is notstatistially signi�ant for any of the models (all p > 0.4, two-tailed, using Raghunathan's(2003) test whih allows for missing values).3.9.1. Disussion.The quantitative and qualitative analyses of the SynSem-Integration model's pre-ditions have demonstrated its reliability. The model learly outperformed a lexializedsyntax-only model, whih, presumably due to sparse data problems, failed to predit thein�uene of themati �t on human sentene proessing. This result highlights the impor-tane of the expliit, independently motivated model of semanti plausibility employed inthe SynSem-Integration model.The SynSem-Integration model is able to predit the patterns of human proessingdi�ulty for four well-studied phenomena with unhanged parameter settings and withoutper-phenomenon adaptations. The SynSem-Integration model ompletely eliminates theproblem of hand-seleting and hand-setting onstraints for individual phenomena. Its om-ponent models, espeially the syntati model, aount for a large amount of onstraintstypially used in onstraint-integration models, for example word form or sentene struturepreferenes. This information is inorporated in a single omprehensive model of lexial andsyntati frequenies that is trained one on a single data set. This model has the advantageof being general enough to ontain the relevant information for a large number of phenom-ena. At the same time, it ensures that no potentially important preferene information isnegleted.The quantitative evaluation of three di�erent ombinations of ost funtions hasdemonstrated the SynSem-Integration model's robustness given per-item preditions of dif-ferent grain size. In the fae of noise in the model and the data, the least �ne-grained



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 37ost funtions performed best. Importantly, all three variants of the model reliably preditpatterns of proessing di�ulty, and learly outperform the baseline model.4. General disussionWe have presented the SynSem-Integration model of human sentene proessing. Thismodel extends the standard probabilisti grammar-based aount of syntati proessingwith a model of human themati plausibility intuitions. The model is therefore able toaount for syntati and semanti e�ets in human sentene proessing, while retaining themain advantages of probabilisti grammar-based models, namely their ability to naturallyaount for frequeny e�ets and their wide overage of syntati phenomena and unseeninput. The model is to a large extent derived automatially from training data, whihobviates the need for experimenter intervention and grounds the model's preditions innaturalisti language data. This is an advantage of our model over onstraint-based aounts,where the set of relevant onstraints has to be spei�ed by hand for eah new phenomenonto be modeled. Note that a large number of onstraints used in onstraint-based aounts,suh as strutural and lexial preferenes, are overed by the probabilisti grammar in thesyntati model in a uni�ed and homogeneous way. Further, the SynSem-Integration modelis the �rst to employ a model of human plausibility intuitions (instantiated as verb-argumentthemati �t), whih allows wide overage of unseen input.Our evaluation has shown that both the plausibility model that we have proposedand the SynSem-Integration model reliably predit human data. The plausibility modelpredits human verb-argument-role plausibility judgments, showing wide overage of unseenverb-argument-role triples and reliable preditions for both seen and unseen data points.The SynSem-Integration model's preditions have been evaluated against results from eightexperimental studies and aross four ambiguity phenomena. We have presented qualitativeresults for eah phenomenon and have shown that the model's preditions are signi�antlyorrelated with observed human proessing di�ulty aross all phenomena. This demon-strates the model's generality and robustness.We now turn to disussing the theoretial impliations of our model's implementation.The model onsists of a syntati and a semanti model, whih o-operate to determine aglobally preferred analysis of the input. The semanti model is assumed to operate on theanalyses reated by the syntati model. This modular arhiteture is an implementationalhoie, and we do not make any spei� laims with regard to its ognitive plausibility. Noteespeially that our model is not a syntax-�rst approah, as it does not assume a temporaldisjuntion between purely syntati, lexial and semanti proessing: The syntati ompo-nent immediately integrates lexially-spei� information (e.g., verb subategorization andword lass preferenes) and the semanti model proesses and ranks the input within thesame time step as the syntati model.A seond point onerns the implementation of the semanti plausibility model. Wehave demonstrated that a probabilisti model enhaned with knowledge about semantigeneralizations an predit human semanti judgments. This model relies on desriptionsof events in a orpus to assess event plausibility. Human beings learn a lot about eventplausibility by observation, and not neessarily in verbal ontexts. Hene using languagedata to model plausibility is an indiret route. We use it in the absene of any other kindof training data for event plausibilities, and with the additional justi�ation that there is



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 38plausibility knowledge that is learned through the medium of language. For example, manypeople would on�rm that wizards are plausible agents of a jinxing event, even though it isunlikely that they have diretly witnessed suh an event.We operate on the assumption that there is a link between the plausibility of the(partial) event denoted by a verb-argument-role triple and the frequeny with whih itis enountered in a orpus. Of ourse, we annot assume that orpus-based plausibilityestimates will be perfet, beause humans usually make utteranes with the goal of om-muniating information to a hearer. Corpus frequenies may be distorted for example ifommonplae events are not deemed worthy of expliit disussion, or if infrequent eventsare pereived as more informative or interesting, and therefore are disussed more often thanthey are experiened. In addition, data sparseness often turns a frequeny estimate into aseen-unseen lassi�ation in pratie. However, we observed that verb-argument-relationtriples enountered in orpora were rated as signi�antly more plausible than unseen triplesin a previous norming study (Padó, 2007), indiating that events desribed in a orpus aregenerally plausible. Our lass-based smoothing approah attempts to distinguish betweenevents that are unseen, yet plausible, and those that are unseen and implausible. We takethe performane of our implemented semanti model as an indiation that orpus data yieldssu�ient information about verb-argument-role plausibility for suessful modeling.Finally, the parameter setting proess for the SynSem-Integration model yielded twointeresting observations. Both are relevant to the predition of Revision ost. The �rst isthat the model's performane improves as the in�uene of the syntati ranking on the globalranking grows stronger. Whih model dominates the global ranking does not in�uene theCon�it ost funtion, as it only registers disagreement between the two models. However,the preditions of the Revision ost funtion depend on whih analysis is preferred initially.If the preferred analysis is determined by syntati preferenes, the SynSem-Integrationmodel makes orret preditions about di�ulty due to Revision. If the preferred analysisis determined by semanti plausibility, the model's preditions do not math the observeddi�ulty. This appears to imply that plausibility information modulates, but does notstrongly determine, the preferred syntati struture in proessing. Studies investigatingthe in�uene of themati �t on parsing indeed regularly �nd that themati �t informationweakens, but does not eliminate Revision e�ets at disambiguation (e.g., Ferreira & Clifton,1986; MRae et al., 1998; Clifton et al., 2003).The weakening of Revision di�ulty due to themati �t information is implementedin the SynSem-Integration model by the If-Worse Revision ost funtion that only preditsdi�ulty when the new interpretation is less semantially plausible than the revised interpre-tation. This means that no di�ulty is predited on the item level if the hange of preferredinterpretation makes semanti sense. Our exploration of the parameter spae showed thatonly models using this ost funtion were able to predit the orret pattern of di�ulty inthe experimental data. Note that the preferene for this ost funtion does not mean thatthe model assigns no di�ulty at all in a ondition with a semanti bias towards the disam-biguated reading. Due to noise in the items and in the semanti model, this ost funtionresults in a redued, but not a zero di�ulty predition.Taken together, the ost funtions of the SynSem-Integration model thus predit asituation in whih semanti information is used to ontinually (and simultaneously) evaluatesyntati deisions, but in whih it does not immediately determine the syntati analysis of



MODELING SEMANTIC PLAUSIBILITY IN SENTENCE PROCESSING 39the input that the proessor entertains. This desription is realisti given empirial �ndingsof both semanti e�ets during the proessing of an ambiguity (Trueswell, Tanenhaus, &Garnsey, 1994; MRae et al., 1998) and the observation that themati �t does not neessarilysu�e to anel out Revision e�ets at disambiguation.One possible limitation to our model is the ombination of two ost funtions fordi�ulty predition, where ompetition-based models suh as Spivey-Knowlton's (1996) useonly one. This is due to our deision to extend Jurafsky-style probabilisti grammar-basedmodels, whih, unlike onstraint-based models, explain the onstrution of syntati analysesas well as the resolution of ambiguities. The di�ulty predition mehanism in these modelsovers only Revision situations and annot be easily adapted to also aount for Con�itsituations. Similarly, the ost predition mehanism from ompetition-based models does notompletely arry over to probabilisti grammar-based models. Note that while we proposetwo ost funtions, both ultimately ompute the support that the globally preferred parsehas from previous linguisti experiene (the omponent models) and assumptions based onearlier proessing stages.We have presented a wide-overage probabilisti model of themati role assignmentand plausibility whih is transparently integrated with a probabilisti lexio-syntati pro-essor. While this model is able to aount for a range of relevant judgment and reading timedata relating to semanti plausibility, there remain of ourse many dimensions of semantiproessing to be modeled. These inlude the role of disourse ontext for the resolution ofambiguous referenes (e.g., Altmann & Steedman, 1988; Spivey & Tanenhaus, 1998), the a-ommodation of de�nite versus inde�nite NPs (Crain & Steedman, 1985; Spivey-Knowlton& Sedivy, 1995), and the resolution of quanti�er sope (Kurtzmann & MaDonald, 1993).We leave it to future work to extend the model to further semanti phenomena, and explorethe salability of the arhiteture. ReferenesAbney, S. (1989). A omputational model of human parsing. Journal of Psyholinguisti Researh,18 (1), 129�144.Aithison, J. (2003). Words in the mind: An introdution to the mental lexion (third ed.). Oxfordand New York: Basil Blakwell.Altmann, G., & Steedman, M. (1988). Interation with ontext during human sentene proessing.Cognition, 30, 191�238.Baker, C., Fillmore, C., & Lowe, J. (1998). The Berkeley FrameNet projet. In Proeedingsof the joint international onferene on omputational linguistis and annual meeting of theassoiation for omputational linguistis (COLING/ACL) (pp. 86�90). East Stroudsburg, PA:Assoiation for Computational Linguistis.Bikel, D. (2004). Intriaies of Collins' parsing model. Computational Linguistis, 30 (4), 479�511.Boston, M. F., Hale, J., Kliegl, R., Patil, U., & Vasishth, S. (2008). Parsing osts as preditors ofparsing di�ulty: An evaluation using the Potsdam sentene orpus. Journal of Eye MovementResearh. (To appear.)Burnard, L. (1995). User's guide for the British National Corpus. Oxford.Carlson, G. (1984). Themati roles and their role in semanti interpretation. Linguistis, 22,259�279.Carlson, G., & Tanenhaus, M. (1988). Themati roles and language omprehension. In W. Wilkins(Ed.), Themati relations (Vol. 21). New York: Aademi Press.
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