Questions to Aljoscha Burchardt & Anette Frank

1.
The system you present is described as a ‘base line’, which should provide the possibility for deeper and/or more fine-grained analyses where that is desirable.  

Such systems must be capable of switching back and forth between low level and deep level processing

One general problem with such ‘hybrid’ systems is that they must be able to recognize WHEN they need to switch from low to deep level processing. 

Do you have any ideas about how this problem could be tackled for the system(s) you are developing?

2.
What are the features of the complex outputs of your processing modules – consisting of text graph, hypothesis graph and match graph – on which the system is trained?  

According to what criteria are these features selected?

3.
Do the procedures which match hypothesis graph and text graph at the different levels – lexical, syntactic, semantic – inteact with each other in any way?

 
Does matching at one level presuppose antecedent matching 

at some other level?

4.
A number of complex processing operations are needed to arrive at the match graph:

(i) 
parsing the text, 

(ii)
parsing the hypothesis, 

(iii) 
FrameNet annotation of the text parse, 

(iv) 
FrameNet annotation of the hypothesis parse, 

(v) 
constructing the edges of the match graph – 

Which of these operations are deterministic?  

Does the system allow for the explicit representation of ambiguities?  

(Perhaps these are not supposed to occur in RTE material or if they do occur to be irrelevant to the task at hand?)

5.
Which improvements of FrameNet are the most urgent from the perspective of the use that you are making of it in this application?

For ourselves:

How often in the RTE corpus do the hypotheses contain modals?  How often do entailments hold because the modal in the hypothesis matches the modal in the (relevant part of) the text?

