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Abstract

NLP has improved by leaps and bounds when it comes to processing data from standardized
languages with much available data, but lags behind when closely related non-standard
varieties are concerned. In this talk, | will describe ways in which processing dialect data differs
from processing standard-language data, and discuss some of the current challenges in dialect
NLP research. For instance, the performance of text models can be hampered when ad-hoc
pronunciation spellings result in infelicitous subword tokenization. Speech models, which deal
with continuous inputs, appear to be more robust towards dialectal variation in content
classification tasks. However, other tasks like automatic speech recognition are complicated
by the fact that there is not just one way to correctly transcribe a given dialectal utterance.
Furthermore, | argue that we should not only consider *how* to tackle dialectal variation in NLP,
but also *why*. To this end, | will highlight perspectives of some dialect speaker communities
on which language technologies should (or should not) be able to process or produce dialectal
in- or output.
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