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ABSTRACT

A new paradigm for modelling pros-

ody is introduced. We assume that global

melodic prototypes are built and stored in

a "prosodic lexicon". The actual genera-

tion of adequate prosodic contours is

achieved by retrieving and combining
these elementary global contours ac-
cessed by linguistic keys. Two automatic
F0 generation procedures have been
used: The first consists of a structured
lexicon, the second uses a recurrent neu-

ral network. Preliminary results show
that both methods provide F0 contours
which can compete with natural ones.

THEORETICAL FRAMEWORK
The intonation of an utterance is clas-

sically described in terms of tone units
regarded as the primary units of intona-
tional structure [9] [10]. So-called pitch
targets are the phonetic realisations of a
limited set of phonologically distinct tone

segments, typically less than ten. The dy-
namics of tones is oflen constrained by
an utterance template consisting of up-
per-lines and base-lines.

Within this framework the structural

coherence of pitch movements is ensured

by higher phonological components. Our
approach aims to associate these higher
phonological units more directly with
their prosodic instanciations via a super-
position model. For each phonological

level, global prosodic movements achieve
the necessary contrasts: phonologically-
relevant information is thus distributed
and enables priming [7]. The prototypic
prosodic movements signal level-specific
contrasts such as modality of the utter-
ance within the discourse or strength of
linguistic boundaries between groups of
words within the utterance.

The actual prosodic contour results
from a superposition of prototypes where
upper-level ones are minimally anchored
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Figure 1. Comparison of original and synthetic contours obtained by the lexicon ap-
proacnfor the sentence: "Rappeler Mr Dupont Jeudi ! ". (a) the original curve, then suc-
cessive superposrtion of (b) the sentence. (c) the syntagm and (d) the prosodic group-
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Note the lack ofmicromelody which could be easily produced with an additional level.
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onto lower-level units.
In the next section, we test two su-

perposition models: a simple additive
model using a structured lexicon and a
non-linear superposition model using a
sequential neural network.

LEARNING PROCEDURE
Two automatic learning procedures

have been applied to a corpus of 88 im-
perative utterances produced by one male
speaker at a comfortable speech rate. The
melodic curves were stylised with three
values per vowel [5].

Three phonological levels directly re-
lated to the linguistic structure are con-
sidered here: (a) the sentence, (b) the
syntagm, (c) the prosodic group
(grouping each content word together
with its fisnction words).

The contours related to (b) and (c) are

supposed to mark the degree of cohesion

of the adjacent units as proposed in [2].

A structured lexicon
A methodology for developing a

structured lexicon of prosodic contours
has been already described in [l]. The
data corpus is processed in a top-down
hierarchy: upper-level prototypic con-
tours are iteratively extracted by averag-
ing and are then subtracted.

We developed a simplified version of
this model which uses a normalised time-
axis. A lexicon of prototypic melodic
curves was built using a fixed 4th order
polynomial interpolation where contours
are scaled linearly to fit the considered
linguistic boundaries. The figure 1b
shows the prototype for the sentence
level. This prototype was then subtracted
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from the original contours and syntag-
matic sub-contours are then grouped ac-
cording to their relational marker and
further processed.

The superposition model of generation
then consists of a simple additive model
(see Figure 1) which warps the proto-
typic melodic curves onto the actual syl-
lables. Perceptual experiments described
below show that this simple method leads
to acceptable F0 generation. However, it
is obviously too simple in its present
form to adequately describe some impor-
tant factors affecting melodic contours:

o It doesn’t take account of the syl-
labic "weight" of the cued linguistic units.

0 As to is the audible consequence of
articulatory movements, undershoot can
occur and thus speech rate, as well as
stiffness of gestures, influence the actual

realisations of intended targets.
Both restrictions mentioned above in

addition to those imposed on the global
shape of each melodic curve by polyno-
mial interpolation could be solved by
storing parameters of a dynamic equa-
tion. Sequential Neural Networks
(SNNs) are known to model non-linear
dynamics [8].

A neural network
In parallel with the structured lexicon,

we performed simulations with SNNs.
Although greatly inspired by the pioneer-
ing work of Traber [ll], our approach
differs in the characterisation of the input
task: Traber uses a large window (13
symbols including syllables and
phrase/word boundaries) on a linear pho—
nological representation of the input
sentence where major and minor accen-
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Figure 2. Structure ofour SNN, Ramps signal the extent ofassociated units connected by
limited sets ofmarkers.



Vol. 4 Page 226

tual positions are already given. .

Our network (see Figure 2) is re-

sponsible for transforming Simple linear

movements (ramps) into more complex

contours according to level-speCific

strategies, and for superposing them in

order to mimic the original melodic

curve.
Instead of a large window on a pho-

nological description as used by Traber,

our network input consists of only two

parameters per level (sentence, syntagm,

and prosodic group) :

Prosodic markers : _

They indicate how subsequent units of

the same level are linked. Linguistic

function of prosody is thus restricted

here to signal relations entertained by

multi-layered linguistic units.

Syllabic ramps : _ _

They signal the "syllabic distance"

from the current syllable to the next

marker.
- The output consists of 3 values per

vowel.
The network was trained with half of

the corpus The other utterances were

kept for prediction tests. Encouraging

results were obtained with this basic re-
current network. Experiments described
below showed that it was even able to
learn the systematic initial emphatic
stress used by our speaker for this spe-
cific task.

PERCEPTUAL EVALUATION

Method
A preference test was designed to

evaluate the perceptual relevance of these
two methods : l0 triplets of sentences
(giving 60 presented pairs) were gener-
ated using a high-quality TD-PSOLA
analysis-resynthesis technique [3].

The A version is the natural utterance
only degraded by our F0 description (3
points per vowel). The B and C configu-
rations are obtained by the structured
lexicon and the SNN respectively.

Seven subjects participated in this
perception experiment. During the pref—
erence test, the subjects were asked to
choose the most natural utterance from
each presented pair.

Results
Considering all subjects, results show:
- When the A version is presented

against B or C, it is identified only 70%
of the time. This demonstrates that the
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models have captured essential features

of the original prosodic contours.

- The C version is only occasionally
preferred to B demonstrating that the

statistical distribution of linguistic struc-

tures within the corpus is adequate: the

iterative analysis of the corpus produces
similar results to the global learning

strategy offered by SNNs.
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Figure 3. Superposition of syllabic f0

contoursfor l 7 incredulous questions.
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Figure 4. Superposition of syllabic fl)

contoursfor the same set ofsentences as

Fig.3 but uttered asfull questions.

FURTHER \VORK .

A major challenge to our approach is

to demonstrate that prosodic information

is distributed along the phonetic string
via global contours which could be ex-
tracted and compared to melodic proto-
types. We try here, to extend the pro-

posal made by Fonagy [6] using the term

"cliches mélodiques" for large pieces of

prototypic melodic shapes associated to

given communication needs. .
We are thus looking for prosodic

events associated with sentence level that
can not be explained by the linguistic

sub-unit configurations, eg. an utterance
template more elaborate than the two
basic declination lines currently used. We
thus recorded a second corpus designed
especially for revealing the existence of
global prototypic contours associated
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with sentence level: this corpus consists
of short utterances (from 4 to 6 syllables)
in order to limit the influence of carried
sub-units. The unmarked syntax allowed
several modalities such as assertion,
question, exclamation... with various af-
fects such as incredulity, doubt, sur-
prise...

Early results with 5 syllables sentences
seem to confirm our predictions. Figures
3 and 4 respectively show the superposi-
tion of 17 incredulous vs fiJll questions
("Question incrédule" mentioned by
Fonagy [6]) with various syntactic and
phonotactic structures'. Note in Figure 3
the emergence of a global melodic proto-
type at the sentence level with an
"accent" on the penultimate syllable.

CONCLUSION , PERSPECTIVES
Preliminary results show that both

generation methods presented in this ar-
ticle are well appropriated for automatic
generation of F0 contours using our
theoretical framework.

The structured lexicon enables the
main differences between prosodic
movements of the same phonological
level to be captured and allows one to
observe the way in which prosodic con-
tours of different phonological levels are
combined.

The SNN approach seems the most
promising, since it achieves a high quality
of synthetic F0 curves with fewer as-
sumptions on the shapes of elementary
patterns. Moreover, this approach is a
very versatile one: such a strategy has
been efficiently applied to rhythmic con-
trol [4] and will enable coherent multi-
parametric prosodic generation. The next
step will be the training of a new sequen-
tial neural network with both rhythmic
and melodic information patterns.

The automatic learning capacities of
SNNs have to be guided by a strong hy-
pothesis for the way linguistic units and
affect are encoded onto the prosodic sig-
nals. Our assumptions is that this encod-
ing is done via global patterns which
could be quasi directly perceived and
identified. This "direct perception" of
intonation has immediate applications in
the field of speech recognition.

I
The number of words goes from I to 5. The

relative size of each word was also varied within
each syntactic structure.
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