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## ABSTRACT

The objective of this paper is to compare different acoustic and articulatory representations on a vowel classification task. Classification results were obtained based on linear discriminant analysis and decision trees algorithm with cross-validation on the speakers. The cepstrum, the formants and the articulatory representations achieve similar performances with linear discriminant analysis. The decision tree algorithm provides accurate classification rules for the formants and the articulatory representations. The resulting articulatory rules are consistent with our knowledge on vowel production and could be efficiently used in knowledge-based systems.

## Introduction

A problem of long-standing interest in speech analysis and recognition concerns the most appropriate representation for acoustic-phonetic decoding. In this work we will focus on vowels; results for plosives place of articulation identification can be found in [1]. Vowels are traditionally described in term of static spectral characteristics or articulatory configurations.

From the acoustic point of view, global spectrum descriptions in term of a small set of coefficients (for example the LPC coefficients) can be used. However, the standard representation for vowels consists in the first resonance frequencies of the vocal tract (the formants frequencies). It is well known that, even if the first formants frequencies are efficient cues to classify vowels, there exist an important speaker variability - for example, the differences between male and female speakers [2]. Moreover, in fluent speech, the target vowels are not always reached when produced in a consonant context [3]. Nevertheless, this phenomenon does not introduce any degradation in the human recognition capabilities [4]. A large amount of work continues however
to focus on static description of vowels (see for example [5] and [6]).

From the articulatory point of view, one can describe a vowel by the configuration of an articulatory model that produces similar spectral characteristics. Unfortunately, the computation of the articulatory configuration from the acoustic parameters (the acoustic-to-articulatory inversion) is not a trivial problem. In previous work [7], we developed a tool that realizes this inversion in the framework of an articulatory model, based on the first three formant frequencies.
Our aim in this work is to compare several acoustic and articulatory representations on a vowel classification task.

## ACOUSTIC REPRESENTATIONS

The speech signal was passed through a5 kHz cutoff low-pass filter, and sampled at 10 kHz . The signal was then preamphasized ( $1-0,95 z^{-1}$ ) before further processing. Six different acoustic representations have been chosen. Three of them are directly computed from the speech signal, and are widely used in statistical speech recognition systems (e.g. HMM). The three remaining ones are related to formant frequencies, prevalent in knowl-edge-based recognition systems.

- LPC (LPCA): The LPC coefficients were computed with the autocorrelation method on a $25,6 \mathrm{~ms}$ frame multiplied by a Hamming window. The number of poles of the predictive filter was fixed to 12.
- LPC cepstrum (LCPS): The LPC cepstral coefficients were derived from the predictive coefficients obtained with an LPC analysis [8]. As before, we used the first 12 coefficients.
- Cepstrum (CPST): Cepstral coefficients were computed from a 16 ms frame multiplied by a Hamming window. The first

12 coefficients of the cepstrum were used in order to describe the spectral characteristics of the signal at the measurement point.

- Formants (FORM, BARK, MEL): The formant values were extracted semi-automatically on the basis of the different acoustic representations. We used 3 different scales for the frequency axis: Hertz (FORM), Bark [9] (BARK), and Mel [10] (MEL).


## ARTICULATORY REPRESENTATIONS

Four articulatory representations were selected. The first one is computed from the LPC coefficients. The other three correspond to the control parameters of three different articulatory models. These control parameters are provided by a neural network performing the acoustic-to-articulatory inversion on the basis of the first three formant frequencies [7].

- LPC area (LAREA): The LPC area functions are computed from the LPC reflection coefficients as suggested by [11].
- DRM (DRM): The distinctive regions model [12] is an 8 regions acoustic tube with transversal control. The model is derived from acoustic properties of the uniform acoustic tube. The control parameters are the sections of the 8 regions. The length of the tube was kept constant ( 18 cm ).
- Maeda (MAEDA): Maeda's model [13] is an articulatory model derived from Xray sagittal cuts. A set of 7 parameters controls the shape of the sagittal cuts.
- Lin Fant (LF): Lin and Fant's model [14] is a geometrical model with longitudinal control. There are 3 main control parameters (two for the principal constriction, and one for the lips).


## EXPERIMENTS

In order to study the effectiveness of these different representations for the Classification of vowels, a set of vowel-consonant-vowel ( $\mathrm{V}^{1} \mathrm{CV}^{2}$ ) was recorded (where $C$ is one of the six plosives $[p, t, k$, $b, d, g]$, and $V^{1}$ or $V^{2}$ one of the five vowels [ $a, \propto, i, u, y$ ]). The resulting 150 VCV were recorded by 11 male speakers, giving a total of 1650 tokens and 3300 vowels. The 10 representations are computed in the stable part of the vowel $V^{1}$ and $V^{2}$.
In a first experiment, vowel recognition results were obtained based on linear
discriminant analysis [15] with cross-validation on the speakers: the tokens from each individual speaker are successively removed from the training set, and used as a test set. The results can therefore be considered as speaker-independent. Each training set consists in 3000 vowels, and each test set in 300 vowels. The results are presented in figure 1.


Figure 1: Results of discriminant analysis for the ten representations showing percent of correct classification: results for each test speaker (crosses) and averaged performance (in grey).

The formant based representations obtain the best performances on average. Their scores are, however, comparable with those of other acoustic representations - like LCPS - which have higher dispersions. We can observe that LPCA obtains lower performances.

The performances of LAREA - less than $80 \%$ and a very high variability among the different speakers - are significantly lower than the other representations. On the contrary, the three other articulatory representations present performances comparable to the formant cues. Their dispersions are larger than for FORM but remain lower than for LCPS On average, LF is less performant than DRM and MAEDA.

We observed that the vowel giving the largest amount of errors is [a], often confused with [œ]. This result is illustrated in figure 2 showing the scatter plot of the 3300 vowels on the two first discriminant axes for 4 representations.
In a second experiment, we used a decision trees algorithm named C4.5 [16]. This technique allows to build a tree that classify the data with a succession of tests involving just one attribute. The tree is
 two first discriminant axes for LCPS, FORM, DRM and MAEDA.
then pruned so that it becomes both simpler and more accurate on unseen cases. Finally, the algorithm generates a production rule classifier that is usually as accurate as the pruned tree, and more easily understood by people. This algorithm has been applied to four representations: LCPS, FORM, DRM and MAEDA. As for the discriminant analysis, the performances were obtained with cross-validation on the speakers. The results are presented on figure 3.

LCPS obtains bad performances in


Figure 3: Results of decision trees and rules for four representations showing percent of correct classification: results for each test speaker (crosses) and averaged performance (in grey)
comparison with the other three representations. The performances of LCPS are even worse when using the rules. This result can be explained by the size of the trees generated by the algorithm (see table 1). The trees for LCPS are on average three times larger than for the other representations and their interpretation is quite intricate. Therefore, the algorithm does not succeed in generating a set of rules able to classify efficiently the five vowels. This indicates that the boundaries are complex and that the vowels cannot be separated with simple production rules.

Table 1: Comparison of results obtained with the decision trees (mean size of the trees - \#- and correct classification scores) and with the rules after pruning the tree (mean number of rules - \# - and correct classification scores).

|  | Decision trees |  | Rules |  |  |
| :---: | ---: | :---: | ---: | ---: | ---: |
| Method | $\#$ | Classified | $\#$ | Classified |  |
| LCPS | 121.5 | $91.28 \%$ | 8.8 | $67.83 \%$ |  |
| FORM | 39 | $97.43 \%$ | 9 | $97.66 \%$ |  |
| DRM | 25.7 | $98.25 \%$ | 6 | $98.31 \%$ |  |
| MAEDA | 34.3 | $97.67 \%$ | 7.3 | $97.67 \%$ |  |

On the contrary, the performances of the three other representations are similar to those obtained by discriminant analysis. Moreover, the rules generated by the algorithm are quite intuitive :

- The rules deduced from FORM make efficient use of the formant frequencies in


## order to discriminate the vowels.

- The rules deduced from the two articulatory representations DRM and MAE DA are very intuitive and consistent with our knowledge on the production of vowels. They use the main constriction and the lips opening to distinguish among the vowels.
Finally, it is interesting to note the small size of the tree forDRM, able to classify the five vowels with, on average, only six rules.


## Conclusions

We compared 10 representations of the speech signal on a vowel identification task with two different classification procedures: the linear discriminant analysis and the decision trees algorithm. The cepstrum, the formants and the articulatory representations achieve similar performances with linear discriminant analysis. When using the decision tree algorithm, similar performances are only obtained for formant and articulatory representations. Indeed, for the cepstrum, the performances of the rule-based classifier are found to be significantly worse. This can be explained by an overfitting of the training set which results in very complex trees that are unable to abstract the data.
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