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ABSTRACT
Numerous factors influence speech

timing. Statistical analysis can identify
an order of importance and mutual
influences between such factors. A
three-tiered (segment-syllable-phrase)
model was created by a modified step-
wise statistical procedure. It predicts the
temporal structure of French of a single,
highly fluent speaker at a fast speech
rate. The model's predictions correlated
with the 1204 syllables of the original
corpus at r = 0.846.

INTRODUCTION
Research on French speech timing

has documented influences at the
segmental, syllabic and phrase levels.
On the basis of numerous readings of a
phonetically balanced short text,
O’Shaughnessy [1, 2] proposed a model
using 33 rules for the modification of
segment duration according to segment
type, segment position and phoneme
context. For sound classes without
prepausal lengthening, the model
predicted durations with a standard
devration of 9 ms, yet was less accurate
for the prediction of prepausal vowel
durations.

The model supposes that timin
phenomena can be captured by the
segment. However, syllable-sized
durations are generally less variable thansubsyllabic durations, and may thus
represent more reliable anchor points for
the calculation of a general timing
structure [3, 4]. Furthermore, stress
variations and variations of speech rate
tend to modify at least syllable-sized
units, the syllable may be apsycholinguistic perception unit, and itmay also be a minimal unit of rhythm.
Syllabic duration can be influenced by
the posrtion in the prosodic group, theposttlon in the word, degree of stress,the length of the prosodic group, theposmon according to the stressedsyllable, semantic focus, proximity of

syntactic boundaries, the lexical or
grammatical status of the word, and
emotional factors [5-24]. Some of these
may be redundant. e.g., lexeme-final
position may be redundant with phrase-
flnal position.

Bartkova [5, 6] added supra-
segmental coefficients to her formula for
segment durations. Some depended on
lexical! grammatical status and on intra.
word position, while others depended on
the following consonant, the presence of
a syntactic boundary, the presence of
clusters, or the syllabic structure near a
pause. A comparison of predicted and
measured durations in 10 sentences gave
a mean difference on segmental duration
of :t15 ms. Such a difference can be a
handicap for short segments. In our
corpus the mean duration for /d/ was 50
ms and a 15-30 ms divergence would
correspond to a 30-60% error.

The strategy of this study was to issue
from segmental predictions, and to treat
syllabic information as additional
information. Beyond the syllabic level,
word- and phrase-level information was
also considered (syntactic, prosodic,
rhythmic, intonational groups) [8. 15.
17, 19, 20, 25, 26], in order to account
for syllable duration with the smallest
number of factors. At each succeeding
level, relevant parameters were chosen
to explain the greatest proportion of the
variance in the residue of the previous
analysis. In this manner, a three-tier
model based on segmental, syllabic and
phrasal information was constructed.

METHOD
The Corpus and Segmentation

A fluent speaker of French was
recorded with 100 phonetically balanced
sentences. He spoke quite rapidly (6-5
syllables/sec. or more), with a normal.
unexaggerated intonation. Acoustic
recordings were made in studio
conditions on DAT-tape. The digitized
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data was transferred to computer and
was downsampled to 16 kHz. .

The time occupied by phonetic
segments was labelled with the
SignalyzeTM program according to a
method defined in our laboratory.
Specifically, segment transitions were
analyzed according to three articulatory
levels: labial, lingual and laryngeal. For
example, the coarticulatory overlap at
the /e/-/s/ transition was marked by
symbols representing “onset of frication,
associated with the lingual level”,
followed by “offset of fundamental
frequency, associated with a cessation of

vocal cord activity". Segmentation
reliability was assessed by examining
how and where points of transrtton
between inferred articulatory states were
marked. Interjudgmental agreement on
robustness (the application of criteria to
state transitions) was scored 1 (low) to 3
(excellent), and agreement on precision
was scored on 1 (more than two Fo
periods difference) to 3 (less than 1 F0
period difference in measurement). Over
50 types of state transitions, there were
no cases of low robustness or low
precision. The average robustness was
2.53 and the average precision was 2.68.

Analysis and Results .
A modified step-wise statistical

regression technique for segmental.
syllabic and phrase level information
was used to develop a model of the
speaker‘s timing behaviour. An issue
concerned the calculation of segment
duration in a corpus where
coarticulatory transition zones are
marked explicitly. Is segment duration
considered to be the steady-state portion
of the signal, or does it include one or
both zones of acoustically prominent
coarticulatory overlap with adjoining
segments? The issue was resolved with
reference to durational variation. Since
the coefficient of variation over the three
zones was systematically smaller
(average 0.375) than that of the steady-
state zone (average 0.412), the combined
duration of the three zones was
considered to correspond to “segment
duration". Syllable durations were
constructed from segment durations by
taking into account transitional overlaps
(i.e., syllable 2 was overlapped with
syllable 1).
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The Segmental Model
Raw segment durations were non-

normal in their distribution and a log
transformation produced a close
approximation to a normal distribution.
Subsequent to log transformation,
segments were grouped according to
their mean durations and their
articulatory definitions. Eight types of
segments could thus be identified.
Groups showed roughly comparable
coefficients of variation, and an
inspection of histograms and normal
probability plots showed roughly normal
distributions for all classes whose N was
greater than 100. . .

Using the Data Desk® statistical
package, a general linear model for
discontinuous data (based on an
ANOVA) was calculated with partial
sums of squares. The following main
and interaction factors (up to two-way)
were postulated: Duration (log|o(ms))
= constant + previous type + current
type + next type + previous type *
current type + current type * next type
+ previous type * next type.

Expressed in terms of a Pearson
product-moment correlation, the model 5
predicted segmental durationslcorrelated
with empirical segment durations at r'=
0.696. To test Model 1 in the syllable
context, syllable durations were
calculated and were compared to
measured syllable durations. The
correlation coefficient was r = .647 (N =
1203. p<.0001). The residue from the
model (= observed - predicted) was
termed “Delta 1" and served as the basrs
for further factorial modelling at the
syllabic level.

Modelt

Figure 1. Prediction of the Segmental
Model (Model 1): Syllable durations

predicted by segmental durations (r .=

.647). Values of Figures 1-3 are m

sqrt(ms).
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The Syllabic Model

After much experimentation with

syllable-level factors described in the

literature. a three-factor model,

including two-way interactions, was

retained for the syllabic analysis: delta 1

= constant + function + position + schwa

+ function * position + function * schwa

+ position * schwa, where “function"

distinguishes lexical vs. function word

status, “position" identifies three

positions in the word, “monosyllabic and

polysyllabic-initial". “polysyllabic pre—

schwa" and “other", and “schwa"

indicates whether or not a schwa is

present in the syllable. All main and

interaction factors were significant at

p<.05 by ANOVA.

Syllable durations obtained from the

segmental model were additively

combined with those for Delta 1 to

produce the Syllabic Model (Model 2).

Syllable durations showed roughly a

square root distribution and were square-

root transformed before analysis.

Predictions for syllable durations were

correlated with transformed observed

durations at r = .723 (N=l203) (Figure

2). The residual data from this model

was termed Delta 2.

8 12 16 20

Model 2

Figure 2. Prediction of the Syllabic
Model (Model 2): Syllable durations

predicted by segmental durations and
syllable-levelfactors (r = .723).

The Phrase Model
Predictions of Models 1 and 2

showed a noticeable deviation from the
regression line in the higher values.
Specifically, most syllable durations in
the > 280 ms range were
underestimated. Furthermore, Delta 2
showed the most pronounced residual
error for utterance-final syllables ending
in a consonant. A phrase—final correction
term was thus calculated for Model 3.
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The predictions of Model 3 correlated

with the observed square root-

transformed syllable durations at r =

.846 (Figure 3). The residual values

from Model 3 varied quasi-randomly

around 0. At the present time. it appears

that only more sophisticated rules for the

generation of the schwa vowel may still

be able to improve this model‘s

predictive capacity to some degree.

a 12 16 20
Models

Figure 3. Prediction of the Phrase

Model (Model 3): Syllable durations

predicted by segmental durations,

syllable-level factors and phrase-final

lengthening (r = .846).

DISCUSSION
A general model for the prediction of

the fast—speech performance of a highly

fluent speaker of French was

constructed. In view of current

discussions surrounding segmental and

syllabic contributions to timing models,

it is interesting to note that segmental

information accounts for a major portion

of the variance explained by the model.

The correlation of 0.846 between

predictions of Model 3 and the original

data set is encouraging. Further

improvements in the modelling may

come about by the prediction of the

presence vs. the absence of schwa, by

explicit prediction of speech rate

manipulation, and in longer texts. by a

better modelling of pauses.
In the present fast—speech corpus, no

phrase—level effects other than phrase-

final lengthening were identified, in

contrast to our findings on the

production of French at a normal speech

rate, where a systematic increase of

lexeme-final syllable durations was

observed over the extent of the prosodic

phrase [25]. It seems likely that in

conditions of considerably accelerated

speech rate, our speaker sacrificed some
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of the "niceties" of phrase-internal

tinting modulation, and limited himself

to a single, phrase-final durational

marker.
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