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ABSTRACT

We propose to carry out excitation-
synchronous glottis inverse filtering
by means of a compound auto-
regressive model of the specch signal.
The model consists of two linear auto-
regressive models that are excitation-
synchronously fitted by means of an
auxiliary signal which has the same
period as the specch signal and a sin-
gle peak per cycle. Auxiliary and
speech signals need not be aligned.

INTRODUCTION

Glottal inverse filtering is the esti-
mation of the glottal waveforin from
the speech signal, Generally speak-
ing, glottal inverse filtering consists of
filtering the speech signal by means
of an “inverted” transfer function es-
timate in which poles are replaced by
zeros. Difficulties with glottal inverse
filtering are the following. a) The vo-
cal tract transfer function must be es-
timated from the speech signal. But,
the speech signal is not the impulse
response of the vocal tract, It is,
in a first approximation, the convo-
lution of the impulse response and
the glottis signal which includes ef-
feets of the interaction between voice
source and vocal tract. b) During
connected speech, the transfer func-
tion varies with time whereas con-
ventional estimation techniques (eg.
linear predictive analysis) posit that
the speech signal is stationary during
the analysis interval. ¢) Even dur-
ing the emission of sustained vowels,

the vocal tract transfer function can-
not be assumed to be stationary be-
cause the vibrating vocal folds rhyth-
mically connect and disconnect sub-
glottal and tract cavities. As a re-
sult, both eigenfrequencies and band-
widths change within a glottal cy-
cle. As a consequence, glottal sig-
nals are difficult to estimate reliably
and, more often than not, attempts
al inverse filtering are confined to sus-
tained vowels,

Here, we propose to carry out in-
verse filtering in the following way.
First, closed phases of the glottal
cycle are detected via a compound
speech signal model that consists
of two linear auto-regressive models.
Fitting of the model is carried out
by means of the overall prediction er-
ror and the energy difference hetween
the “open” and “closed” phase com-
ponents of the speech signal. Sec-
ond, formant frequencies and band-
widths of the “closed” phase compo-
nents are estimated. Indeed, a con-
ventional solution of problem (¢) is
lo estimate the tract transfer func-
tion throughout the closed phases of
the glottal cycles [1]. A consequence
is that effects of the interaction be-
tween vocal tract and glottal source
are included in the voice source signal
[2]. Third, afier elimninating real poles
and complex poles whose handwidths
are larger than 500 Hz, inversed fil-
tering is carried out by means of a
cascade of second-order cells, that is
one cell per pair of complex conjugate
noles,
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MODEL
The compound model of the speech

signal we have proposed earlier is the

following [3] [4] [5) [6].

y(n) = a + X ay(n — i), )
win—-d) <r
y(n) = by + Z;‘:’, biy(n — 1),

win —dy>r )

Signal y(n) is represented by means
of two linear auto-regressive models
(1) & (2). n is the time index, r a
threshold and d a delay. a; and b, are
the coeflicients of linear sub-models
(1) & (2) and N and M their orders,
w(n) is an auxiliary signal that must
have a single vertex per cycle and the
same period as signal y(n). However,
signals w(n) and y(n) need not be
aligned.

y(n)

Figure 1: Speech signal y(n) and
synthetic triangular auxiliary signal
w(n).

METHOD

In the framework of glottal inverse
filtering, we made use of two synthetic
auxiliary signals. The first was a rect-
angular and the second an isosceles
triangular waveform. The difference
between rectangular and triangular
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auxiliary signals was that for the lat-

ter the length of cutouts (I) could

be varied between 0 (the summit of

the triangle) and period T (its base)

by means of threshold r. The func.

tion of delay d was to position these

lengths, cut out by means of thresh-

old r, with respect to the time coor-

dinates of the intersections of thresh-

old r with signal w(n) (Fig.1). Delay

d and threshold r were either deter-

mined by means of an optimizer or

a systematic search. When auxiliary

signal w(n) was a rectangular wave-

form, the cutout lengths were con-

stants equal to the crenellation width

and the only variable whose optimal

value had to be searched for was delay

d. The crenellation width of rectan-

gular auxiliary signal w(n) was fixed

at 10 % of glottis cycle length T.

Therefore, the lengths of cutouts (I &

IT) were respectively equal to w(n)'s

crenellation width and the remaining
60 % of the fundamental period. De-

lay d was varied between 0 and T. For

each choice of delay d, sub-models (1)

& (2) were fitted to their respective
cutouts (I} & (1) by means of singu-

lar value decomposition and the nor-

malized overall prediction error was

calculated. Sub-model orders were re-

spectively equal to 9 and 8 and the
sampling frequency was equal to §
kliz. The best break-up of the speech
signal into “open” and “closed” phase
cutouts was the one that gave rise to a
local minimum of the prediction error
and to the biggest difference between
the energies of signal components (I)
& (II). In other words, the “closed”
phase components of the speech sig-
nal were assigned to those cutouts
that gave rise to a local minimum of
the overall prediction error and to a
maximum of the signal energy. For
this choice of d, formant frequencies
and bandwidths of the “high-energy”
cutouts were determined and inverse
filtering was carried out by means of
a cascade of second-order cells.
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The stages of the segmenting, fit-
ting and inverse filtering algorithm
were as follows :

(i) Asynchronous positioning of an
analysis window of a length of 26
msec ;

(i) Estimation of glottis cycle length
T by means of the smoothed
speech signal ;

iii) Initialization of delay d, d=0 ;
Eiv; Segmentation of the windowed
speech signal (cf. Figure 1) by
means of a rectangular auxiliary
signal ;

Least mean square fitting of sub-

model (1) to cutouts (I) and of

sub-model (2) to cutouts (II) ;

(vi) Calculation of the total normal-
ized prediction error. Normaliza-
tion was by the cutout lengths ;

(vii) Incrementation of d. If d <
T then step (iv) otherwise step
(viii) 5

(viii) Calculation of the energy dif-
ferences between components (1)
and (II) for delays d that gave
rise to the five smallest predic-
tion errors ;

(ix) Sclection of the scgmentation

(on the base of delay d) that gave

rise to a maximum energy differ-

ence during step (viii) ;

Reestimation by means of a co-

variance multi-interval method

of linear predictive coeflicients a;

o‘f components (I) arrived at step

v)

(x)

ix) ;

(xi) Computation of formant fre-
quencies and  bandwidths by
means of the predictive coeffi-
cient polynomial ;

(xii) Discarding of real poles and of
complex pole pairs giving rise to
bandwidths larger than 500 Hz ;

(xiii) Inverse filtering by means of a
cascade of second-order cells, i.e.
a cell per pair of complex con-
_|(ug'2;te poles remaining after step

xii) ;

(xiv) Segmentation by means of pe-
riod T and delay d of the glottal
waveform so arrived at ;
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RESULTS AND DISCUSSION
Figures 2 and 3 show glottal wave-

forms, of sustained vowels or vowel
transitions, obtained by means of
the inverse filtering method previ-
ously explained. The displayed wave-
forms of four speakers were arrived
at wholly automatically. It is seen
that they have traits that are typi-
cal of waveforms that have been ob-
tained in the framework of other stud-
ies. Part of the observed inter- and
intra-speaker variability is generally
believed to be a consequence of the
fickle ability of the linear predictive
model to represent the speech signal
adequately. But, variability may also
have been a consequence of the occa-
sional inability of steps (iii) to (viii)
to segment identically from one anal-
ysis window to the next. Also, we
have tried out, on the same speech
signals, auxiliary signals of rectangu-
lar and triangular shape. The ability
of the triangular waveform to give rise
to variable cutout lengths did how-
ever not appear to be an advantage
over the rectangular waveform whose
cutout lengths were fixed.

It is planned to post-process wave-
forms so as to get rid of pulse es-
timates that are outliers and han-
dle intra-speaker variability via vec-
tor quantization which chooses a rep-
resentative set of glottal pulses. In-
deed, here the purpose of inverse fil
tering is not to provide entire glottgl
wavelorms. Instead, the objective is
to arrive at a set of spcaker-typical
glottal pulses so that the discrimina-
tion performance of acoustic features,
related either to the glottal pulse or
the vocal tract transfer function, can
be compared in the framework of &
speaker recognition task. The pur-
pose is to find an answer to the ques-
tion of whether speaker identity 13
made up of acoustic cues that bear
on the voice source, or the vocal tract
or a combination of the two.
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