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ABSTRACT

This paper considers some aspects of the
interpretation of dynamic approaches to
phonetic representation. I argue that the
most pressing challenge is that of relating
a motivated dynamic, non-segmental
phonctics to a phonetics-free  phon-
ological analysis.

INTRODUCTION

It may scem somewhat odd that to-

wards the end of the twentieth century
phoneticians should, at their international
conference, devote a special symposium
o dynamic non-segmental phonctics
(DNSP). By doing so we might be scen
treating the topic as contentious.  How
could this be? Are we suggesting that it
might be possible 0 talk of a non-
dynamic, scgmental phonetics? Surely it
1s the case that from the earliest writings
we find references o the continuous, co-
ordinated  nmatre  of, for instance,
aruculatory activity in speech production
and a concern with how best to represcnt
this complex activity. Morcover, is there
not a substanual Lieratre that reports
mstrumental data and analysis of speech
that shows that it is clearly dynamic and
non-seamental?

[t1s certanly the case that linguists and
rhoncucians have for g lon}_z peniod
recogmsed the inherent multidimensional
nature of speech production and that in.
strumental - phonetic  investigations in
vaneus physical domains have attempted
W provide precise details of the dynamics
and inter-relateness of components in this
System. (See eg Ohala’s vignetes from
the hustory of the phonetic sciences [1])
mn 5 also a general, if laciL
assumpuen that attention to such details is
crocialif we are 10 gain a full and accurate
understanding of the orgamsation of
speech. The hepe s that tha they will
decount tor things that currently present
temselves as problematic [2.3].

.\\\Nuhsmndmg this. I do not think it
odd ar all w be having a such sympo-

sium. It scems to me that there are sub-
stantive issucs to discuss here. There is a
good deal of lip-scrvice is paid to the
importance and benefits which accrue
from a phonetics which might be de-
scribed as dynamic and non-segmental.
However, at least part of the
contemporary phonetics world behaves as
if the best way to talk about speech is in
terms of static segmented chunks of some
kind that get glued together in production.
Much of the rest of the phonetics world
behaves as if it wished that speech were
segmentally organised and that the dy-
namic aspect is at best an uncomfortable
inconvenience.

Consider, for instance, the following
Quotations from a recent important book
on the principles of phonetics [4];
{Specch] is the most highly skilled mus-
cular activity that human beings can ever
achieve, requiring the precise and rapid
co-ordination of more than eighty differ-
ent muscles’” and ‘The stream of speech
within a single utterance is a con-
unuum.... the view that ... segmentation
1s mostly an imposed analysis, and not
the outcome of discovering natural time-
boundaries in the speech-continuum, is a
View that deserves the  strongest
msistence.’ (1, 101)

Now compare them with the following
from the same book: ‘Chapter 12 looks at
how the articulation of adjacent segments
1 co-ordinated. .. and ‘Utterances will be
treated as being made up of a lincar
Sequence of segments, which will be
phonetic events of normally very short
duration, manifesting the phonological
ll"llg)s of consonants and vowels.” (6,

This illustrates  what is a long-
standing, common approach to phonetic
ana_ilysxs. The researcher recognises, even

stridently  asserts, the inherently
conunuous, non-segmental nature of
production. That done the categories of
merpretation employed to make sense of
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this data immediately seek to impose what
is acknowledged as an arbitrary,
convenient serial segmentation. The
motivation for this segmentation is rarely,
if ever, dealt with explicitly or at any
length (though in [4] it gets considerably
more argued attention than is usual).

It is this approach to the organisation
of speech that continues to provide the
structure for the interpretation of data in
many phonetic investigations. The word
segment may be replaced by another
locution but the underlying linear, seg-
mental assumptions are pervasive.

DOES DNSP EXIST?

Up to this point I have been talking as
if a distinct and readily identifiable thing
called DNSP actually existed. However,
a noviciate earnestly seeking a definition
would not find any general recognition of
the concept ‘DNSP’ in the received
literature. They would find reference to
‘non-segmental features’ such as word-
accent or intonation and their ‘physical
corrclates’. They would also locate a se-
rious and ever-growing body of work
that investigates the fine time-varying
detail of speech production. To this extent
they might conclude that, at least, an
embryonic DNSP exists. However, the
‘dynamic, non-segmental’ part here
seems to focus on the manner of data-
collection and the nature of its represen-
tation, rather than on any distinctive theo-
retical premises. (Indced the noviciate
might wcll conclude that while such
studics may be claborating a dynamic
phonetics there is not much in the way -
over and above the unanalysed meas-
urcment data - which could be considered
non-scgmental.)

Perhaps this is all there is to DNSP.
Perhaps the dichotomy between dynamic
and non-segmental on one hand and non-
dynamic and scgmental on the other re-
duces to nothing more than a distinction
between modes of practising phonetic
science. By this I mean that it could be
thought that expcrimental, instrumental
phoncticians are nccessarily doing DNSP
simply by virtuc of the kinds of tech-
niques they employ in capturing physio-
logical or acoustic data. Conversely,
phoneticians who employ ‘traditional’
transcription techniques might seem to be
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necessarily doing linear, non-dynamic,
segmental phonetics.

Both of these views are, of course,
suspect. The most common kind of
analysis of instrumental results, including
those that focus on the spatio-temporal
dynamics of articulation, is one in which
the continuous complexes are related to a
linearised segmental-type phonology. It is
not uncommon to find comments such as:
‘a model must account for observed
differences in the relative magnitude and
timing of the articulatory gestures for
successive segments’ [5] or
‘...unstressed [bj has a lower frequency
[displacement of lower lip] before [a]
than before [1]’ [6]. Some of this might
simply be terminological imprecision of
the kind Repp (7] considers. However, it
is often not clear at what level the
interpretative discourse is meant 10 be
located. All too often one suspects that
the underlying interpretative framework is
one of cross-parametric, linear segmented
phonetics derived from a linear segmental
phonology. The pattens and inter-
relationships in the continuous data
representations are acknowledged but
then they are made sense of by reference
to sequences of segmental phonological
objects.

To take a simple .example, electro-
palatographic (EPG) data would secm to
cry out for a dynamic modclling. They
do, after all, provide a (partial) repre-
sentation of tongue dynamics. There have
been attempts to explore some aspects of
the dynamics of EPG data [8]. However,
to the best of my knowledge, the
interpretative  categories  which  are
employed in making sense of such data
are typically the traditional cross
parametric segmental phonetic ones found
in the IPA. (See for instance the recent
tutorial on EPG in JIPA [9]; cf. however,
[10] for a non-segmental intcrpretation of
such data.)

On the other hand there is no neces-
sary reason why the use of a segmental
notation system should inexorably com-
mit a phonetician to a secgmental view of
speech. The work of Firthian Prosodic
analysts [11, 12] is instructive in this
respect. Although they employ traditional
scgmental representations their interpret-
ation of them is in terms of non-
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segmental phonological calegories and
structures. This is reflected, to some
extent, in the phonetic terminology they
use. Typically it is parametnc rather than
cross parametric. Thus a Prosodic
Analyst is more lLkely to ak of a
phonological category being exponed by
‘labiablity, voice and plosion’ than by a
‘voiced bilabial stop’, which suggests
[b], which in tum suggests one segmental
unit.

Recently Kelly and Local [13], fol-
lowing the tradition of Firthian analysis,
have demonstrated ways of enhancing a
segmental-type notation system 10 facili-
e a thorough-going non-segmental
view of speech. They show that even
with symbol segmentation of the IPA
kind it is possible to ‘get a sense of the
ways in which concurrent articulatory
components  of  utlerances  are
synchronised’. Their point is not that one
can or should atlempt a precise
reconstruction of the dynamic com-
ponents from segmental-type records.
Rather K&L show that is the nature of the
interpretation undertaken which matters
not the form of the notation per se. (In
taking up this issue in what follows my
emphasis will be on ‘non-segmental’,
rather than ‘dynamic’ aspects in the
expectation that other participants in this
symposium will have more insightful
things to say on this topic than I have.)

THE INTERPRETATIVE
CHALLENGE
K&L'’s claim concemning interpretation
can be generalised to include all kinds of
phonetic data representation. From this
perspective  ‘dynamic’  and  ‘non-
segmental’ are seen not simply as
properties of the data representation itself
but primarily as issues of interpretation,
So instead of talking of DNSP as a kind
of phonetic investigation it is more ap-
propriate to talk about DNSP interpreta-
tions. It is a reasonably tractable task to
provide a dynamic parametric description
in some phonetic domain; it is more dif-
ﬁcult.lo. make linguistic sense of such
descriptions. It is here that the real chal-
lenge for a DNSP lies: not in developing
more sophisticated techniques for ob-
I:!mng‘ or more sophisticated
ynamic models of observed behaviour
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but rather in finding ways of rclating the
observed material  to  linguistically
meaningful (phonological) organisation
so that the detail in the dynamic phonetic
description maximally preserved. The
problem to be resolved is not what form
the observed data representations take but
what interpretative sense is made of them
(see also [14]).

Scutly provides a clear version of the
standard formulation of ‘the problem’:
‘Links are needed to bridge the gap be-
tween the analysis if speech as a sct of
discrete, ordered but durationlcss lin-
guistic units and analyses of the continu-
ously changing acoustic signals, defined
along a time axis.’(15] Saltzman and
Munhall [16] offer an equivalent formu-
lation in the articulatory domain in which
they ‘attempt to reconcile the linguistic
hypothesis that speech involves an un-
derlying sequencing of abstract, discrete,
context-independent units, with the em-
pirical observation of continuous, con-
text-dependent interleaving of articulatory
movements.” ] will attempt to show thata
solution to this problem can be developed
by formulatng a structured non-
segmental phonology and elaborating a

compositional  phonetic  interpretation
function.
PHONETICS-PHONOLOGY
RELATIONSHIP

I have, in a rather unsubte manner,
reformulated the challenge for a robust
DNSP as being concerned with the
problem of the relationship between
phonetics and phonology. There would
appear to be three main ‘solutions’ to this
pyoblem: () maintain a segmental analy-
sis and propose intermediate levels of
representation with sophisticated mapping
fqnguops [14]; (b) eliminate the
distinction between phonetics and phon-
ology and employ the same categories in
both [17, cf also 18] (c) develop a non-
tsiigem?jnml phonology with an interpreta-

ynamic non-se ics
[196510, i gmental phoneti
_Other participants in this symposium
will be addressing issues ansmé frpom @
and (b). I will restrict myself to 2
consideration of (c). In doing so I will
suggest that ‘the problem’ identified i
[15] and [16] above which seems to aris¢
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when DNSP confronts a ‘discrete phon-
ology’ is spurious. It arises from a view
which, in espousing an intrinsic phonetic
interpretation  (IPI) hypothesis, mis-
construes the timeless, relational nature of
phonological representation.

Non-segmental phonology and the
IP1 hypothesis
Building on the work of Firthian pro-
sodic analysts, colleagues and myself at
York have been developing a radical non-
segmental model of phonological
structure. This model is implemented in
the natural-sounding YorkTalk speech
generation system [19, 21). The archi-
tecture of this approach is derived from
that of Firthian Prosodic Analysis [11,
"12). Phonological representations  are
trealed as entirely relational. They encode
no information about temporal of
parametric events. In the York approach
the phonological representations  are
constructed as complex attribute-value
structures. The constituents of these
structures are unordered, there is no
distinguished type of phonological
constituent and phonological information
is distributed over the entire structure and
not concentrated at the terminal nodes.
These non-segmental representations
make it possible to express phonological
contrastivity over any appropriate domain
in the structure - at phrase domain, word
domain, at syllable domain, at constituent
of syllable (onset, rime etc) for instance.
The abstract phonological categories and
structures of this model are given
temporal and parametric interpretation in
terms of a dynamic, non-segmental
phonetics. A central aspect of this ap-
proach is the rejection of the 1P1
hypothesis which 1is propounded in a
number of con-temporary  ‘non-
segmental’ approaches where features in
the phonology are deemed to embody a
transparent phonctic _ interpretation -
lzyzp]ically cued by the featural name [17,
The position I am outlining does not
mean that I see no interestng oOrf
‘explanatory’ links between phonetic
phenomena and phonological structures.
Rather my claim is that if we wish (0
develop a sophisticated understanding of
the relationships between the meaning
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systems of a language and make sense of
their dynamic exponents in speech, then
being forced to provide an explicit state-
ment of the detailed parametric phonetic
exponents of phonological structure is an
essential prerequisite. The feature labels
for phonological units we employ may be
given mnemonic labels but their relation
to the phonic substance need not be
simple. Because they are distributed over
different parts of the syllabic structure,
their interpretation is essentially polysys-
temic [11]. For example, the interpreta-
tion of the contrast given the feature label
(+ nasal, say, at a syllable onset need not
necessarily be the same as the interpreta-
tion of the contrast given the feature label
[+ nasal] at a rime (see also [23] on the
phonetic interpretation of *alveolarity and
plosion’ in codas of English words).
Moreover, the occurrence of the phonol-
ogically contrastive feature [+ nasal] a
some point in the phonological structure
may generalise over many more phonetic
parameters than those having to do
simply with lowering of the soft palate.
(cf [24])

The consequence of this argument is
that nothing at all hangs on the name ofa
phonological feature provided that the
canonical naive view of the relationship
between phonological categories and
phonetic ones is eschewed. All that the
‘naming of parts’ achicves is some kind
of mnemonic short hand. This means that
provided the semantics of the phonologi-
cal categories is explicitly and formally
stated then it really doesn't matter what
they are called. There are two aspects to
specifying the semantics: (1) it is neces-
sary to know how the phonological
category(ies) in question relate 10 other
phonological categories - that is provide a
semantic statement of their place within
the phonological systems and structures
and (2) it is necessary to provide an
explicit statement of the phonetic inter-
pretation of the phonological categories
because, in Firthian terms, it ‘renews the
connection’ with the dynamic parametric
phonetic data {11]. 1 will develop this
position in the following section and
show that we can construct a simple
phonetic interpretation function which
will relate non-segmental structures to a
DNSP.
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PHONETIC INTERPRETATION
OF [ATR] IN KALENJIN )

I will now use some daa concerming
the phonetic characteristics of the [ATR]
harmony system in the Kalenjin to mot-
vate an abstract non-segmental phonology
and to show how such a phonology can
be phonetically interpreted. The broad
IPA transcriptions below give an impres-
sion of some of the phonetic exponents of
[+/-ATR] in Kalenjin. [+ATR] words are
given first for each pair:

1 [K"e:pit™] {to sprinkle}
(k&™) {10 grow)

2 [K'?qu "] {to scrape up}
[k™ery, ut™] {10 blow}

3 [k"e:Bal] {to digup}
[k™e2B 2 1] {10 dig}

4 [p’e. n] {meat}
[p"™en] {hardship)
5 [lo] {far)
{I9] {six)

There are a number of phonetic differ-
ences between words in the two
categories. These occur mot only in
vocalic portions but also in the conso-
nantal portions of such words. They
include ptk;lonatory quality, vocalic and
consonantal quality and articulati
durational differentZes. taton and

Phonatory differences

_ The two sets of words exhibit different
kinds of phonatory activity. Words of the
[-ATRl set  have audible breathy
phonation as compared with words in the
[+ATR] set. Measurements of the open
quotient of the glottal cycle mage from
;lectrolaryngqgraphic recordings  and
mnverse filtering reveal (statistically sig.
ggrlx?'am) t()hffer\ences that can be taken %o

1 breathiness of phonation

SOQvalues are foqm_i for [-ATR) w(éz;agse)r

?ectml characteristics of vocalic portions'
g the two classes also revea] differences
ommensurate with breathy versys non-
breathy phonation, Examinaf

tion of voi
Source  measurementg also sugge‘::

different kinds of laryngeal behavioyr
: ;
moving from voice to vgicelessnegtzn ﬂi
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two sets of words. In [+ATR] voicing
dies away slowly and continucs at low
level. In [-ATR] words, by contrast,
voicing drops off rapidly.

Vocalic differences

There are striking auditory differences
in vocalic quality between words in the
two sets. Vocalic portions in [-ATR]
words are noticeably more central (and
frequently more open) than those in
[+ATR] words. (Note that the open
[+ATR] vocoid has a back [ a | quality
in the region of CVS5; the open [-ATR]
vocoid has a front quality in the region of
CV4[a]. These vocoids harmonize with
appropriate tokens from the [ATR] sets:
thus [sam'is’] ~ [sa. m'15"], [ t"angus’ |
~ [ t*ahgus® ].) Examination of plots of
FI/F2 for tokens each of the [+ATR)
vocoids in the data confirms the results of
impressionistic listening (for example,
[+ATR] vocoids show lower F1 values
than their congeners [-ATR)).

Consonantal differences

Words of the two categories exhibit
different types of stricture and ranges of
variation in the consonantal portions. In
(+ATR] words we final labial, apical and
velar closure with burst release, or with
close approximation. In comparable
words which are [-ATR] closure with
burst release is not found. In such words
lax fricative portions occur but so do
portions with open approximation. There
are also noticeable variations in terms of
place of articulation. 'Coronals' in
[+ATR] words are exponed with apico-
alveolar strictures whereas they may be
exponed with either apico-alveolar or
dental strictures in [-4 TR] words.

Durational differences

ansonantal and vocalic portions are
durationally different in (£ATR] words.
Typically consonantal portions are shorter
in [+ATR] words than they are in [-ATR]
Wwords. This is particularly noticeable in
the closure and release phases of initial
gnd final plosion, Averages of vocalic
urauon reveal a tendency for [-ATR]
vocoids 1o be shorter than [+ATR]
vocoids. However, [+ATR] words are
Toutinely longer (measured from begin-

ning to end ici
Wouls of voicing) than are [-ATR)
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COMPOSITIONAL PHONETIC while parametric interpretation instantiates
INTERPRETATION interpreted dynamic ‘parameter strips’ for

[ATR] harmony is canonically the kind
of phonological organisation which has
been given non-scgmental status. Even a
hard-core segmentalist would be likely to
acknowledge that [ATR] in Kalenjin
operates in terms of whole syllable
structures. However, it is not immedi-
acly clear that extant phonological
approaches (including eg autosegmental
phonology and gestural phonology {16])
could deal in any coherent way with the
phonetic interpretation of [ATR] here
given the range of different phonetic
exponents implicated. It would require a
certain amount of ingenuity to postulate a
non-segmental [ATR] feature with
intrinsic phonetic content and find what
there is in common between deveicing of
coda approximants, breathy phonation,
front or back secondary articulation, con-
sonantal length, particular ranges of con-
sonantal variability and any putative
advanced position of the tongue root.
Even greater problems might arise in
making sense of the ‘counter-intuitive’
phonetic interpretation  of the open
[+ATR] vowel in the region of [a] and the
open [-ATR] vowel in the region of [a].

I suggest that a DNSP interpretation of
the abstract phonological relationship
designated [£ATR] is more appropriatcly
accomplished with explicit statements of
temporal and parametric phonetic expo-
nency for various parts of word and syl-
lable structure. This can be achicved by a
compositional phonetic  interpretation
(CPI) function for partial phonological
descriptions [19, 20, 21]. 1 sketch only
the broad outlincs of a CPI here.

In the CPl function phonological
structures and fcatures are associated with
phonctic exponents. The phonetics is the
semantics of the phonology [13, 19, 20]
(cf [25]). As I indicated earlier, the
phonological descriptions being inter-
preted are here taken to be unordered
acyclical graph structures with complex
attribute-value node labels. The statement
of phonctic exponents in CPI has two
formally distinct parts: temporal interpre-
tation and parametric phonetic interpreta-
tion. Temporal interpretation establishes
timing rclationships which hold across
constituents of a phonological graph

any given piece of structure (any feature
or bundle of features at any particular
node in the phonological graph). The
resulting ‘parameter strips’ can  be
considered as sequences of ordered pairs
where any pair denotes the value of a
particular paramcter at a particular
(linguistically relevant) time. Thus in the
general case:
{(node:partial_phonological_description,
(Time_start, Time_2, ... Time_end),
parameter section}
where the node represents any phonol-
ogically relevant contrast domain. The
time values may be absolute or relative,
fixed or proportional. The precise
physical domain of the parameter strips
(eg articulatory, acoustic, acrodynamic) is
not of immediate rclevance here.

The ‘compositional’ part of the inter-
pretation  function signifies that the
‘meaning’ of a complex expression is a
function of the form and mecaning of its
parts and the rules whereby the parts are
combined [26]. The phonological
‘mecaning’ of a syllable equals the
‘meaning’ of its constituents. The com-
positional principle is instantiated by re-
quiring any given feature or bundle of
features at a given place in the phonologi-
cal structure to only have onc possible
phonetic interpretation. So for instance,
in the present case the words
(@) [ k"0 11, "good planters’ and
(i) [ kK™ 9.1 ] ‘plant!”
can be given the following Firthian like,
partial representations:

(i) [ATR+] (KO)»)
(i) [ATR=1 (xoh)

Here the syllable-domain [ATR] unit
as well as being scmantically distinctive
serves 1o integrate the other syllabic
material  (paradigmatically  contrastive
units) with consequences  phonetic
exponency as illustrated above). Given
this, then the interpretation of (i) is of the
form: CPI([atr:+] (xXOA)) = {phonelic
exponents of ‘kol’}. A more fully
specified representation of (1) might be
given as: [ATR+] (ﬁ(m, "% (5. Here
the units within the syllable are treated as
scparate entities or sequences of enuies.
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The superscript symbols £ / - placed
before the units () and (0A) serve 1o
indicate onset/rime domain contrasts (A
‘voicelessness’; & ‘voice’). Such a
representation can be reconstructed as a
graph with attribute-value node labels,

thus:
(ATR:+]
[wi] [voi:+]
[ent-nas:-str:-,
ensfemp:+ grv:+]]
[hi:2] [ent:+, nasz-str-,

engemp:-, gro-]]
A partial compositional interpretation
of this schematic representation can be
determined in the following  quasi-
articulatory fashion:

1. CPI({cnt-, nas-,  str-, cngemp:+,
gro:+]]) = {contact of tongue back
wn}h soft palate, closure of soft palate

L

é)’l([ﬁt.?j):( relativel i -
e y mid tongue
CPI({cnt:+, nas:, str.. cngemp:-, gro:
) = {contact of ton i
alveolar ridge. .. ) e apex with
4. CPl({voi-+X[hi:2], [ent:+, nas:-, stre.,
engemp:-, gr=-]]) = {partial overlap
and succession of CPl([cnt:+, ngs:-,
stri, engemp:-, gro-J)) to CPI({hi:2)),
;(]:(l)gvedlength of CPI([4i:2)), relative
ecay of voici
iz icing of CPJ
5. CPI({voi--Kfcnt-, nas:-, Str.-,
cm{mxg:+,gm:+]])) = {voicelessnessl
aspiration of CPI(fcnt.-, nas:-, :tr:-'
cns{m1p:+,gw:+]}). ..} '
6. CPI([atT:+]([wi'-]([cnt:-, nas:-,  str:-
Cﬂ.{ﬂﬂp:-b, groe+]), [wi:+]([ﬁ:l'2],’
[ent:+, nas., str-, cngemp:-, go-ID) =
{succession angd partial overlap of
CPI({vot:-K[ent--, ngs.

2

gv+]D) o CPI([wiw]“(;

bad

" engomp:+,
: hi:2), [ent:+,
nas:-, str:-, endemp:-, A1), non-
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maximal backness of CPI({voi-]
([ent:-, nas:-, str-, cnsemp:+, gro-+]))
and CPI([voi:+] ((hi:2], [cnt:+, nas:-,
str,  cndamp:-, grv-]D),  relative
palatality of CPI(fent:+, nas-, str-,
cnemp:-, gro:-]J), relative shortness of
closure and release of CPI({voi--
Jent, nas:-, str.-, cngemp:+ groz+]),
tense phonatory quality and slow
decay of voicing of CPI({voi:+K([hi:2],
[cn}t:+, nas:-, str-, cn.s{cmp:-, VU I)!

We have formally tested and verified a
CPI for Kalenjin within the YorkTalk
dcclarat_xve speech gencration system
employing acoustic parameters. = Dis-
cussion and illustration of this work and
quantitative details of the phonetic
exponents of [ATR] in Kalenjin are given
in Local and Lodge [27].

CONCLUSION

Recent phonetic work in laboratorics
across the world has provided a rich diet
of DNSP data. Rather than reviewing this
(»)vo_rk I have ch?jsen here to concentrate

N 15ses surrounding the interpretation of
DNSP data. I have done thi;pbecausc it
Scems to me that whilst we have scen
considerable advances in data collection
techniques (eg in the articulatory domain
[28)) thcpe has not been a commensurate
advance in the linguistic interpretation of
that data. By examining a small amount
of material from Kalenjin I have tried to
mouvate the need for a consideration of
non-segmental phonological categories in
the interpretation of phonetic data. I have
Suggested that a small step in this
direction can be achieved we if adopt a
non-segmental phonology of the Firthian
kind and reject analysis in terms of
Intnnsic phonctic interpretation. Such a
Step obliges us to devise an explicit
phonetic interpretation function and to
explore ways in which DNSP data might
relate 10 abstract non-segmental
categories, think it also moves us
to:_/ards the ‘integrative phonology’ for
which Ohala argued s persuasively at

ICPh9] [1).
REFERENCES

(1] Ohala, J. The Integration of phonetics

and phonology. . Proc. ICPRS91. Aix-
en-Provence. Vo, 1, 2-16.

ICPhS 95 Stockholm

[2] Nolan, F. (1991), Phonetics in the
next ten years. Proc. ICPhS91. Aix-en-
Provence. Vol. 1. 125-129.

[3] Perkell, J.S. (1991), Models, theory
and data in speech production. Proc.
ICPhS91. Aix-en-Provence. Vol. 1. 182-
191.

[4] Laver, J.
phonetics. ~ Cambridge:
University Press.

[5} Bell-Berti, F. (1991), Comments on
“Some observations on the organisation
and rhythm of speech”. Proc. ICPhS91.
Aix-en-Provence. Vol. 1. 238-242.

[6] Browman, C.P. & Goldstein L.M.
(1985), Dynamic modclling of Phonetic
Structure. In V. Fromkin (ed). Phonetic
Linguistics. New York: Academic Press.
35-53.

{71 Repp, B.H. (1981), On levels of
description in speech rescarch. JASA,
69(5): 1462-1464.

[8] Barry, M.C. (1991), Temporal
modelling of gestures in articulatory
assimilation. . Proc. ICPhS91. Aix-en-
Provence. Vol. 4. 14-17.

[9]1 Byrd, D. (1993), Palatogram Reading
as a Phonetic Skill: a short tutorial. JIPA,
23, 2: 59-72.

[10] Kelly, J. (1987), On the
phonological rclevance of some ‘non-
phonological” elements. Magyar fonetikai
fiizetek 21: 56-59.

[11] Firth, J.R. Sounds and Prosodies.
Transactions of the Philological Society,
129-152.

(12] Sprigg, R.K. (1966), Phonological
formulac for the verb in Limbu as a
contribution to Tibeto-Burman
comparison. In C.E. Bazell et al (eds). In
Memory of J.R. Firth. London:
Longmans. 431-453.

[13] Kelly, J. & Local, J.K. (1989),
Doing Phonology. Manchester:
Manchester University Press.

[14] Kcating, P.A. (1990), Phonctic

representations in a gencrative grammar.
Journal of Phonetics 18, 3: 321-334.

(15) Scully, C. (1987), Linguistic units

and units of speech producuon. Speech

Communication, 6: 77-142.

[16] Saltzman, EL. & K.G. Munhall,

(1988), A dynamical approach to gestural

patterning  in  speech  production.

Ecological Psychology, 1: 333-382.

(1994), Principles of
Cambridge

Session 40.1

Vol. 3 Page 9

[17] Browman, C.P. & Goldstein, L.M.
(1989),  Amiculatory  gestures  as
phonological units. Phonology. 6.2: 201-
251.

[18] Fujimura, O. (1994), The syllable:
its internal structure and role in prosodic
organisation. In Proc. LP’94: Item order
in (natural) languages). B. Palck (ed).
Institute of Linguistic and Finno-Ugric
Studies, Charles University: Prague

[19] Local, J.K. (1992). Modelling
assimilation in non-segmental rule-free
synthesis. In Docherty, G. & Ladd, R.
(eds.) Papers in laboratory phonology I1.
Cambridge: CUP. 190-223.

{20] Coleman, J. & Local, J.K. (1992),
Monostratal  phonology and speech
synthesis. In P. Tench (ed) Studies in
systemic phonology. Pinter Publishers:
London. 183-193.

[21] Ogden, R. (1992). Parametric
interpretation in YorkTalk. York Papers
in Linguistics 16, 81-99.

[22] Clements, G.N. (1985), The
geometry of phonological features.
Phonology Yearbook. 2. 225-252

[23] Manuel, S.Y., Shattuck-Hufnagel,
S., Huffman, M., Stevens, K.N.,

Carlson, R & Hunnicut, S. (1992),
Studies of vowel and consonant
reduction.  Proceedings  of  the

International Conference on Speech and
Language Processing. Volume 2, 943-
946.

[24] Ladefoged, P. (1977), The abyss
between phonetics and phonology. In
Proceedings of the 13th meeting of the
Chicago Linguistic Society. 225-235.

[25] Beckman, M. (1990),Metrical
structure versus autoscgmental content in
phonetic interpretation. Proc. ICPhS91.
Aix-en-Provence. Vol.1. 374-378.

[26] Partee, B.H. (1984),
Compositionality. In F. Landman & F.
Veltman (eds). Varieties of Formal
Semantics. Dordrecht: Foris. 281-312.
[27] Local, J.K. & Lodge, K. (to appear)
On the phonctic interpretation of [ATR] in
Kalenjin. York Papers in Linguistics.

[28] Perkell, J.S. Cohen, M.H,
Svirsky, M.A., Matties, 1.G. & Jackson,
M.T.T. Electromagnetic — midsagittal
articulometer systems for transducing
speech articulatory movements. JASA,
92(6): 3078-3096.



