Vol. 2 Page 610

Session 33.4

ICPHhS 95 Stockholm

LEARNING OF A PHONOLOGICAL COMPONENT
FROM BREF CORPUS

A. Mailland, M. de Calmés, G. Pérennou
Institut de Recherche en Informatique, Toulouse, France

ABSTRACT

We introduce a phonological
component model based on contextual
phonological groups (cpg's) and multi-
pronunciation groups (mpg's). The first
ones are word substrings having several
pronunciations depending on the context.
The second ones are HMM like model of
pronungciation in a given context.

The purpose of this paper is both to
describe the current version of this
phonological component and to present
the results obtained from BREF Corpus.

INTRODUCTION

Recent developments of speech
recognition have proved that taking in
account phonological information
improve speech recognizers - see for
exemple [1], [2].

This is a point that the authors of
BDLEX project had in mind [3]. Then,
we have developed a phonological model
compatible with HMM modeling [4].

We present here the method used in
the model for learning, the parameters of
this model from corpora and we give the
results obtained from BREF corpus.

THE MHAT PHONOLOGICAL
MODEL

The general model — the MHAT model
(Markovian Harmonic Adaptation and
Transduction) is described in [4]. We use
here a particular model where the lexicon
contains the phonological representation
of inflected words.

The figure 1 shows the structure of
the model.

Syntactic level S

The representations are the surface
forms which are generated by the
grammar. They consist of word-class
strings. (S,S) transformations insert
word boundaries : # for required liaison,
# for optional liaison and | for prohibited
liaison. These boundaries depend on the
syntactic stucture of the sentence.

These boudaries play an important role
in French phonology. In [5], we have

proved that a markovia biclass model is a
good approximation of the (S,S)
transformation (a ideal model must
include prosodical features).
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Figure 1 - MHAT model.

W-level

The representations are strings of both
subword units and word boundaries #, #
or | . In our model, the subword units are
contextual phonological groups (the
cpg's) defined as strings of
interdependent phonemes having context-
dependent realisations. For example the
word «grandes» (big) has, in our model,
the W-representation gR&<~da> instead of
the standard representation /gR&da/. The
first three units are the same in the two
representations (they are called trivial
units in our model) but the last one in the
W-representation covers two phonemes
which have interdependent and context-
dependent realisations.

An harmonic transformation (in the
sense given in Golsmith [6] , see also
[4]) adapts W-representations by
rewriting all cpg's into context-
independent phonological units and
deleting all boundaries. The result is a
new W-representation, called here
phonotypical representation, which
consists of a string of multi-
pronunciation groups (the mpg's units).
For example, the W-representation of
«grande fenétre» is gR&<~da> H
<fa>nectra> which becomes the W'
representation grR&(~da) fEne(tra)
where three units have multiple
pronunciations depending on the speaker,
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the style ... but not of the context. The
first one is (“da) which can be
pronounced [dCE] or [n]. The second one
is (tra>) which can be pronounced
[tRE] or [tR] or [tR]. The third one is €
which have three possible realisations :
(e], [2], [ee]. The other units have only
one pronunciation and are considered as
trivial mpg's. In order to represent cpg's
and mpg's, we adopte the following
conventions :

- if the phonetic substring x has one
and only one pronunciation, their
phonological and phonotypical repre-
sentations are X (x 1s a trivial cpg and a
trivial mpg).

- if x is constituted by interdependent
phonemes (that is the phonetic realization
of one among them which is dependent
on the phonetic realization of the others)
then :

*<x>isacpg

* (x) is a mpg

If <x> depends only on its context
within the word, it's a trivial cpg which
will not be affected when it will be
inserted in a sentence. Then, the notation
(x) is used instead of <x>.

More details are given in previous
papers [7], [8], [9]. Probabilities can be
assigned to phonetical rules. Thus, the
phonetical rule for (~ds) which
associates two realisations : d(E and n is
represented by :

(7da) —>dE (0.4) | n (0.6)

In this way, mpg's can be seen as
hidden Markov model subword units.

Phonetic level

At this level the P-representations
consist of strings of phonetic units in a
given alphabet (here the IPA of the
standard transcription of French). Thus,
the last example can have several P-
Tepresentations : [gR&dce fCEnetR] [gREn
f&EnetRe] , [gREN fCEnet] ...

Internal a(?aptations occur also at this
level for taking into account coarticulation
effects. This will not be discussed here.

Here, the model used is simplified. It
takes into account only end word mpg’s
describing phonological phenomena such
as liaison. Few not trivial internal mpg's
are conserved for foreign origin words.

GENPHON system

The purpose of GENPHON is to
transform an orthographic form into a
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phonotypical one. This single
transcription takes all the various possible
pronunciations into account. It consists
of three units :

* a lexical access module which permits
to generate the phonological form with
syntactic categories from orthographic
form. A phonological form is composed
of cpg's and mpg's.

¢ a module for positioning the
phonological boundaries.

« a phonological module which yields
the phonotypical transcription by using
phonological rules.

For each word of a sentence, the
phonological representation and syntactic
class are retrieved from a BDLEX-
derived lexicon [10].

Boundaries are positioned according
to the bigram model introduced in [5]
based on the work of P. Delattre [11].

Orthographic form

T systéme reste sous surveillance, .. l

1
Thonological form with 5c ]

<®18%>(0) sistecmer(N) recstax(V) sucz™>(p) syrvejdcser(N), ]

|
[ Phonological Torm with boundancs ]

I <*le®> # sistecme> 7 recste> 7 su2™» ¢ syrvs)ku)(N)IJ

H
Phonotypical Torm

(1a) siste{ma) re(sta} su syrvejdi(ser)

Figure 2 : Example of phonotypical
generation.

In order to generate the phonotypical
form of the utterance from the
phonological form with cpg's, we use a
set of phonological rules [5]. For every
cpg's class, this rulebase provides a mpg
for a given context.

Figure 2 shows an example of
phonotypical form generation.

THE LEARNING SYSTEM

The proposed learning system (cf.
fig.3) uses a variant of the alignment tool
VERIPHON [12], developed at IRIT. It
affords both advantages of being
specially well adapted to align mpg like
groups and of supplying statistics about
the pronunciation variants observed
within the corpus. As input, it takes a
phonotypical transcription stemmed from
the phonological component and its
corresponding phonetic transcription
proceeded from speech corpora. The
system yields the aligned utterance
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represented by a string of mpg/phonemes
couples.

LT TR T R T A O RS T RN

R N SRR R G

DA g

& .
H -~ Phonetical rules
o e s

S Sgremcrem, o g i me  RTRRAEE ¥ #5 "

Figure 3 : Learning system.

RESULTS

GENPHON and the learning system
have been experienced on the BREF80
Corpus [13]. The results have some
phonetic implication and allow us to
specify the impact of the phonological
alterations on the automatic speech
recognition.

BREF80 has been transcribed in two
steps :
1) a phonetic transcription is yielded by
GRAPHON, the grapheme-to-phoneme
conversion system of LIMSI,
2) this transcription has been rectified by
experts.

It is composed of 5323 sentences
pronounced by 80 speakers in a dictation
style.
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Figure 4 : Trivial mpg distribution.

BREF80 includes 345 000 occurences
of mpg. This means 387 distinct mpg's
including 40 trivial mpg's. These trivial
mpg's account for over 90 % of the
occurences.

Most of trivial mpg's is represented
by standard phonemes. Their distribution
is given figure 4. Nearly 50% are
vowels.

For our purpose, the most important
phenomena occur in the non-trivial

10% =
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ending mpg's. Figure 5 shows their
distribution by phonetic class.

54,43%

50% =

C : Consonants
O : Obstruents

40% =

20% =

IR SR AN G R

10% =

ol
e

O (o) (C7) (D) (0@)(..2)

Figure 5 : Non-trivial mpg distribution.

The maximum for the (Ca) class is
certainly due to numerous monosyllabic
pronouns, articles, ...

(C") represents a latent consonant, for
example in the word encombrant
/8k3bra(t )/,

(*09) and (0@) are respectively in
the words poursuite /pursyi(“ta)/ and
tarif /teri(fe)/.

(..z") represents the end of a plural
word, for example in nouvelles
/nuve(laz™)/.

Here, we can only present two results
about important phonological phenomena
of french : the liaison and the schwa
elision. More exhaustive results are given
in [9].

Frequency of liaison realization
depends on numerous factors [11].
Using this model, the study of the liaison
processing has been made in [4].

We give, figure 6, liaison frequencies
for some final mpg's in a plural word.
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(*QLaz") class (in this case schwa is
pronounced). The average of liaison
frequency is 18,06% for these classes.

We give, figure 7, schwa elision
frequencies on Consonant-Schwa mpg's.
These results shows that the kind of
consonants plays a part in the elision
phenomenon.

Mpg Realizations

(La) | L& [42,69 L 57,31

(No) | NCE |24,36 N 75,64

(Fo) | FrE 38728 F 61,72

(Pa) | PE 76,23 P 23,77

Mpg Class Liaison | Non-liaison
(Waz2") 23,91% 76,09%
(Baz") 12% 88%
(*Qez") 12,04% 87,96%

("QLaz") 24,32% 75,68%

Figure 6 : Liaison after a plural word
where W : set of liquids and nasals, B :
set of voiced obstruents, Q : set of
unvoiced obstruents and L : set of
liquids.

Non-liaison is always more frequent.
The more frequent liaisons produce in the

Figure 7 : Frequencies per cent of schwa
elision where L : set of liquids, N : set
of nasals, F : set of fricatives and P : set
of plosives.

These results illustrate the fact that
frequencies of phonological phenomena
are very variable according to mpg's in
which they appear. This implies that a
such component must be train from large
corpora.

CONCLUSION

Using the phonological model based
on contextual phonological groups
(cpg's) and multi-pronunciation groups
(mpg's), we have showed that it was
possible to learn automatically
pronunciation likelihoods associed to
mpg's. This learning has been made
thanks to a phonological lexicon where
words are represented in cpg's, and two
bases of rules. The first one defines
cpg's. The second one describes mpg's
and is learned from a transcribed corpus.

Achieved results concern a speaker
population in a given communication
situation : text reading.. Such results
show a learning ability for a task of oral
man-machine communication. They
allows to show the impact of
phonological variations in oral production
and better to place the role of the
phonological component in speech
recognition systems.

Such a phonological component is
compatible with speech recognition
systems based on HMM.
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