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ABSTRACT

This paper reports on investigations into the relationship between prosody and discourse relations. We present the analysis of an example situation in a formal framework composed of TSM for the representation of prosody and (an extension to) DRT for the representation of discourse, and we argue that the results can be exploited fruitfully for two main areas in the automatic processing of language and speech: analysis (parsing) and synthesis (generation).

INTRODUCTION

In computational linguistics and AI, much research has been performed concerning the structure of discourse, e.g. [1,2,3]. It has been noted that “there may even be a hope of using the various sorts of clues in a program to discover with a reasonable probability of success the underlying rhetorical relations” [3, p.310] and that “rhetorical relations may, though need not, be explicitly signaled by some expression in the text” [3, p.264]. Research specifying this relation between rhetorical relations and cue words includes among others [4,5]. Up to now, the search for cues has been mainly restricted to written text, though. We have investigated the possibility that clues may also be taken from prosody.

Our analyses are based on an adaptation of Ferry’s [6] application of Pierrehumbert’s tone sequence model (TSM) [7] to German with regard to prosodic modelling, and on Asher’s [3] extension of Discourse Representation Theory (DRT) [8], which integrates the notion of discourse relations into DRT.

AN EXAMPLE

The example below is one of a number of small discourses taken from German radio news which we have investigated. The text (“Nachrichten39”, see below) has been hand-labelled with ToBI Labeling Tools according to the conventions developed at IMS [9] (see figure 1).

Im Berliner Prozeß gegen zwei Polizeibeamte wegen der Mißhandlung eines Vietnamesen sind die beiden Angeklagten heute freigesprochen worden. Das Gericht wertete die Aussagen der geschädigten Vietnamesen als widersprüchlich. Offensichtlich hätten sich die Beamten zwar sehr heftig benommen, eine strafbare Tat sei aber nicht erkennbar.

The corresponding Structured Discourse Representation Structure SDRS (simplified) is depicted in figure 2. Before we start discussing how to arrive at this SDRS representation, we have to bear in mind that we should not expect to derive all elements of its structure purely by means of prosody. We will, however, show where prosodic cues may help us to arrive at a correct interpretation.

The basic constituents of our representation can be found by drawing regression lines through the F0 curve [10]. At a point where a noticeable discontinuity is found, a new line (and with it, a new DRS element) will start. This gives us the four DRSs k1 to k4. k1 corresponds to the first sentence, k2 to the second, k3 to the clause *Offensichtlich ... benommen*, and k4 to the rest of the third sentence (k0 does not correspond to an element in the text, but has to be constructed according to Asher’s topic construction rules). After having processed the first sentence and constructed k1, we find k2 with a compressed pitch range. This compression, and the relatively high ending of k2 suggest a Continuation relation to hold between k2 and what follows. k2 forms part of an SDRS k which will be constructed only later on. We will, however, ask already at this point whether a clue can be found how this SDRS will be linked to k1. There is indeed one to be found, which is mainly inferential in nature along the lines of Dahlgren’s naive semantics [11], but there is also a prosodic marking present, namely the conspicuous pitch accent on *widersprüchlich* (*contradictory*), marking the Cause for k1. In a news text, this prosodic marking is quite advantageous, especially for an inattentive hearer of radio news, (who might be listening to the news while being occupied with other tasks) whose attention is thus drawn to the relevant facts. The connection between k3 and k4 can be clearly seen from the progrendid phrase tone % at the end of *benommen*. In the absence of further information we would take this as an indication for a Continuation relation between k3 and k4, but here we have the lexical clue of the word *aber* (*"but"*) from which we infer a Contrast relation. The pitch accents help to find the contrastive elements strafbar (*"punishable"*) and nicht erkennbar (*"not to-be-found"*).

Finally, the final lowering is quite pronounced, which means that closing-off of the yet open discourse structures can be inferred easily. This way, k" will be closed off and the Continuation relation between k2 and k" we already mentioned above can be constructed now, forming the SDRS k. What remains to be done is the construction of the Cause relation between k1 and k which we also had mentioned already, completing the representation.

EXPERIMENTAL VALIDATION

Up to now, recorded speech data from radio news have been hand-labelled and analyzed with regard to the discourse relations involved.

Recently, we have started resynthesizing texts with contours suggesting discourse relations differing from those found in the original texts, using a testing environment which allows for a free modification of pitch and duration of the recorded speech data before the resynthesis based on the PSOLA algorithm is performed [12]. The effects of these resynthesized texts on human listeners are being tested.
APPLICATIONS

Prosody is considered an important factor for both automatic natural language analysis and synthesis (or parsing and generation). The relation between parsing and generation has often been thematicized in Natural Language Processing, specifically regarding grammar [13]. The role of prosody can be summarized as follows: in analysis, it helps to disambiguate, in synthesis, it allows for more natural utterances.

As for analysis, the usefulness of (prosodically derived) boundary information for disambiguating syntactically ambiguous utterances has been shown by other researchers [14,15]. An IMS the effects of pitch accents on pronoun resolution [16,17] are currently investigated, some of which have also an impact on discourse relations. As for ambiguous discourse structure, it seems that discrimination will be mostly relevant not so much for the kind of discourse relation, but mainly for the attachment points of these discourse relations (cf. [18,19]).

With regard to generation, whereas previous research has often focussed on conciseness, based on Grice's maxims [20], everyday utterances show a significant amount of redundancy. Taking prosody into account, it may be advantageous to code discourse relations prosodically and textually, e.g., by not only using cue words, but also marking them prosodically in a consistent way. Thus, even if the lexical cues alone would have allowed inferring the intended meaning, prosodic cues might enhance the textual cues and lead to more natural utterances.

The aspect of unwanted implicature has recently been noted in the generation literature [21]: When in a (written) report an entity is singled out by ascribing to it certain properties, the impression is created that for other non-mentioned entities this property does not hold. The example presented in [21] can be taken over to speech: If we say "Person A worked on task B. HE finished the work in time.", putting (erroneously) a pitch accent on "he", this will create the implication that there were other people involved in the project who did not finish in time.

Finally, during the last years much work in Natural Language Generation has been based on some sort of model for representing discourse relations, most notably RST [22,23]. With a specification of correspondences between a formal representation of discourse and a model of prosody we can hope to find a way to integrate Natural Language Generation and Speech Synthesis in an elegant way.

PRELIMINARY CONCLUSIONS AND FUTURE WORK

We have found some evidence for prosodic marking of discourse relations and sketched a framework for the investigation of this interdependency. The relation between prosodic phenomena and discourse relations is not a bijective function, rather it has to be seen as clues suggesting a certain structure of discourse, but not enforcing it.

The tone sequence model (TSM) has proven useful for describing some aspects of local discourse structure, and partially also for global discourse structure. What is still lacking is a formal description of other relevant parameters for global discourse structure like pitch range. Also missing is a formal description of the interaction of the various sorts of discourse cues, integrating the contribution of lexical and prosodic cues, among others. This has proposed a nonmonotonic logic to capture the dependency of various discourse relations, but he did not talk about prosody. Maybe prosodic cues could be integrated into such a framework. Another possible candidate might be optimality theory [24], which has recently been shown to be a useful framework for the description of various aspects of prosody, but has to our knowledge not yet been applied to the description of interactions between prosody and discourse.
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