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ABSTRACT 
This paper describes a new approach for 
modelling allophones in a speech rec— 
o nmon system based on Hidden Markov 

odels (HMM). This approach allows a 
detailed modelization of the different 
acoustical realizations of the sounds with 
a limited amount of parameters by inte- 
gratrng left and right context dependent 
transrtrons as well as acoustical targets. 
Phonetrcal knowledge is used in the defi- 
nition of the structure of the models, and a 
standard HMM training rocedure 
determmes the optimal value 0 the para- 
meters. The efficiency of the approach is 
demonstrated both in a multispeaker mode, 
on a 500 word vocabulary, and in a speaker 
independent mode on several other data— 
bases recorded over telephone lines. 

1 INTRODUCTION 
The hidden Markov modelling approach is 
now a wrdely used technique in automatic 
speech recognition. Although it allows the 
optimal parameters of a model for a given 
trarnrng corpus (known words or sen- 
tences) to be automatically determined, the 
structure of the models still remains to be 
defined manually, and the choice of the 

best" basic units is difficult. 
B_asrc word units are very suitable for small 
srze vocabularies. But, when the vocabu- 
lary srze rncreases, basic sub-word units 
lead to more compact models. Although 
phoneme units would be a good theoretical 
chorce, they do not work well in ractisc, 
as they do not account for the coartrculation 
effect due to the context influence. To cope 
wrth tlus problem we had previously 
developed the pseudo—diphone units [2] 
whrch consrst of the central part of pho- 
nemes, of the transitions between pho- 
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ncmc_s, and also of some strongly 
coartrculated sound sequences treated as 
srngle units. _As an alternative, context 
dependent units, modelling the acoustical 
realraanon of the corresponding sound in a 
specrfic left and right context [4], can be 
used. However, such an approach leads to 
a large number of models that must be 
reduced rn size, in order to achieved a 
reliable estimation of the parameters. This 
can be donc a priori, using phonetical 
knowledge [1], or a posteriori, using some 
clustermg algorithms [3]. 
In the new approach described in this 
paper, the Markov models are defined in 
such a way that they can share as many 
parameters as possible for modelling the 
different _acoustical realization of any 
sound. :I'hrs sharing, based on some a priori 
phoneticak knowledge, allows detailed 
phonetic distinctions to be introduced in 
the models, with a limited amount of free 
parameters that are later determined by an 
automatic procedure (standard HMM 
training). 

2 MODELLING ALLOPHONES 
The new modelization of allophones con— 
sists rn modellrn g together, in a single basic 
unrt, all_the possible acoustical realizations 
of a given sound. Each sound is thus 
represented by a sin le model, having 
several entry states an several exit states, 
and allowrng the in of the probability 
densrty functions Ms). An example of 
such a model is represented in figure 1. 
Each entry or exit state is associated to a 
specrfic context, that is, to a class of left or 
right phonemes having the same acoustical 
rnfluence on the sound. In this approach, 
every path from one entry to one exit 
corIeSponds to an allophone. 

474 

[# + # + 38] ‘- 

lp + bl 
[f + v] - 

[t + d] 

[: + z] 

[k + sl 
[ch + gel 

[11 
[rl 

[ml 
ln] 

[nal 
[nil ‘- 

[un + in] 

[an + on] "- 

€
 

l
l

l
l

l
l

l
l

l
l

l
l

l
l

l
l

l
i

l
 

.
.

 

0' [ii-”+531 

[p + bl 
[f  + v] 

[t + d] 

[| + :] 

II: + :] 
[ch + gel 

[ll 
[r] 

Flguro 1 - Structure of the acoustical models used for the vowels, 
and contexts associated to the entry and exit states. 

A typical model for the vowels would 
consist in a shared central portion repre- 
sentin the acoustical "target", and transi- 

tions rom each entry to the "target", and 
from the "target" to each exit. However, if 
necessary, several acoustical targets may 
be defined and the number of left and right 
contexts can be increased as much as 
necessary. Because of the integrated 
modelization of all the acoustical realiz— 
ations of any sound, and of the sharing the 
gaussian pdf’ s whenever it is possible, a 
detailed modelization is obtained with a 
small number of parameters. Thus, they 
can be reliably determined using a standard 
HMM training procedure. 

2.1 Context Influence 

Given that some phonetic environments 
induce the same coarticulation effects on 
the adjacent sounds, the entry and exit 
contexts were defined, for each class of 

sounds, by grouping together phonemes 
inducing the same acoustical influence. 
For instance, consonants sharing the same 
articulation feature tend to affect the fol— 
lowing sound in a similar way. As far as 
vowels are concerned, the similarity 

between tongue positions will closely 
affect the vowel transition towards the 
neighbouring sounds. 

‘ ' A s  
the tongue position in a semi-vowel pro- 
duction rs very similar to that of a vowel 
production, the vocalic contents involve 

vowels as well as semi-vowels. According 
to point and manner of articulation, 10 
relevant vocalic contexts were defined : lil, 
ljl, high-front-rounded. hi h-mz'd- 

‘ rounded, low, mid-flout, mici-bac , high- 
back, front-nasal and back-nasal. 

C ,. f i I ._ 

W E L L  Because of 
the formant transitions they induce on the 
vowels, as well as on the semi—vowels, the 
consonants were grouped, according to the 
place of articulation, in 9 homogeneous 

contexts: labial, labia-denim, dental, 
alveolar, palato-alveolar, palatal, velar. 
M and Ill. However, the nasal consonants 
Int/, Inf, !n and Ing! were treated as sep- 
arate contexts as they may induce a nasa— 
lization of the following vowel. 

' The transition between two 
adjacent consonants is less obvious than 
between two adjacent vowels. On the other 
hand, consonants assimilate acoustic fea- 
tures (nasality, voicelessness...) easier than 
vowels. Thus, the merging of consonantic 
contexts for consonant allophoncs was 
slightly different from that used for vowel 
allophones. 7 relevant contexts were 
defined according to acoustic features : 
voiceless plosives, voiced plosives, voice— 
lessfricatives, voiced fricatr‘ves, nasals, M 
and Nl. 
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2.2 Possible "Targets" 

The inner part of the models represent the 
acoustical targets. Thus, in order to take 
into account the possible assimilation of 
some of the acoustic context features, 
several targets, representing "standard" 
pronunciations as well as modified ones, 
were modelized. The structure of the 
targets was carried out in order to allow the 
modelization of even a rather short dur- 
ation of the overall sound. 

° The following acoustical 
realizations were possible for the vocalic 
tar ets:  voiced, partially devoiced, par- 
tia ly nasalized or partially aspirated (not 
represented on figure 1). The loss of the 
voiced feature at the beginning or at the end 
of the sound could occur only in a left or 
right pause context. In the same way, the 
nasalized target was accessible only from 
a left nasal context. 

' In the consonantal 
target modelization, a difference was made 
between a "normal" non assimilated target, 
a devoiced and a partially devoiced target 
(valid only for voiced consonants) and a 
nasalized target. The partially devoiced 
target was accessible only in a right pause 
context and the nasalized target (partially 
or completely) was valid only after a left 
nasal context. 

- ' ' The 
structure of the models used for semi— 
vowels and liquids were very similar to that 
used for vowels. Nevertheless some 
specificities separate these two sound 
classes. One of the main differences con- 
sists in the length of target modelizations. 
As liquids and semi—vowels are sounds 
realized most of the time with short or even 
very short duration, and thus are strongly 
coarticulated with the adjacent sounds, 
fewer states were attributed to the mode— 
lization of their sound targets. Thus 4 
"short" targets were used to modelize : a 
"normal" acoustic realization without any 
assimilation effect, a devoiced target, a 
partially devoiced target, and a partially 
nasalized target. _ 

2.3 Phonological Rules 

Besides the coarticulation effects between 
adjacent sounds treated by the allophone . 
models, the system can handle phono— 
logical rules in order to modify the "stan- 
dard" phonetic descriptions of the 
vocabulary words. These rules were used 
not to predict a specific prononciation (as 
in phonology) , but rather to tolerate several 

pronunciations that might occur in a 
speaker inde ndent mode. Thus, each 
application 0 a rule increased the number 
of possible pronunciations of the words. 
These explicit phonological rules were the 
following: 1) each word ending with a 
consonant and followed by a pause can be 
pronounced with a neutral schwa like 
vocalic sound after the consonant; 2) & 
voiced fricative preceded by a ause can 
begin with a very short schwa l' e vocalic 
sound; 3) a succession of sounds con- 
taining a sonorant and the liquid It] can be 
realized with an epenthetic neutral schwa 
like vowel between them (especially in a 
slow speaking rate) ; 4) a voiced stop can 
loose its voiced feature when followed by 
a voiceless consonant; 5) a voiced stop, 
followed by a nasal consonant and sharing 
with it the same point of articulation, can 
assimilate its nasal feature. 

3 EXPERIMENTS 
In order to validate this new approach we 
tested it on several databases recorded over 
telephone lines. A 500 word vocabulary 
was used to study the influence of the 
structure of the models (number of con- 
texts, usefulness of the targets, etc). This 
vocabulary was recorded 3 times by 10 
speakers, 2 repetitions were used for 
computing the optimal parameters of the 
HMM, and the third one was used for 
testing the recognition performances (in a 
multispeaker mode). The modelization 
described above has then been ap lied (for 
speaker independent recognition to sev- 
eral other vocabularies, recorded mainly 
over long distance telephone lines, by 
several hundreds of speakers from differ- 
ent parts of France, thus having different 
accents. 

3.1 Influence of the structure 
In the tests reported in table 1, the 
acoustical analysrs computed every 16 ms 
a set of 8 coefficients: 6 Mel frequency 
cepstrum coefficients, the logarithm of the 
total energy, and its temporal variation. 
The database used is the 500 word 
vocabulary (the 500 most frequent French 
words) recorded by 10 speakers. We report 
only the error rate on the test set. 
The first allophone model used a single 
simple structure for every sound, involving 
a single target and 13 entry and 13 exit 
states. Usinalg1 a single set of 13 contexts, the 
same for the sounds, we achieved & 
19.1 % error rate. Introducing the contexts 
defined in the previous section, and several 
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target models for the sounds, the word error 
rate decreased to 17.0 %. A further 
improvement, leading to 16.3 % error rate 
was obtained by shortenrng the target 
model for the liquid and semi-vowel. In the 
preceding tests, there was no loopallowed 
on the entry and exit states. By addrn g these 
loops, represented on figure 1, longer 
transition between two adjacent sounds 
have got a better modelization, and further 
improvement of the recognition score was 
obtained with a 14.4 % word error rate. 

Table 1 - Error rate on the test set of the 500 
word vocabulary for different structures of the 
allophone models. 

Structure of the models Errors 

13 contexts & 1 target 19.1 % 

More contexts & targets 17.0 % 

Liquids & semi-vowels shorter 16.3 % 

Loops on entry & exit states 14.4 % 

3.2 Efficiency of the Approach 

In this section, the allophone modelization 
is compared to the pseudo-drphone 
modelization and to the word models. The 
standard acoustical coefficients computed 
every 16 ms, were used _together wrth therr 

first and second derivatives. _ 

Using the last modelization, descrrbed 
above, and taking into account the tem— 
poral derivatives of the acoustrcal coeffi— 

cients we finally obtained a 8.44 % _error 
rate on the 500 word vocabulary, whrch rs 

significantly better than the 11 % obtained 
with the pseudo—diphones unrts on the same 
database. 

- Error rate obtained on several 
äâäalgaszes (for the test set) with different 
modelizations : Allophone models (All) ; 
Pseudo-Di hone units (P50) ;and whole word 
models ( ord). 

Error rate All PsD Word 

Digits 0.86 % 1.33 % 0.69 % 

Tregor 1.00 % 1.42 % 0.86 % 

Numbers 4.47 % 5.68 % 

500-Words 8.44 % 11.04 % —- 

The other databases used for the com- 
parisons are:  Digits (the 10 drgrts, 
recorded by 775 speakers), Tregor (36 

French words recorded by 513 speakers), 

and Numbers (French numbers between 00 

and 99 recorded by 740 speakers). Each of 
them was split in two parts : one _half for 
training, and the other half for testing. Por 
these three databases, the speakers were 
different in the test and the training set, 
therefore the reported results (error rate _on 
the test set) corresponds to a speaker—rn- 
dependent mode. 
As can be seen on the above table, the 
results achieved by the allophone mode- 
lization are significantly better than those 
obtained with the pseudo-drphones unrts. 
Also, even on small vocabulanes, the 
allophone models, which use less gaussran 

pdf 5 than the word models, lead to per— 
formances which are comparable to those 
obtained with word models. 

4 CONCLUSION 

The present study described an efficrent 
way of modelling the allophones by 
representing in an integrated manner all the 
different possible acoustrcal realizations of 
the sounds. Phonetical knowledge was 
used for the definition of the structure of 
the models, whereas a standard HMM 

training procedure determined the optimal 
values of the model parameters. The 
ap lication of the same modelrzatron to 
di ferent databases led to good perform- 
ances, demonstrating thus the efficrency of 
this new approach. 
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