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ABSTRACT - The influence of preparatory mechanisms on reaction time (TR) was measured in two different situations : one with simple choice (TRS) and one with random choice (TRC). The different signals mesured were the acoustic signal and 3 EMG signals. The material was quadrisyllabic non words and stress was placed on one of the 4 syllables, either predetermined (TRS) or at random (TRC). 1/ TR was significantly longer in the random situation than in the simple choice situation. $2 /$ In the random situation when compared with the simple choice situation, TR was significantly longer when the stress was on the first and to a lesser extent on the second syllable.

1 - INTRODUCTION - Bien quil ne soit pas aisé d'évaluer l'importance respective des divers processus contrôlant la mise en oeuvre du mouvement, on a des raisons de penser que leur paramétrisation est assez strictement hiérarchisée : il est nécessaire de distinguer des unités de planification (13) (phonèmes, mots et syntagmes) et des unités d'exécution (syllabes et, plus généralement, unités prosodiques). Une telle hiérarchie a d'importantes conséquences en ce qui concerne les commandes. Il peut exister une indépendance des articulateurs à ces divers niveaux d'organisation (5).
Il a aussi été montré que, dans l'élaboration d'un modèle de production l'organisation temporelle est sensible :

- à la complexité intrinsèque de la séquence (nombre de syllabes, assemblage consonantique déclenchant des effets coarticulatoires plus ou moins durs (1), ou même propriétés subphonémiques (4),
- et à des contraintes "externes" (modification de la vitesse d'élocution ou opposition voix normale/voix chuchotée/voix criée (2)).
Ces contributions motrices diversifiées illustrent bien l'extrême plasticité des systèmes de régulation du timing.
L'une des questions capitales, en psychophysiologie de la motricité (7), que l'on commence seulement à aborder en production de la parole (3) concerne les processus de préprogrammation et la régulation "on line". Depuis quelques années, on s'est particulièrement attaché à préciser les mécanismes préparatoires définis comme des modifications physiologiques "which not only anticipate the action (...) but can be experimentally manipulated and have a predictive value for performance efficiency" (10). Le traitement de l'information nécessaire à l'encodage est donc ajustable en fonction des caractéristiques intraséquentielles. Nous nous proposons d'examiner les relations de ces mécanismes préparatoires avec la durée des temps de réaction simple (TRS) et avec choix (TRC). On s'est place dans le cadre théorique d'un modèle rythmique du langage (9). Certes, en français, on ne peut pas parler d'accent de mot ; il n'en reste pas moins qu'au plan de la mise en oeuvre des effecteurs, l'alternance de temps forts et de temps faibles est primordiale. On testera en conséquence les hypothèses à partir de logatomes quadrisyllabiques: les temps de réaction devraient être plus longs dans le cas où la localisation des "accents" n'est connue du sujet qu'au moment où le stimulus lui est fourni, parce qu'il est vraisemblable que la tâche cognitive est alors plus complexe. On fait par ailleurs une deuxième hypothèse : les variations de la
force affectant la phase la plus périphérique de la préparation motrice devraient avoir une pertinence particulière. On utilise en conséquence la méthode électromyographique ( $5,6,8$, 10). Enfin, dans la mesure ou il semble que les stratégies musculaires des structures dotées d'un impact syllabique ou séquentiel (mandibule) seront assez différentes de celles dotées d'un impac segmental ou infrasegmental (lèvres lors de l'occlusion), on examinera ces deux structures.


## 2. MATERIEL, METHODES

Le matériel informatique utilisé nécessite 2 micro-ordinateurs PC, 1 imprimante, carte convertisseur 4 voies ; 3 sont utilises successivement.
Le matériel linguistique se composait de logatomes quadrisyllabiques CVCVCV CV (mamamama) dont une syllabe devait être accentuée. La méthode mise au point pour mesurer l'intervalle stimulusréponse est la suivante : chaque logatome est présenté sur un écran, un point apparaît sous la syllabe à accentuer(tirée au hasard, pour les TR à choix complexe) à un temps $\mathrm{T}_{0}$, séparé de l'affichage par un intervalle variable ( $1,25 \mathrm{sec} .+$ temps aléatoire de 0 à $0,25 \mathrm{sec}$.). Le temps d'exposition à partir de $\mathrm{T}_{0}$ est de 0,25 sec., puis l'écran s'éteint. Le logatome suivant est présenté après un intervalle de durée aléatoire à partir de l'effacement du précédent ( 4 sec . + durée aléatoire de 0 à 1 sec .). En situation de temps de reaction simple (TRS) une expérience comprend pour chacune des syllabes à accentuer, 8 présentations (pour 2 expériences réalisées ici, $8 \times 4 \times 2=64$ ) ; le sujet dès a première présentation sait que les 7 suivantes porteront sur la même syllabe. En situation de temps de réaction à choix complexe (TRC) l'affichage du point se fait de façon aléatoire sous l'une des 4 syllabes. Le nombre de présentations pour chaque syllabe, en 3 experiences, été de 21 (soit $21 \times 4=84$ présentations). Compte tenu des échecs (faux départs, erreurs dans la place de l'accent) 54 TRS ont été mesurés (syll. $A=14$, syll. $2=$ 14 , syll. $3=13$, syll. $4=13$; taux de reussite global $84 \%$ ) et 52 TRC (syll. $1=$ 16 , syll. $2=13$, syll. $3=11$, syll. $4=$ 12 ; taux de réussite global 62\%). Les effectifs complets de réponse sans erreur
ont été utilisés pour les comparaisons de variances en plan factoriel ( 2 facteurs position de la syllabe accentuée à 4 niveaux : TRS + TRC). Le nombre de répétitions conservé pour l'analyse a été de 11 (total des TR analysés = 88). TRS et TRC ont été mesurés pour le signal acoustique de parole (intervalle entre $\mathrm{T}_{0}$ et début du signal) et de la même façon pour les signaux électromyographiques (EMG) enregistrés au niveau des 3 muscles : digastrique (DIG), orbiculaire superieur des lèvres ( $00 S$ ) et orbiculaire inférieur (00I) grâce à des électrodes de surface.
3. RESULTATS
3.1 Influence de la situation sur les TR (Tableau 1)

- La différence de durées de TR en fonction de la situation est très significative (test de F pour le signal acoustique et chaque signal EMG, $\mathrm{p}<0.01$ ).
- L'analyse "syllabe par syllabe" de la différence entre TRS et TRC par le test t de Student (tableau 1) montre que celle-ci n'est significative pour tous les signaux (acoustique, EMG) que lorsque l'accent est sur la 1 ère syllabe. Sur la 2ème syllabe, la différence n'est significative que pour le signal acoustique et le digastrique. Pour l'accent en 3eme et 4ème syllabe aucune différence n'est significative.
3.2. Influence de la place de l'accentuation sur le TR
-L'analyse de variance montre qu'il existe globalement une différence significative entre les TR en fonction de la place de l'accent, pour les mesures effectuées sur le signal acoustique ( $\mathrm{F}^{3} 80=3.0$ $\mathrm{p}<0.05$ ).
- La figure 1 montre bien, par ailleurs, qu'en 3eme et à un moindre degré en lème syllabe la différence entre les moyennes de TRS et TRC tend à diminuer.


## 4. DISCUSSION

4.1. Les phénomènes préparatoires sont bien mis en evidence dans la mesure où les durées de TR pour l'accent en lère syllabe, sont toujours plus elevés dans la condition avec choix par rapport à la situation sans choix. Autrement dit, le sujet a besoin d'un surcroit de temps pour mettre en ocuvre son action dans les
cas où le signal de départ coïncide avec l'information concernant la syllabe à accentuer. Ceci montre que la tâche cognitive est plus complexe et confirme que, dans la situation simple, la séquence est partiellement préprogrammée (7). Cet effet décroit lorsque l'accent frappe la 2ème et surtout la 3ème syllabe. Il est possible de proposer 2 explications complémentaires :

- de nombreux travaux ont clairement mis en évidence la particulière complexité des ajustements articulatoires initiaux ; Kent (10) note par exemple que "the generation of response specifications is more complex for initial than medial or final consonants". Il faut souligner que dans l'expérience que nous présentons, l'exécutant est oblige de définir à la fois les paramètres spatio-temporels concernant les segments à venir, et de contrôler les indices aérodynamiques générant une augmentation de l'énergie acoustique.
- d'autre part, l'attaque recèle très vraisemblablement une information à partir de laquelle s'effectue une bonne partie de la paramétrisation intraséquentielle (3).
4.2. On constate que l'écart entre TRS et TRC diminue considérablement en 3ème syllabe. On peut suggérer qu'il s'agit la d'un effet du "planning réparti" (7) qui se poursuit alors que l'exécution a débuté : il est vraisemblable que le système d'encodage est en mesure de calculer qu'au moment où la cible sera atteinte, une grande partie des spécifications sera disponible. Il s'ensuit que l'activité de
Tableau I: Influence de la situation sur les temps de réaction
* $\mathrm{p}<0.05$; ${ }^{* *} \mathrm{p}<0.01$; *** $\mathrm{p}<0.001$; NS : Non Significatif

Syllabe accentuée
I

| Syllabe accentuée | I | II | III | IV |
| :---: | :---: | :---: | :---: | :---: |
| Mode | TRC TRS | TRC TRS | TRC TRS | TRC TRS |
| Signal Acoustique | $1103 * 1020$ | $1099 * 1016$ | $1105 \mathrm{NS}^{1090}$ | ${ }^{1113} \mathrm{NS}^{1073}$ |
| DIG | $1147_{* * *} 965$ | $1047_{* *} 963$ | $1066 \mathrm{NS}^{1044}$ | ${ }^{1083}{ }_{\text {NS }} 1024$ |
| OOS | $903 * 834$ | ${ }^{875} \mathrm{NS}^{814}$ | $875 \text { NS } 877$ | $\begin{gathered} 896 \text { NS } \\ { }^{878} \end{gathered}$ |
| OOI | $934_{* *} 844$ | $921 \text { NS }^{861}$ | ${ }^{893} \text { NS } 918$ | ${ }^{955}{ }_{\text {NS }} 893$ |
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Fig. 1 : Influence de Ia.place de I'aceent sur le terns de réaction
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## ABSTRACT

This study examines the multiple and conjoint prediction of speech timing events by central and more peripheral mechanisms. Phonemic ("central") distinctions showed greater predictive power for VOT segments, while rate ("more peripheral") distinctions showed greater predictive power for syllable intervals and vocalic durations. In patients with cerebellar disorders ("ataxic dysarthrics", patients suffering from a "relatively peripheral" motor disorder), the predictive power of speech rate was more strongly. impaired than that of consonant distinction.

## 1. INTRODUCTION

Traditionally, phonetic science has considered variability to be a nuisance variable. This has been particularly so with respect to timing, where considerable variability is observed in intra- and intersyllabic durations over repeated productions of the same utterance by the same or by different speakers.

However in line with most contemporary behavioral and social sciences, an alternative theoretical approach to variability is possible. In this view, variability is the result of the combined effects of a multiplicity of factors, some of which may be related to central speech processing, others to more peripheral motor processing and yet others to muscular execution (Figure 1).

In the domain of speech timing, a variety of potential predictors can be proposed for time segments measured at the periphery (e.g., in an acoustic wave-
form). On the one hand, lengthening or shortening effects can be due to linguistic factors, such as semantic emphasis, syntactic pauses, or phonemic distinctions. On the other hand, some timing effects are related to overall speech rate and to rhythmic variations.


Figure 1. A theoretical approach to explaining variability in speech timing. Variability is seen as the outcome of the combined effects of a multiplicity of factors.

The present experiment examines the predictive interplay of two such factors. The first factor is phonemic distinctiveness (specifically, the ternary distinction between $/ \mathrm{p} /, \mathrm{h} /$, and $/ \mathrm{k} /$ in CV syllables). Since this distinction is relevant to lexemic distinction, it is considered to be representative of linguistic control.

The second factor is speech rate (e.g., normal or fast rate in a simple, repeated CV paradigm like/papapa/). Since many repeated motor actions such as walking and tapping can be produced at a faster or slower rate, this factor is considered to be representative of general motor control.

Normal speech probably involves concurrent processing at linguistic and general motor control levels. Therefore,
the two types of factors should exert a combined influence on durational segments in speech. In addition, the linguistic control factors should predict the greatest proportion of variance in those time segments that serve most directly in the acoustic distinction of syliables, such as VOTs. Conversely, general motor control factors should predict the greatest proportion of variance in other time segments in speech.


Figure 2. The predictive pattern examined in this study. Three phoneme categories (/p/, $\mathrm{N}, \mathrm{k} / \mathrm{in}$ CV syllables) and two speech rates (normal, fast) predict the duration of three speech periods (VOTs, vowel durations, syllable intervals).

A further test of this theoretical framework is possible. Patients suffering from neurological lesions affecting predominantly general motor control should show the greatest reduction in predictive power in speech rate. After all, if speech rate is indeed processed by a structure similar to that which controls the rate of production of other motor actions, an impairment affecting such a structure should have similar effects on speech motor control as on limb control.

## 2. METHOD

Seven dysarthric patients with cerebellar and/or ponto-cerebellar lesions (mostly diagnosed as Friedreich's ataxia) and six control subjects were asked to produce either $/ \mathrm{pa} /$, /ta/ or $/ \mathrm{ka} /$ stimuli repeatedly until the examiner held up his hand (minimum: 5 seconds). Tasks were performed at fast and conversational speech rates. Patients had been selected from a larger group of 13 patients for their particular severity of impairment.

Recordings were digitized at 10.4 kHz
with a 12 -bit MacAdios Model 411 system. Time measures were taken at three points in the acoustic waveform (see Figure 3), and three speech segments were calculated from these measures. Points 1 and 2 are defined in traditional manner for VOT at the burst and at the onset of voicing. Point 3 is defined by the loss of vocalic oscillation, as judged against a noise threshold of the succeeding resting signal segment. Three representative durational measures derived from these observation points (VOT, vowel duration and syllable interval) were selected from an original 10 time measures.


Figure 3. Duration measurements on the acoustic waveform. Out of ten durational measures performed within syllables and between adjoining syliables, VOTs, vowel durations and syllable intervals were retained as representative time segments.

In the subset of the data discussed here, there were 5,733 observations (out of an original 23,586 measurement points). Interjudgemental agreement on 2,880 remeasured pairs of measurement points was $98.6 \%$.

Because of moderate to severe positive skewness, all measured time seg ments were log transformed, then $z$ trans formed, and measures exceeding $\pm 3.0$ s.d. were eliminated ( 33 out of 23,586 , or $0.13 \%$ ). Subsequently the probability that data was not normally distributed was $<.05$.

Standard multiple regressions of the form:

speech segment $=$<br>phoneme category<br>+ speech rate category<br>+ constant

were performed separately for each subject or patient, as well as for each measured speech segment ( 39 cells). There were an average of 147 observations per cell. Predictors were ternary-valued for the phoneme category $[/ \mathrm{p} /, / \mathrm{t}, / \mathrm{k} /]$ and binary-valued for the speech rate category [normal, fast]. Degree of prediction was derived from the multiple regressions' averaged absolute beta coefficients for each type of predictive relationship.

## 3. RESULTS

The results of the regression analyses were in agreement with the hypotheses specified above.
Duration, VOTs
Duration, vowel durations and syilable intervals

Figure 4. The prediction of time segments in six normal subjects. On the average, the ternary phoneme distinction showed the best prediction for VOT durations, while the binary speech rate distinction had the best prediction for vowel durations and syllable intervals. Results also indicate that time segments tended to be jointly predicted by phoneme and rate differentiations (illustrated in this figure for the prediction of VOT). Results for vowel durations and syllable intervals were similar throughout the study and were combined for presentation here.
(1) The hypothesis of joint prediction. Results for the normal subjects showed that time segments tended to be
jointly predicted by phoneme category and speech rate category (Figure 4). Although the predictive relations were weak in some cases (e.g., a beta of 0.057 for the relation "phoneme category predicts vowel duration/syllable interval"), the majority of the 400 original cells ( $77.3 \%$ ) showed predictive relations significant at $p<.05$, and most ( $63.5 \%$ ) were significant at $p<.001$, indicating that the two predictors tended to co-vary with all of the three time measures.
(2) The hypothesis of distinct prediction. The phoneme category had good predictive power for VOTs (beta 0.762), while rate category had excellent explanatory power for vowel durations and syllable intervals (beta 0.955, Figure 4). Crossed correlations ("speech rate predicts VOT" [beta 0.294], and "phoneme distinction predicts vowel durations and syllable intervals" [beta 0.057]) showed less predictive capacity.


Duration, vOTs
Duration, vowel durations and syllable intervals

Figure 5. The prediction of time segments in seven patients with cerebellar disorders (patients
with ataxic dysarthria). In comparison to the with ataxic dysarthria). In comparison to the normal subjects, the (more peripheral) cerebellar disorder affected the predictive capacity of speech rate more strongly than the predictive capacity of consonant distinction. This offers some support for the notion that phonemic distinctions are part of a central programming mechanism, while speech rate is more directly related to a general motor programming mechanism.
(3) The hypothesis of select impairment. The prediction for patients with impairment of general motor control is also supported. It was expected that such patients would show a greater reduction of control over the relation "speech rate predicts vowel durations and syllable intervals", and a lesser impairment of the relation "phoneme category predicts VOT". Indeed, the first type of prediction was more diminished than the second (a reduction of $39 \%$, beta 0.585 instead of beta 0.955 , Figure 5). The relation "consonant distinction predicts VOT" showed a reduction of $29 \%$ (beta 0.541 instead of beta 0.762 ).

## 4. DISCUSSION

The present experiment illustrates a small fraction of the entire framework of predictive relations that is likely to characterize timing relations in speech.

The results support a view that considers phonetic variability at the periphery to be the predictive outcome of a multiplicity of factors, including linguistically relevant determiners like phonemic distinctiveness and general motor control determiners like speech rate. There is also some support for the notion of considering some of these factors, like the linguistic factors, to be more "central" and others, like the general motor control factors, to be more "peripheral" in nature.

The view supported by the present data thus contradicts earlier approaches to speech timing that attempted to view timing variations due to changes in rate and stressing as simple metrical variations of a basic temporal organization (the "proportional timing" hypothesis proposed predominantly by Kelso and colleagues, e.g. [2], see also [1] and [3]).

At the same time, the interesting, but somewhat limited results ( $39 \%$ against $29 \%$ reduction) from the pathological populations induce some caution. It is recalled that the present group of seven patients with presumed cerebellar and ponto-cerebellar lesions had been selected for the great severity of their impairment. Although these are patients whose cortical processing should not be affected by a direct lesion, their relation "phoneme
category predicts VOT" was also reduced (by $29 \%$ ). And while their excessive timing variabilities and great difficulties in controlling limb movement betrays extensive cerebellar impairment, 11 of 14 cells illustrating the relation "rate category predicts vowel duration and syllable interval" were still significant at $p<.05$ (8 of 14 at $p<.001$ ). Lesions affecting a portion of the motor output system presumably interferes with the entire system, particularly the processing of events "upstream". At the same time, lesions presumably affecting a specific process rarely succeed in obliterating its entire functionality.

Finally, the study illustrates one of several interesting statistical techniques that can be used to explore the complete timing framework. Multiple regression and its more sophisticated outgrowth, path analysis, would seem to be the natural analysis techniques for a complex structure consisting of multiple predictor categories and a large number of predicted time measures in the speech utterance.
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10 millimeters; the distance to pellet \#2 (the tongue body pellet) was 35 millimeters

Each subject was asked to produce three-syllable nonsense words of the form /CV1CoCV2C/. For a given word, all four C's were the same, taken from the set $(p, t, d)$. The two full vowels V1 and Y2 were allowed to differ and were taken from the set $\{i, \underset{e}{ }, a, u\}$. Primary stress was placed on the first syllable. This arrangement yielded words such as /bibəbib/ and /tatətit/. Words were produced in a predetermined, random order. Visual examination of the microbeam data examination of the the vertical ( Y ) dimension of motion had a greater range of excursion than the horizontal (X) dimension for both the tongue tip and tongue body pellets. Therefore, only the Y dimension of these pellets' motions was considered for the study.
3. PROCEDURE, FIRST ANALYSIS

For each subject, tongue tip $Y$ and tongue body $Y$ values were extracted for one token of each nonsense word. Tokens were all of the same duration (approximately 1.02 seconds). The extracted tokens for thirteen alveolar consonant utterances (/dadodad/, /'dadədid/, /'didədad/, /'didadid/, /'dudədud/, /'dædədad/, /'didədud/, /dudedid/, /tatatit/, /titətat/, /titətut/, ('tutatit/ futatut/) were then strung together, making a single large data set This data set was used as input to the BMDP 6R program for partial correlation/multivariate regression. The tongue tip $Y$ value was used as the independent variable and the tongue body Y as the dependent variable. Thus he residuals of the partial correlation could be considered to represent the uncorrelated, or independent, behavior of the tongue body with respect to the tongue tip. It was hypothesized that the residual would be identical to the tongue body $Y$ for the corresponding bilabial consonant utterance in which there was no effect of an alveolar consonant.
4. RESULTS, FIRST ANALYSIS

The results of the first analysis did not support the hypothesis of an independen vocalic component of tongue body motion in the alveolar consonant
utterances. In general, the residual tongue body values were flat, indicating a constant offset of the tongue body with respect to the tongue tip. Deviations rom this constant value were eithe ouch smaller than the correspondin much smaller than the corresponding tongue body displacement in the bilabia utterances, or did not coincide with the vocalic portion of those utterances. An example is given in Figure 2.

## 5. PROCEDURE, SECOND

 ANALYSISThe first analysis suggested that the tongue body is strongly influenced by the tongue tip in the context of alveola consonants. Therefore, it seemed reasonable to ask whether the alveolar consonants influence the tongue body uniformly across different vowel contexts.
To test the uniformity of the alveolar consonants' influence, it was assumed that the tongue body $Y$ in the bilabial consonant words represented the purely vocalic behavior of the articulator. Therefore, subtracting these tongue body values from tongue body values in values from consonant words with the same vowel pattern would isolate the influence of the alveolar consonant. (Subtraction was used instead of a residuals technique because the first analysis suggested that the two techniques were computationally equivalent for the data examined.)
6. RESULTS, SECOND ANALYSIS

The results of the second analysis failed to support the notion that the alveolar context influences the tongue body identically across different vocalic contexts. The degree of excursion of the subtracted tongue body was much greater for low vowels than for high vowels, suggested a strong elevating effect of the alveolar context on the tongue body for low vowels. This result is illustrated in Figure 3.

## 7. MODELLING THE DATA

Both analyses suggested a high degree of influence of both consonants and vowels on the behavior of the tongue ody. In developing a model of these fluences two distinct options presented themselves: first, a model in which the observed behavior is attributable to some unit larger than


FIGURE 2. Sample results of first analysis. All articulatory channels represent vertical movement in the same scale and range.
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FIGURE 3. Sample results of second analysis. Both articulatory channels represent vertical movement in the same scale and range.
consonants or vowels (demisyllables porhaps); second, a model in which the ehavior from physical constraints on the tongue's ability to achieve distinct consonantal and vocalic targets. (Öhman [7] developed a set "coarticulation functions" to generate tongue positions from separate consonantal and vocalic influences, but the physical interpretation of these functions is not clear.)
Models of this sort have been developed in the fields of robotics [4] and speech synthesis [2]. A simplified representation of the tongue based on these models is presented in Figure 4. In this model, the distance $\mathbf{d}$ between the tongue tip's current position and its target position (for an alveolar stop) is reduced iteratively by modifying the angles $\mathbf{a} 1$ and $\mathbf{a} 2$.


FIGURE 4. A task-based model of the tongue

Preliminary experiments with this model have revealed behavior that is qualitatively similar to certain aspects of the observed behavior of the tongue: The whole model tongue moves in order to support the achievement of alveolar closure, and the difference between the vertical position of the model tongue tip and that of the model tongue body increases as the tip nears its target.

## 8. CONCLUSIONS

The analyses described here suggest a high degree of interaction between the articulatory goals of the tongue tip and tongue body in the context of alveolar stop consonants. Although it is traditionally associated with the traditionally associated with the production of vowels (and dorso-velar
consonants), the tongue body is strongly
constrained by the articulatory requirements of alveolar stops. Nevertheless, it may be possible to maintain the distinction between the articulators by using a model that takes account of the overall behavior of the tongue in achieving different articulatory goals.
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## ABSTRACT

The present study investigates some of the sources of vowel reduction in Italian and the relationship between reduction and acoustic duration. The effects of stress, position within a word, and position within an utterance on the spatial and temporal characteristics of vowel /a/ were quantified and compared. The effects of position within an utterance (initial vs final) were investigated to verify the bypothesis of a progressive early-to-late reduction. The results indicate that phrase-level reduction is unsystematic, (it was observed only in one of our two subjects), and does not appear to be progressive (it is confined to the very edges of the utterance). The most relevant and systematic position effects are instead the lengthening and opening of unstressed vowels in utterance final position. Two findings emerge from the various patterns of interaction between duration and first formant frequency: a) speakers can control the two variables independently and such a control appears to be addressed to the preservation of stress contrast; b) the extent of such control seems to depend on the more or less elaborated speech style that characterizes different speakers.

## 1. INTRODUCTION

This study concerns articulatory and spectral reduction of vowels in Italian, the former defined as a decrease in the magnitude of gestural displacement, the latter as an increased amount of centralization within the acoustic vowel space.
Two issues are the focus of the present work: the analysis of possible sources of vowel reduction, and the assessment of he relationship between reduction and acoustic duration.
Evidence of spatiotemporal reduction of unstressed vowels in Italian has emerged from a number of studies ([1], [2]). A recent experiment on tongue dorsum and
jaw movements [3] showed that unstressed vowel /a/ is subject to a high degree of reduction, manifested as a decreased displacement of the jaw from the rest position (see also [4]). Other studies on Italian have shown that duration is affected by position and by the number of preceding and of following segments within and across a word [5]. Such data are compatible with the timing model proposed by Lindblom \& Rapp [6]. No studies, however, have been carried out to establish whether or not temporal compressions are paralleled by spatial reductions, which should be expected to occur according to the duration-dependent undershoot hypothesis put for by Lindblom [7].
Results of a recent investigation [4] suggest that another source of reduction can be at play at phrase-level: a progressive early-to-late reduction, inferred from a monotonic decrease in first formant frequency and in the amplitude of jaw opening of stressed /a/ along an utterance. If this kind of phrase-level reduction occurs, to what extent will duration be compatible with a duration-dependent undershoot model, which predicts an increased degree of reduction in shorter segments? Investigations concerning the relationship between duration and reduction show that the two variables can be controlled independently. Engstrand [8] showed that in fast speech stressed vowels are not more reduced than their longer counterparts in slow speech. Similarly, Nord [9] showed that finally lengthened unstressed vowels tend to be more centralized than non-final stressed vowels of the same duration.
The present speech material has been constructed in such a way that all the
above mentioned potential sources of reduction can be investigated and their effects quantified and compared, while an assessement of the relationship between duration and reduction has made it possible to identify the conditions under which the two variables appear to be dissociated.

## 2. METHOD

The corpus consists of trisyllabic nonsense words of the type /CVCVCV/, where $C=/ t /$ and $V=/ a /$, or $/ \mathrm{i} /$, or $/ \mathrm{u} / \mathrm{in}$ symmetric sequences, with stress on initial, medial and final position. The key words were repeated five times in three contexts: in isolation, in sentence initial position (Ugo.... della Torre parti' per la Francia), and in sentence final position (Parti' per la Francia col marchese Ugo ....). Subjects were one female (S1) and one male (S2) Northern speakers of Standard Italian. We simultaneously collected acoustic and electro palatographic (EPG) data. We shall report here the subset of results relative to /a/. For low vowels, a decrease in first formant frequency and an increase in amount of linguopalatal contact in the back region indicate higher tongue/jaw position. They were used as indices of reduction. The durations of vowels were defined as the intervals of periodicity within each syllable; EPG and first formant values were measured at vowel mid points. It must be reminded that EPG provides only partial information on vowel configuration, thus, especially for vowel/a/ we have relied more heavily on F1 than on EPG. The following variables were tested: stress, syllable position within the word, position of the word within the utterance. Series of ANOVAs and $t$-tests were used for statistical analyses. In the description of the results, we shall refer to differences with a significance level no less than $97.50 \%$.

## 3. RESULTS AND COMMENTS

### 3.1 Reduction

In both subjects stressed vowels have higher F1 and less linguo-palatal contact than unstressed vowels. For S1, F1 decreases by $28 \%$ in unstressed vowels (average values: 974 vs. 700 Hz ), for S2 it decreases by $18 \%$ (average values: 669 vs. 548 Hz ); for S1 the EPG contact area decreases during stressesd vowels by $80 \%$ ( average contact: 4.39 vs 0.89 ); for

S2 it decreases by $53 \%$ (average contact: 5.68 vs 2.67 ).

Table 1 shows the mean F1 values.
TABLE 1.
Mean values of $\mathrm{Fl}(\mathrm{Hz})$. W1, W2, W3 refer to words with stress on the first, on the second and on the third syllable. Numbers 1,2 , and 3 refer to the context in which the test word was produced isolated, sentence initial, and sentence final, espectively. $\stackrel{C}{\text { CON }}$
W1 $980666855 \quad 990661526 \quad 983619820$ W2 $850983882 \quad 554988514 \quad 6261000873$ W3 $956711959 \quad 559644962631656920$

| W1 | 654554654 | 685522479 | 634524591 |
| :--- | :--- | :--- | :--- |
| W2 | 564739655 | 459606528 | 496654617 |
| W3 | 566539738 | 504530690 | 479536674 |

Globally both stressed and unstressed vowels are affected by position within word or sentence: the higher F1 of unstressed vowels in final position (contexts 1 and 3 ) indicates that they tend to open, while stressed vowels in final position tend to be more reduced than non-final vowels in S1 (contexts 2 and 3 , although only in context 3 the difference reaches the significance level $\mathrm{p}<0.02$ ), whilst they do not change significantly in S2.
As for the stressed vowels produced by S 1 , the fact that only those in utterance final position show some significant differences with earlier vowels, and, as shown in Table 1, tend to be more reduced than any other stressed vowels earlier in the sentence, indicates that such reduction is a phrase-level rathe than a word-level phenomenon; at the same time it suggests that weakening of stressed vowels is confined to the very last syllable of the utterance. Thus, the present data are only in partial agreement with the hypothesis of a monotonic early-to-late reduction. As for unstressed vowels, the fact they do not tend to open in final position of utterance-initial words, which are not phrase final, suggests that also the decrease in eduction of unstressed vowels in final position is to be regarded as a phraselevel phenomenon. This is corroborated by another observation relative to S1: in isolated words also the unstressed vowels
of initial syllables tend to open (see Table 1), and only in this context the initial syllables of the word are also in phrase- (and utterance-) initial position. Thus, the patterns of reduction for unstressed vowels can be interpreted in very simple terms as tendencies to alterate the degree of vowel height at prosodic boundaries, or, better, in absolute final position for both speakers, and also in absolute initial position for S1. All the other unstressed vowels appear to be equally reduced whatever is their position.
The EPG data do not show the trend observed in F1 for the stressed vowels, but capture the two degrees of reduction observed for unstressed vowels: for both speakers the amount of EPG contact in vowels adjacent to prosodic boundaries is about $23 \%$ less than the contact in the more reduced vowels.

### 3.2 Duration and reduction

The global data show, as expected, that duration and F1 are highly correlated. The correlation coefficients are $\mathrm{r}(133)=$ 0.783 for $S 1$, and $r(130)=0.774$ for $S 2$. Duration is also correlated with the amount of EPG contact with $r(130)=-$ 0.704 for $S 1$ and $r(130)=-0.654$ for $S 2$. We shall examine in detail the relationship between duration and F1, since duration accounts for a larger proportion of variance of F1 than of EPG for both subjects.

TABLE 2.
$\begin{array}{lrl}\text { Mean vowel durations (ms). Captions as in Tab. } 1 \\ \text { CONTEXT } 1 & 2 & 3\end{array}$ CONI

| W1 | 140 | 59 | 134 | 12754 | 58 | 131 | 57 | 136 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| W2 | 68 | 157 | 142 | 55 | 126 | 47 | 43 | 150 |
| W3 | 65 | 59 | 188 | 52 | 61 | 116 | 60 | 53 |


| S2 |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| W1 | 10360114 | 985671 | 1095868 |  |
| W2 | 62142116 | 41 | 10941 | 4911771 |
| W3 | 6153144 | 536495 | 5365102 |  |

The table shows, as expected, longer durations for stressed than for unstressed vowels. The comparison with Table 1, indicates that the differences in duration between stressed and unstressed vowels are much more often neutralized by position effects than the differences in

F1, and that the relations between duration and F1 differ in the two subjects. For S1, in isolated words, we observe that unstressed vowels undergo final lengthening, which, as seen before, is accompanied by an increase in F ; instead the unstressed vowels in the initial syllables are not significantly longer than medial vowels, in spite of their remarkably high Fi values (cf. Table 1). A second important discrepancy between duration and F1 is observed in the utterance final unstressed vowels: final lengthening makes them as long as the preceding stressed vowels (see Table 2, Context3, W1) or as long as stressed vowels occupying the same position (see Context 3 W1 vs W3). They have, however, significantly lower F1 values than the stressed vowels of the same duration even though such values are higher than those of the shorter unstressed vowels (cf. Table 1). Taken together the data indicate that the speaker has allowed the unstressed final vowels to lengthen and to open, but has prevented them from opening as much as the stressed vowels of the same duration. the stressed vowels of the same duration. in the first syllables of isolated words could instead be viewed as an effect of a greater articulatory force characterizing the very beginning of an utterance. As for stressed vowels, their variations in duration are not reflected in F1, which appears to be rather stable: only in utterance final position the shortening of the stressed vowel is associated with a decrease in F1. This suggests that the speaker could vary stressed vowel duration without varying their height. In Figure 1 the mean values of F1 are plotted against the mean durations; the figure also shows the regression line obtained from the row data.
As for S1, (on the lefi), the figure shows that stressed an unstressd vowels are always distinguished along one or the other dimension. Stressed vowels vary in duration much more than in F1. The unstressed vowels tend to fall into three groups: short (utterance-initial) ureduced vowels, long (utterance-final) moderately reduced vowels, and short highly reduced vowels (those not adjacent to boundaries). Altogether the data indicate that Sl exerted independent control over duration and gestural


FIGURE 1. F1 plotted against duration; 1, 2, 3: V position within word.
amplitude in both stressed and unstressed . coefficients of variation.
vowels.
As for $S 2$, in isolated words the duration patterns reflect quite well the F1 patterns, with the consequence that unstressed final vowels, which undergo a remarkable final lengthening (and an increase in $F 1$ ), are no longer distinguished from stressed vowels in initial position (cf. Figure 1 and Tables). In embedded words the very short durations of unstressed vowels parallel their very low F1 values. Instead, stressed vowels, athough characterized by longer durations in word medial positions, have F1 frequencies tendentially lower than those of vowels in initial and final positions. This indicates that S 2 varied the movement velocity in producing stressed vowels in different word position. The data suggest that S2 exerted an independent control over duration and gestural amplitude mostly in the production of stressed vowels, thus, much less extensively and systematically than S1.

## 5. CONCLUSION

The overall F1 and EPG data on vowel /a/ indicate that 1) stress seems to be the major factor in vowel reduction; 2) adjacency to prosodic boundary has more systematic influence on unstressed than on stressed vowels; 3) in S1 there is clear evidence of reduction of stressed vowels in utterance final position. As for the intersubject differences in the interactions between F1 and duration, we ascribe the more extensive independent control exhibited by S1 to her more elaborated speech style. Evidence that S2 used a more casual speech style than S1 emerges from the combination of his lower F1 values, larger areas of EPG contact, shorter durations, and higher

The finding that this speaker exerted independent control over duration and F1 less extensively than S1 fits quite well in the global speech style picture we are proposing. The comparison between S1 and S2 data in Fig. 1 bears witness to our interpretation: in $\mathbf{S} 2$ we note, together with reduced distances between the two stress categories, less extensive deviations from the regression line and more data points below than above it.
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## RESUME

On rappelle les propriétés acoustiques optimales d'un tube acoustique divisé en régions distinctives. Pour maîtriser la commande d'un, puis de deux puis de trois formants, on definit deux puis quatre puis huit regions distinctives. On exploite un tel modèle optimal pour produire les sons acoustiquement les plus différents. La production des voyelles est ensuite étudiée à la lumière de ce modelle théorique.

## 1. LE MODELE EN REGIONS

 DISTINCTIVES1.1. Tube fermé à l'une des extrémités, ouvert à l'autre.
On a montré [1], [2], [6], [7] que le tube acoustique fermé à l'une de ses extrémités et ouvert à l'autre pouvait être divisé en regions distinctives permettant des modulations optimales des fréquences de résonance de ce tube. La longueur de ces régions est fixe et correspond à un pourcentage de la longueur totale effective du tube. Les commandes des sections des régions de cette modélisation sont donc transversales. Par modulations optimales, on entend: plages maximales possibles de variations de ces fréquences de resonance, et variations maximales des fréquences pour un déplacement minimal des parois latérales des régions autour de la position neutre. Par ailleurs, on peut souhaiter commander soit le premier formant (le modèle doit être constitué de seulement deux régions R1 et R2), soit les deux premiers formants (on a alors quatre régions, R1,..., R4), soit des trois premiers formants (on a alors huit égions) (fig. 1), etc.
Le comportement de ce modèle est pseudo-orthogonal c'est-à-dire que, autour de la position neutre, les commandes des sections des différentes régions correspondent à toutes les
combinaisons de sens de variations des formants pris en considération (fig. 1). Ce modèle permet donc la maîtrise des sens de variations des formants.

-Figure 1. Modèle constitué de huit régions. On note la commande de type transversale et les sens de variations des trois premiers formants pour un accroissement de la section de l'une des régions autour de sa position neutre.

On peut aussi noter que la position de la commande demande de plus en plus de précision selon le nombre de formants considéré : pour le premier formant, les longueurs des deux régions sont de $1 / 2$ si est la longueur effective du tube; elles sont de $1 / 6,1 / 3,1 / 3$ et $1 / 6$ pour prendre en compte les deux premiers formants, etc.

Par ailleurs, le comportement antisymérique mis en évidence figure 1 peut être exploité pour multiplier les effets de modulation : il suffit de mettre en oeuvre une commande synergétique, c'est-à-dire, par exemple, qu'une commande de réduction de section d'une région de la partie avant du tube va être associée à une augmentation de la section de la région correspondante de la partie arrière. En mettant en oeuvre cette propriété, le nombre de commandes des régions du modèle est divisé par deux. Dans le cas
d'un modele à deux regions permettant le contrôle du premier formant, un seul paramètre de commande suffit. La figure 2 montre l'évolution du premier formant (et des 2ème et 3ème formants). Dans ce cas, le produit de la section (SR1) de la région arrière (R1) par là section (SR2) de la region avant (R2) est constant. La longueur effective du tube est de 19 cm et les différents types de pertes sont pris en compte dans la simulation. On note trois zones principales: deux zones de stabilité et une zone de variation rapide (autour de la position neutre qui est ici de 4 cm 2 ). Les zones de stabilité peuvent, en particulier, être utilisées pour coder l'information acoustique. Le passage rapide d'un etat à un autre permet un débit maximal d'informations par seconde. La prise en compte du 2ème formant, réalisée dans un modèle à 4 régions, multiplie le nombre de niveaux de codage. Dans ce type de codage à modulation des fréquences de resonance du tube acoustique, on ne prend pas en compte les types de sources d'excitation qui multiplieraient encore les possibilités de produire des informations acoustiquement différentes.


Figure 2. Evolution des trois premiers formants avec un modèle constitué de deux régions. Les sections varient de 0.5 a 32 cm 2 par pas logarithmiques. La position neutre est de 4 cm 2 .
1.2. Tube fermé aux deux extrémités.

Selon les principes énoncés dans [7], on peut aussi définir des régions pour un tube acoustique ferme aux deux extrémités. Le premier formant corres-
pond alors à la frequence de vibration des parois de ce tube, et le deuxième forman peut être contrôlé par un modèle à trois régions. Le comportement du modèle est symétrique et la constriction s'applique au milieu du tube. Ce modele perme d'atteindre les valeurs les plus basses du couple F1, F2. Mais l'aspect pseudoorthogonal mis en evidence dans le cas précédent disparaît ici.

Avec ces deux modèles de référence, on peut produire efficacement les sons les plus différents en ce qui concerne les fréquences de formants, tout en faisan appel à un minimum de paramètres de commande. On peut aussi jouer sur le nombre de references retenues. Il faut rappeler que cette modélisation implique intrinsèquement des commandes transversales à des endroits quantifiés du tube acoustique (les endroits les plus efficaces pour la modulation). La question qui se pose maintenant est de savoir si, pour parler, I'homme exploite les propnetes importantes du tube acoustique mises en évidence dans le modèle à régions.
2. LE MODELE A REGIONS DISTINCTIVES ET L'APPAREIL VOCAL.
Tout d'abord, notons que l'appareil vocal est bien adapté pour exploiter les caractéristiques d'un modèle à régions distinctives. C'est un conduit fermé a l'une des extrémités (coté glotte) et ouvert de l'autre (coté lèvres). Dans le cas d'une réérence à huit régions, R8 serait contrôlé par les lèvres, R7 par la pointe de la langue, R3, R4, R5, R6 par le corps de la langue laquelle réalise par ailleurs la mise en oeuvre de la synergie grâce à son volume constant. En revanche, R1 et R2 sont relativement constants (larynx). Le modèle fermé-fermé peut être réalisé par une forte labialisation et par une constriction centrale obtenue par le corps de la langue.

En dynamique, le problème de la commande de l'appareil vocal chez 'homme se pose : est-elle transversale et réalise-t-elle des constrictions à des endroits spécifiques lors de la production de la parole? La bonne reproduction de la transition /ai/ par le modele [2] par exemple est un élément de réponse positive. Un déplacement longitudinal de la constriction donnerait des résultats tout à fait différents.
3. LE MODELE A REGIONS DISTINCTIVES ET LA PRO. DUCTION DES VOYELLES.

Les hypothèses formulées dans ce paragraphe demandent vérifications et études approfondies. En procédant du plus simple au plus compliqué, en privilégiant une voyelle non labialisée (plus intense) à une voyelle labialisee, en privilégiant la distinction par le premier formant (la position de la commande demande la précision la plus faible) et en tenant compte du fait que l'avant de la langue est plus souple que l'arrière, on peut expliquer le contenu de systèmes vocaliques. Les voyelles extrêmes $/ a /$ et $k /$ sont les plus simples à produire dans le cas de la référence fermée-ouverte. Ensuite, la mise en oeuvre de la référence fermée-fermée (avec constriction centrale) permet la production de la voyelle /u/ (F1
et F2 les plus bas) Puis, on retient la position intermédiaire de la transition /aj/, c'est à dire la voyelle $/ \varepsilon /$. A partir de la configuration de la voyelle /a/, la labialisation entraîne la production de la voyelle $/ \rho /$. On retrouve ici le systeme vocalique de 5 voyelles le plus répandu [ 5 ]
On a reproduit figure 3 , les trajectoires formantiques obtenues par un modele à quatre regions. R1 est fixe à $1.4 \mathrm{~cm} 2, \mathrm{R} 2$ et R3 sont commandées synergétiquement. Les sections varient entre 0.7 et 11 cm 2 . On a placé différentes voyelles dans le plan F1-F2. A titre indicatif, on a aussi représenté la trajectoire /uwo/ obtenue par ouverture aux lèvres d'un modèle fermé-fermé avec constriction centrale. Les voyelles /o/ et /o/ et leurs correspondants non labialisés pourraient être obtenue de la même manière.


Figure 3. Position de voyelles dans le plan F2, F3(F1) et trajectoires formantiques obtenues avec un modèle constitué de quatre régions distinctives. On a aussi représenté la rajectoire /uun / obtenue avec un modèle fermé-fermé à trois régions.

La prise en considération du troisième formant (pour distinguer les voyelles $/ \sqrt{1} /$ et /y/ qui, dans certains cas, ont même deuxième formant par exemple) peut être obtenue avec un modèle en huit régions et commande synergétique de régions symétriques R3 et R6 par exemple (dans ce cas, la plage du deuxième formant est réduite et permet de réaliser les voyelles centrales) ou bien par synergie avant ou bien arrière (R3 et R4 par exemple) ou
bien par une légère asymétrisation de la commande d'un modèle à quatre régions. Un déplacement de 2 cm (figure 4) vers l'avant de l'axe de symetrie permet de stabiliser le deuxième formant lors de la transition /iy/ alors que la plage de variation du troisième formant augmente.

## 5. DISCUSSIONS

On a montré que l'on pouvait simplement produire les voyelles avec un mini-
mum de paramètres de commande. Une stratégie de commande transversale paraît realiste : elle permet de realiser simplement des trajectoires que l'on retrouve en
parole naturelle. On peut alors emettre l'hypothèse que l'homme exploite les caractéristiques acoustiques optimales d'un conduit vocal qui serait divisé en régions.


Figure 4. Trajectoires formantiques obtenues avec un modèle à quatre régions pour un déplacement de 2 cm de l'axe de symétrie.

Cette interprétation differre de celle émise par Lindblom [4] qui propose le système de perception comme référence. Dans la logique de l'hypothèse que nous formulons, le lexique serait constitué d'intentions de type réalisation d'une constriction à tel ou tel endroit quantifié du conduit vocal, associées à une intention de type labialisation ou non labialisation. La réalisation des intentions serait obtenue, au niveau périphérique, par une structuration des paramètres articulatoires pour realiser les gestes phonétiques souhaités. L'objectif du système de perception serait alors de reconnaître les intentions initiales [3]. Le pilotage des systèmes de production et de perception de la parole chez l'homme par des lois physiques n'est pas irréaliste. Si cette hypothèse se vérifie, les conséquences seraient nombreuses ne serait-ce que pour proposer des schemas de l'évolution de l'appareil vocal humain au cours des millénaires.
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## ABSTRACT

Previous research has shown that when speakers make a mistake and repair it, they signal that the forward flow of speech has been altered by insertion of a pause, and highlight what has been altered by adding stress on the first word of the alteration. The question of whether these prosodic patterns are specific to repairs or whether they are shared by related grammatical structures was not addressed. In this contribution, the prosody of phrase and word repetitions and conjunctions, taken from a corpus of unrestricted speech, were analyzed. These constructions were chosen because they have certain similarities with repairs and the prosodic analysis procedure can be applied to them. Repetitions behave like repairs whereas conjunctions dissimilar. It is concluded that the prosody of repairs is a reliable indication that errors are being corrected, and the implications for A.S.R. are discussed.

## 1. INTRODUCTION

When we listen to speech it is not usually difficult to deternine speakers' intentions, even when they make alterations or start a sentence, break off, and recomnence. These processes are termed "speech repair" [1]. An example of a repair is "Go left at the, I nean, go right at
the crossroads". There are typically three identifiable parts in a repair - the original utterance (OU), the editing phase and the repair proper. In the example, "Go left at the" is the OU, and "go right at the" is the repair. The OU contains the word or words to be repaired, termed the reparandum, ("left" here). The speaker has gone past the erroneous word and so the repair is said to have an overshoot. The editing phase bere is the phrase "I mean". Levelt counts "er" as an editing term, but it is considered here as a form of pause. With "er" excluded, the editing phase is rare in our corpus of repairs fron unrestricted speech (4.2\%) and is not discussed further. The final phase is the repair which includes the alteration (here the word "right"). Note also that the speaker has backed up to a point prior to where s/he wants to make the alteration and, so, the repair contains a retrace.

Levelt [1] has identified several categories of repair, but attention here is restricted to repairs in which erroneous information has been altered (termed error repairs). Though these may be sub-divided into repairs which occur on different grammatical units, the analysis reported here applies to all categories of error repair so the sub-categories are not discussed
further. The only obligatory parts of error repairs are the alteration and reparandum.

Automatic speech recognition (A.S.R.) systems for timetable or directory enquiries will have to be able to identify when an error has been made in voiced input and what information is being altered. Incorrect recognition could result in erroneous information being generated by the system in response to an enquiry. Though analysis of speech can indicate what speakers do, it is important that these be assessed perceptually to check that listeners use these cues. clearly information about how human listeners are able to understand (1) that a repair is being made (the forward flow of speech has been stopped) and (2) what erroneous information is being altered may have important implications for A.S.R.
2. PROSODY IN SPEECH REPAIR prosody helps listeners both detect that the forward flow of speech has stopped and locate were the altered information starts [2]. Prosody refers to changes in timing, loudness and pitch movements over groups of segments. The two aspects of prosody that are known to signal information about repairs are pauses and stress. Pauses, as noted previously, include filled pauses as well as periods of silence. Stressed syllables tend to be longer and louder than their unstressed counterparts. Primary and secondary stress are marked in the transcriptions, primary stress indicating a higher level than secondary stress.

Howell and Young [2] analyzed a corpus of 272 repairs drawn from the Survey of English usage (SEU) [3]. This corpus is of unrestricted speech and has
pauses and stresses transcribed The speech was parsed into the retraced section and the corresponding section that occurred prior to it. There was a marked tendency for sections of pauses to be added before the first word of the retraced section when such sections occurred but no systematic tendency to increase stress on the first word of the retrace the first word of the retrace compared with its shows that occurrence. This shows that pauses are used to mark the interruption to the forward flow of speech. The highest degree of tress that occurred on any yllable of the first word of the alteration was compared with this same measure on the reparandum. This analysis showed that stress was added on the first word of the alteration, and this was interpreted as showing that stress is used to highlight the altered information. There was no tendency to add pauses before the alteration in comparison with the reparandum except when no retrace occurred. In the latter cases the alteration starts immediately after the forward flow of speech has been interrupted, and is consistent with pauses being used to mark such locations.
3. ASSOCIATION OF PROSODIC PATTERNS WITH REPAIR
No data has yet been provided concerning whether the prosodic patterns described are specific to repairs or whether they are shared with related structures. In this presentation two structural types which are closely related to repairs are analyzed. These two types are repetitions and conjunctions. Repetitions include word and phrase repetitions, and the repeated sections can be analyzed in the same way as retraces. A total of 364 word and 168 phrase repetitions were located in the SEU and the results of this
analysis are shown in Table $I$.
Table I. Analysis of pauses and stresses in repetitions

> Word repetitions Phrase repetitions

| Pauses | Added | 107 | 56 |
| :--- | :--- | ---: | ---: |
|  | Dropped | 21 | 4 |
|  | $N$ | 364 | 168 |
|  |  | sig. | sig. |
| Stresses | Added | 19 | 12 |
|  | Dropped | 13 | 15 |
|  | $N$ | 364 | 168 |
|  |  | ns. | ns. |

Basically, the table shows that speakers introduce pauses before the first word of a repetition but there is no increase in stress. This parallels the findings with retraced sections of repairs and offers some support for terming these "covert repairs" [1].

The inclusion of conjunctions in the analysis depends upon a rule described by Levelt for ascertaining whether a repair is well-formed or not (WFR). Levelt's UFR suggests that the two main parts of a repair (original utterance and repair proper) are related in the same manner as the two constituents of a coordination. According to Levelt "An original utterance plus repair (OR) is well formed if and only if there is a string $C$ such that the string $\langle O C$ or $R$ ) is well formed, where $C$ is a completion of the constituent directly dominating the last element of 0 (or is to be deleted if. that last element is a connective such as "or" or "and")." [1, p.486]. Thus, in "There you can park at the lefthand side of the, the right-hand side of the road," the original utterance is "park at the lefthand side of the". The VP "park at the left-hand side of the ${ }^{\prime \prime}$ can be completed with "road" ( $\pm C$ ).

The repair ( $R$ ) is "park at the right-hand side of the road". The coordination thus becomes: "There you can park at the left-hand side of the road or park at the right-hand side of the road."

Given a co-ordination, this process can be reversed. Thus the co-ordination "a comparative graphology paper or a historical graphology paper" from the SEU could have been the repair "a comparative graphology. historical graphology paper". Levelt has pointed to the syntactic relationship between co-ordinations and repairs, so it might validiy be asked whether this extends as far as the two structures having similar prosodic properties. Using Levelt's WFR, the retrace in a co-ordination starts after the conjunction and the first nonmatching word constitutes the alteration ("historical" in the example, which is to be compared with "comparative").

A total of 244 conjunctions vere collected from the SEU. These were single words or phrases which were joined by any conjunction. The constraints placed upon conjunction selection was that the word or phrase before the conjunction started at a constituent boundary and that there was a constituent boundary
after the word or phrase after the conjunction. Also, the grammatical category of the word or phrase before the conjunction had to match in type with the grammatical class of the word after the conjunction. No other constraints were applied. As illustrated in the example, this generated material which had sections with retraces and "reparandum/alteration" equivalent pairs and analysis proceeded as described for the repairs. The data are summarised in Table II.
have a retrace, there is a
significant tendency to add pauses, as with repairs, but no significant tendency to add stresses, unlike with repairs. Thus, it appears that the different types of constructions, though syntactically related are prosodically dissimilar. The prosody in repairs is dissimilar to that in related grammatical structures such as around conjunctions.

Table II. Analysis of prosodic factors around conjunctions
a) Pauses and stresses on the first word of the "reparandum/aleration" equivalent

Had no retrace Had retrace

| Pauses | Added | 10 | 2 |
| :--- | :--- | ---: | ---: |
|  | Dropped | 2 | 4 |
|  | N | 198 | 46 |
|  |  | sig. | ns. |
|  |  |  |  |
| Stresses | Added | 61 | 20 |
|  | Dropped | 50 | 4 |
|  | $N$ | 198 | 46 |
|  |  | ns. | sig. |

b) Pauses and stresses on retraced sections

| Pauses | Added | 1 |
| :--- | :--- | ---: |
|  | Dropped | 2 |
|  | N | 46 |
|  |  | ns. |
| Stresses | Added | 1 |
|  | Dropped | 4 |
|  | N | 46 |
|  |  | $n s$. |

The prosody around conjunctions differs from that around repairs. For the conjunctions that had a retrace, there is a significant tendency to stress the "alteration", as with repairs, but no significant tendency to add pauses prior to the "retrace", unlike with repairs. For the conjunctions that did not
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## ABSTRACT

A theory of phonetic implementation based on articulatory gestures and their temporal organization is proposed. It is compatible with Ơhman's early insight (consonantal perturbation), which in effect assumes a separate tier for vowel to vowel movement as the base, and consonantal gestures superimposed on this base. The segmental constituent units are syllables, each of which is specified by demisyllabic feature values. A generative description is given as a series of computational modules: a converter, a distributor, a concurrent set of actuators, and a signal generator. Implications regarding various conditions of prosodic control are suggested.

## 1. CONVERTER

A computational procedure is shown in Fig. 1. The converter, as the first component of our model of phonetic implementation, "converts" an abstract phonological representation to an annotated linear pulse train. The converter maps phonological feature specifications for each demisyllable into a set of articulatory gestures. In Fig. 1, $\tau$ represents a stop gesture, $\sigma$ fricative, $\theta$ interdental, $\eta$ glide, $N$ nasal, $\lambda$ lateral, $\rho$ retroflex; $T$ specifies apical articulation, $P$ bilabial. The letter $v$ stands for consonantal voicing. Vocalic gestures are separately treated, and are represented here by phonemic symbols (none for reduced vowels). Syllable affixes (see Fujimura [4]) are separated by a dot from the final demisyllable.
Time and magnitude are assigned to each pulse (represented by vertical lines). The pulses belong to one of two types:
syllables (shown with thick vertical lines), or boundaries (thin vertical lines). Each pulse is associated with minimal phonological feature or boundary type specifications. The phonological tree and the metrical grid, or equivalent abstract representations, constitute the primary basis of computation of the magnitude values of all pulses. Prominence specifications (see an exclamation mark), reflecting factors such as contrastive emphasis, the degree of excitement, etc., are also absorbed into the numerical specifications of time and magnitude. Utterance-related specifications (speaking style, speaker characteristics, etc.) are retained as annotations attached to utterance phrases. An utterance phrase constitutes the domain of motor programming as an integral unit of utterance (see Fujimura [6,7]), and affects both the impulse response functions and the parameters of the signal generator.
The timing characteristics of individual The timing characteristics of individual
gestures are determined by the converter. In Fig. 1, the i-th syllable pulse is located at $t_{i}$, and its height represents the magnitude $\mu_{\mathrm{i}}$ assigned to each syllable. Let us assume the interval between two contiguous syllables to be related to the pulse magnitudes by
$\mathrm{t}_{\mathrm{i}}-\mathrm{t}_{\mathrm{i}-1}=\alpha \mu_{\mathrm{i}-1}+\beta \mu_{\mathrm{i}}$,
where $\alpha$ and $\beta$ are multiplicative
T These time values are presumably readjusted via feedback signals from the signal generation process. For example, the articulatory repulsion, as discussed by Fujimura [5], apparently pertains to temporally adjacent gestures within the same articulator.
constants which determine "shadows" of each syllable pulse on the right and left sides, respectively. A similar shadow is also defined on the left side of a boundary pulse. This results in a leftward shift of the last syllable in the phrase before the boundary, making the decaying effect of the syllable pulse response function part of the syllable duration, rather than part of the overlapping next syllable. This accounts for the preboundary elongation. ${ }^{2}$

## 2. DISTRIBUTOR

The distributor distributes the codes produced by the converter to a concurrent set of actuators, each of which represents an articulatory dimension. An articulatory organ may be involved in defining multiple articulatory dimensions. An articulatory dimension may involve more than one organ. The distributor interprets the feature specifications for each demisyllable in terms of articulatory gestures, and distributes relevant syllable pulse information to individual actuators. In the figure, Greek letters in Italic represent the elementary gestures in the distributor output, and Roman capitals represent the specified articulators (see below for further explanation).A family of mathematical functions prescribes the elementary articulatory gestures as time functions represented in terms of a physical measure of the state in each articulatory dimension. A set of muscular units forms a configuration of physical means for implementing cortical control of a specific dynamic event. This integral configuration of each gesture constitutes an articulatory dimension, such as production of a laminar /s/. Separate articulatory dimensions are defined for different manners of articulation, such as stops $v s$. fricatives. The output of the distributor is a replica of the input for each actuator to the extent the information is relevant. Thus the code ( $\mathrm{N}, \mathrm{T}$ ) standing for $/ \mathrm{n} / \mathrm{in}$ the final demisyllable of the second syllable $/ \mathrm{w} \wedge \mathrm{n} /$ is interpreted as
$\{\tau, T\}$ for the tongue tip ( $T$ ) closure ( $\tau)$ dimension and operates in parallel with ( $N$ \} for velum lowering. The impulse
${ }^{2}$ In addition, the parameters of the impulse response functions may be sensitive to the magnitude of the following boundary pulse.
response function for the $\{N$ \} gesture (in final demisyllable) is implemented with peak event at about $t_{2}$, whereas the $\{\tau, T\}$ gesture has its peak later (see Sproat and Fujimura [10] for similar situations of English laterals). This depiction may appear similar to Browman and Goldstein's gesture score [1,2].


Fig. 1 A computational model of consonant implementation (signal generator omitted)

## 3. ACTUATORS

Each consonantal actuator receives the time-magnitude pulse information with respect to consonantal gestures for (1) an initial demisyllable, (2) a final demisyllable, (3) syllable affixes (in sequence) as applicable [4]. Different gestures are assigned to separate articulatory dimensions. Multidimensional processings take place concurrently in different actuators triggered by syllable pulses. Each actuator evokes the demisyllabic response, gesture by gesture. Elementary gestures do not require sequencing information within each demisyllable. The impulse response function contains a parameter that shifts the peak activity relative to the time value of the syllable
pulse. The parameter values are prepared in conformity with the inherent vowel affinity [3], [4]). ${ }^{3}$ For consonantal gestures, each syllable impulse evokes an impulse response function in each of the relevant articulatory dimensions for each demisyllable. For example, the i-th syllable pulse in the phrasal domain under consideration has an assigned time $t_{i}$ and
a magnitude $\mu_{\mathrm{i}}$, and it triggers a feature event function $\mu_{i} g_{\tau}{ }^{0}\left(t-t_{j}\right)$ in the dimension tongue tip raising, where $g_{\tau}{ }^{o}(t)$ is the impulse response function
for the gesture $\tau$ stop closure, for the initial demisyllable (indicated by the superscript o). The time value $\mathrm{t}_{\mathrm{i}}$ is designated for the $i$-th syllable. For the feature lateral, two articulatory gestures are relevant: (1) tongue tip raising for partial contact and (2) retraction of the back of the tongue body due partly to tongue blade narrowing [10]. The symbol $\lambda$ in the distributor output in Fig. 1 stands for these two articulatory dimensions in an abbreviated form Similarly, $N$, as in $\{N, T\}$, stands for the redundant $N$ and $\tau$ of the nasal apical stop. The closure gesture $\tau$ is actually specified at the pertinent actuator, but is not shown in the figure. If the final consonant of the syllable is $/ \mathrm{m} /$, then the syllable pulse evokes the feature event function $\mu_{i} g_{P}{ }^{T}\left(t-t_{i}\right)$ of the final demisyllable in the bilabial closure dimension $P$, and also $\mu_{\mathrm{i}} \mathrm{g}_{\mathrm{N}}{ }^{\mathrm{r}}\left(\mathrm{t}-\mathrm{t}_{\mathrm{i}}\right)$ in the velum lowering dimension $N$. This function for the final nasality shows a maximum velum lowering at about the peak occurrence of the syllable nucleus, i. e., $t=t_{i}$. Each actuator, within the pertinent articulatory dimension, compiles the feature event functions evoked by the

[^0]syllable pulses within the time domain of utterance phrase. The event time functions are added according to the linear superposition principle, and the resultant time functions for different articulatory dimensions, together with the vocalic base functions, are passed on to the signal generator. The same family of functions is used for prescription of al the consonantal gestures, with parameter values selected for individual articulatory dimensions. Each elementary event starts with the base position moving in the direction of the prescribed vocal tract constriction (in the three-dimensional sense), and then automatically retums to the base position. Different time constants are specified (in the gesture table for each actuator) for starting and ending trips. The lowest panel of Fig. 1 intends to suggest such occurrences of response events, for the fina demisyllables of the first and the second syllables, and the initial demisyllable of the third, in the dimension tongue tip closure. The situation of the apparen target reaching short of the roof of the mouth, as in the case of $/ \mathrm{s} /$, is presumably a mechanical or physiological consequence of saturation in an inherently three-dimensional system.

## 4. SIGNAL GENERATOR

The signal generator, (not shown in the figure), receives the time functions generated by the total set of actuators, and synthesizes them with the vocalic base functions to materialize articulatory movement in an integrated system Various types of interaction among articulatory dimensions are automatically treated by the physical model of the total system, both within the same articulatory organ (such as the lips or the tongue) and among different organs (such as the mandible and the lower lip). The system is highly nonlinear. In particular, it contains a strong saturating characteristic (soft clipping) so that a large syllable pulse typically results at the output of the signal generator in a plateau of articulatory position as a function of time. In Fig. 1, at the bottom of the figure, the horizontal dashed line indicates this "soft clipping" that takes place in the signal generating process. The process of generating the (vocalic) base function differs from that for
consonantal gestures. The syllable pulse magnitude is transformed by a nonlinear saturating function into a multiplicative factor that represents the degree of achieving the vocalic gesture target, relative to the neutral vocal tract condition (schwa gesture). The response function parameters are assigned for vocalic gestures in such a way that the peak position occurs with no delay relative to the input impulse. Target positions are specified for the peak.

## 5. CONCLUDING REMARKS

Our current data, obtained by the Wisconsin microbeam facility [8], concern the pellet positions representing sample flesh points on the surface of the articulatory organs along a particular direction of movement, as a crude approximation for the state variable in each articulatory dimension. More exactly, in our future work, the observed pellet time functions will be compared with predicted output functions using a dynamic three-dimensional computationa model of the articulatory system. This computational model is currently being developed and will constitute the principal part of the signal generator
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## ABSTRACT

In this paper we will report the results of two experiments on the distribution of stuttering in spontaneous speech. Our observations support the idea that stuttering is related to syntactic planning in addition to the subordinate process of searching a specific word for a concept.

## 1. INTRODUCTION

Previous research has shown that in spontaneous speech of young stutterers, stuttering more often occurs during the beginning of clauses than in the remaining part [6]. Moreover, it has been found that stuttering is more likely to occur at those locations where the information load is high [4]. Soderberg [3] studied read out speech instead of spontaneous speech of adult stutterers. He considered the predominance of stuttering on the first words of clauses as grammatical uncertainty. In medial clause positions he observed stuttering predominantly on content words of high information. The explanation was that at the beginning of a clause the first foundations of a grammatical structure are laid. After that the main problem for the speaker is the choice of words. Therefore there is more lexical uncertainty at locations further in the clause. Our aim is to elaborate Soderberg's suggestions, especially by relating gramma-
tical uncertainty to decision moments in the planning of speech.
Speech planning can be described as a hierarchical process [1] [2]: it is possible to divide speech into segments and nested subsegments that can be related to the different stages in the speech planning process. In the production of speech the clause is considered a grammatical unit. The determination of the grammatical structure of a clause takes place at a hierarchically higher level than the process of word insertion. In this perspective the articulatory realization is of a still lower level than the word insertion level.
Our expectations were (1) that the hierarchical speech planning model gives an explanation for stuttering during the beginning of clauses, (2) that the model is able to explain the differences between stuttering on function words and lexical words depending on their locations in a sentence. We have tested both expectations in a speech experiment with adults. We used spontaneous speech as this kind of speech just requires conceptual and gramma tical planning. As will be shown the quantitative analysis of the first experiment supports the speech planning model. The stutter frequency on the first two words (W1 and W2) is higher than on words in the rest of the clause (WR).

Experiment I does not give us any compelling evidence for the model: it is still possible that stutterers and nonstutterers use different segmenting strategies, so that we can't be sure that the positions of W1, W2 and WR within the clause are the same for stutterers and nonstutterers: e.g. if stutterers do not insert a boundary before W1, the labels W1, W2 and WR would be erronous. Hence a second experiment is set up in which the task was to subdivide a written text into parts. It was assumed that the subdivisions reflect the internal structure of language [5]. We will now discuss the two experiments in more detail.

## 2. EXPERIMENT I

In this experiment we investigated stuttering on function and lexical words at various locations in a clause. In this study the minimal criterion for a group of words to be called a clause is that it contains one NP and one VP.

### 2.0 Procedure

### 2.1 Subjects

25 Stutterers, 7 females and 18 males, aged 17-45, participated in the experiment.

### 2.2 Speech material

To elicit spontaneous speech, all subjects were interviewed about the same theme i.e. their eating habits. From these interviews 1 -minute-samples of spontaneous speech from each subject were selected. In these samples, the clauses were determined and the stuttered words were counted.

### 2.9 Method

We defined three wordpositions within each clause: the first word (W1), the second word (W2) and the remaining
words (WR). Each word was labeled as function word or lexical word. This distinction was made because the role of function words is largely grammatical, whereas lexical words carry the main semantic content. Besides, we may assume that lexical words have a relative high information load compared to function words. As it is questionable whether auxiliary verbs and copulas are function words or lexical words, we classified them in two ways. In one counting we considered them as lexical words (A), in another counting as function words (B) (table 1a).

### 2.4 Analysis

Table 1a was submitted to hierarchical loglineair analysis in order to examine the distribution of stutters over the words in a clause. According to the two definitions of lexical and function words two analyses were carried out. In both cases we studied the interactions of word type and word position. The three variables are: word type (lexical [ L ] and function words [ F$]$ ), word position (W1, W2 and WR), and frequency of stuttering (number of stuttered words versus nonstuttered words).

Table 1a. The absolute numbers of stuttered and nonstuttered words on wordposition (W1, W2, WR) and wordtype (L,F).

Counting A.


Counting $B$.


Table 1 b . The percentages of stuttered words as a function of word position (W1, W2, WR) for counting A and B.

| $W 1$ | $W 2$ | WR |
| :---: | :---: | :---: |
| 13.0 | 15.6 | 8.3 |



Figure 1. Percentages of stuttered words as a function of word position (W1, W2, WR) for lexical (L) and function words (F) separately. Counting $A$ and $B$.

### 2.5 Results and discussion

The first finding is that in spontaneous speech, adults stutter significantly more often at the first and second words of clauses than at the remaining words. For both categorizations A and B defined above, this effect is present (table 1b). This result is in agreement with earlier investigations (see introduction). The second finding is that, using the data of categorization $A$, there is a significant interaction effect between word position and word type (A: $\mathrm{z}=2.20, \mathrm{p}=0.028$ ). Note that function words at the beginning of a clause give rise to more stuttering than in the mid-
dle or at the end of a clause. Besides there is relatively more stuttering on function words than on lexical words at the beginnings of clauses (table 1a, fig 1). The data of categorization $B$ show the same trend as A but the effect is not significant.
Based on these findings we conclude that word position plays an important role in stuttering. As already mentioned, function words have merely a grammatical function. Therefore we might hypothesize that grammatical decisions are made in the beginning of a clause.

## 3. EXPERIMENT II

In this experiment we investigated segmenting strategies used by stutterers versus nonstutterers.

### 3.0 Procedure

## 9. 1 Subjects

The subjects are 20 stutterers and 20 nonstutterers. Both groups were matched on education, age and sex.

## S. 2 Material

We use a printed text of 81 sen. tences which have been selected from the speech samples from experiment 1 . Each word boundary in the text received a theoretical boundary strenght from 1 to 5 . These strenghts were determined with the aid of boundary criteria of Umeda [5], but adapted to Dutch. The values were unknown to the subjects.

### 9.9 Task of the subjects

The instruction for the participants was to intuitively mark boundaries within the 81 sentences by putting vertical lines between words. The subjects were not given any rules about the number of boundaries per sentence.

Table 2a. Mean number of boundaries placed by stutterers(ST) and nonstutterers(NST).

$$
\begin{array}{r|r|} 
& \text { X(mean) } \\
\text { ST| } & 0.30 \\
\text { NST } & 0.33
\end{array}
$$

Table 2 b . Mean number of boundaries placed by stutterers(ST) and nonstutterers(NST), for each theoretical boundary strength.



Figure 2. Mean number of boundaries placed by stutterers(ST) and nonstutterers(NST), for each theoretical boundary strength.

### 3.5 Results and discussion

An analysis of variance is applied on the mean number of boundaries scored by each subject on each theoretical boundary value. No significant difference is observed between stutterers and nonstutterers in the placement of boundaries ( $F[1,36]=1,93 \mathrm{p}=0.174$ ). We found no interaction effect between group and scoring of the five boundary strengths ( $\mathrm{F}[4,144]=0.16 \mathrm{p}=0.958$ ). In both groups there are more boundary placements with increasing bound-
ary strength (table 2a-b, fig 2). These findings support that stutterers use the same linguistic criteria as nonstutterers for structuring language.

## 4. GENERAL CONCLUSION

The data of experiment I suggest a relation between the stuttering pattern and decision moments in the speech planning process. Moreover it looks more plausible to define auxiliary verbs and copulas as lexical words. The outcome of experiment II shows that the findings in experiment I are not due to different parsing strategies of stutterers and nonstutterers.
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#### Abstract

The range of applications of magnetic resonance imaging is rapidly increasing. Among the promising new techniques is cineimaging of articulation which offers non-risk insights into speech production.


## 1. INTRODUCTION

Since speech typically consists of constantly and quickly changing configurations of the vocal tract, imaging of the vocal tract is of interest to speech research.
Cinegraphic X-ray techniques, $X$ ray computerized tomography, and ultrasound techniques are all in use. However, methodological problems such as side effects of radiation in connection with X-ray and inability to penetrate bone and air in ultrasound studies have caused problems in connection with these techniques.
The advent of magnetic resonance imaging (MRI) opened a new avenue for speech research and it was thought that this method would overcome the disadvantages of earlier techniques [1,5]. MRI shows not only the tongue but all articulators clearly and creates highly accurate three-dimensional images. Its disadvantages lie in the fairly long acquisition times, even when subsecond imaging techniques are used.

## 2. INSTRUMENTATION

We have used both medium and high field MR systems operating at 0.5 and 1.5 Tesla (Philips Gyroscan S5 and S15; Philips Medical Systems, Eindhoven, The Netherlands) with both head and circular surface coils.
Transverse and coronal spin-echo (SE) sequences were acquired as scout views for double oblique angulation of the desired 5 to 8 mm sagittal scans through the atticulators. The sagittal image was used as scout for double oblique transverse and coronal images at different angles through the articulatory tract which provided basis for volume calculations.
For the actual data acquisition either gradient echo, Fast Field Echo, (FFE) or subsecond imaging (SS) sequences were used. In the FFE sequences echo times (TE) ranged from 6 ms to 15 ms , total acquisition times from 3.5 s to 12 s . Acquisition matrix size was 128 times 256, reconstruction matrix size 256 times 256 . The acquisition time in SS sequences was 450 ms for a 90 times 128 matrix. Image acquisition could be repeated every 1.5 seconds.
The desired time resolution for speech production imaging is in the order of 10 to 20 ms to cover the movements of the articulators satisfactorily. Subsecond imaging does not provide such speeds. Therefore we returned to FFE sequences with their better signal-
to-noise ratio and higher spatial resolution.
3. SUBJECTS AND METHODS

Due to the special and specific conditions under which articulation had to be produced, only phonetically trained subjects were chosen for these studies. A number of sounds were used for interobserver control, others for intraobserver control, and some were carefully selected as markers of certain Norwegian dialects.
Images were acquired both in supine and prone position to compare a possible impact of gravity on the articulators.
The pronunciation was performed in two stages: First a warm-up stage where a predetermined word containing the wanted sound was repeated several times, followed by a five second count-down. Then the speaker "froze" the predetermined word in the middle of the desired sound with a glottal stop, the image data was acquired, and the pronunciation was continued. This procedure allowed the production of static images of certain sounds.
Since speech is a dynamic procedure we wanted to get cine representations of the articulation of complete words.
Since we had no device to trigger the acquisition from spoken sounds, we synchronized an audible beep tone with an artificial ECG that triggered the informant and instrument respectively. The beep was transmitted to the informant through a plastic tube headset as used by airlines. The ECG was picked up by the MR system's telemetry receiver (Hewlett-Packard) and the acquisition was run similarly to a routine cardiac examination.
This meant repeating the word the same number of times as the phase encoding gradients and the spatial resolution. Typically we used 90 to

160 gradient steps resulting in an acquisition time between 1 and 4 minutes.

## 4. RESULTS

Findings from our MRI studies of Norwegian pronunciation $[2,3,4]$ show that sounds which traditionally have been described as palatals are laminal alveolars and laminal postalveolars, retroflex sounds are in fact apical alveolar sounds, velar stops and nasals are postpalatals even in front of open back vowels, and Norwegian front vowels [ i: e: æ: ] traditionally described as close, half-close and half-open respectively, have virtually the same position of the front part of the tongue, but with a marked difference in the degree of tongue root fronting (for [i:]) and tongue root retraction (for [æ:]).

## 5. DISCUSSION

MRI offers the possibility of recording the dynamics of speech and also has possibilities as regards vocal tract shape and volume mapping. The imaging method itself has to be improved. The inherent problem is related to time resolution. Subsecond imaging does not solve the problem since ideally acquisition time will never be short enough and the signal-to-noise ratio is not good enough.
The triggering can be improved in several ways; e.g. by the use of a microphone to pick up the speech and trigger the MR system, or by a sensor to pick up movements from the lips, chin or larynx.
To reduce acquisition time and dependence on cooperation with the informant, retrospective gating seems to be a promising method. This method could also lead to a further improvement in time resolution.
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We intend to show our MRI films of articulation of Norwegian in connection with the presentation of this paper.
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ABSTRACT
The stability of personal average laryngeal frequency during speech was examined in two-minute and fifteen-minute recordings made at different times of the day and for four differing speech production tasks. One and a half hours of speech from each of four subjects were analysed with respect to mean and modal frequency and frequency range.
The work was funded under Alvey Project MMI/132, Speech Technology Assessment.

## 1. INTRODUCTION

Voice source characteristics are an important part of the expressive component in the speech communication chain. The most commonly used of these is the frequency of vocal-fold vibration, which is considered both subjectively [1] and objectively ( $[9], \mathrm{p} .82$ ) important for the identification of a speaker However, although there have been a large number of studies devoted to the measure of average voice fundamental frequency in groups of 50 or more speakers ( $[9,2]$ for survey information), and there is general recognition that a speaker's voice pitch varies with the situation, little has been done to clarify the general question of individual stability in that or other voice frequency measures.

This paper presents results from an in-depth study [4] of the laryngeal patterns in speech of four speakers, and investigates the question of stability in a number of ways. Firstly, on the assumption
that two minutes of continuous speech are sufficient to characterise a speaker's voice frequency, $[12,11,10,8]$, the "stability" of two-minute stretches over a 15 minute period was examined. Secondly, in view of evidence that that system-atic longer term fluctuations occur [7], a series of 15 -minute recordings were made at different times of one day. Thirdly, a number of different types of speech tasks were set in order to examine the stability of average voice frequency over tasks.

## 2. SPEECH MATERIAL

Larynx and speech-signal recordings were made with four speakers ( $2 \mathrm{~F}, 2 \mathrm{M}$ ) on two days under anechoic conditions using a two-channel PCM-VCR recorder. Two speakers took part in 6 recording sessions of approximately 15 minutes each during the course of each of the two days. A standard extended reading task ( $\mathrm{P}+\mathrm{B}$ ) was given at $9.40 \mathrm{am}, 12.10 \mathrm{pm}$, and 3.30 pm (times $\pm 20$ minutes), namely the reading of the "Environmental Passage" [3] followed by 13 minutes of continuous reading from a book of short stories. These were interspersed (at 10.20 , 11.20 and $12.30 \pm 20$ minutes) with three further tasks for comparison purposes: 1) Eight consecutive readings (RP) of the "Environmental Passage" to provide a constant textual structure and avoid fluctuations in interest and excitement. 2) Free monologue (Mon.) for 15 minutes on a subject of
each speaker's choice to give a longer term comparison between read and freely spoken monologue. 3) A dialogue with pairs of speakers (Dial.) to compare both with reading and with free monologue.

## 3. ANALYSIS PROCEDURES

Analysis of the larynx signal (Lx) was carried out in the standard way $[4,3,5]$ to give laryngeal frequency distributions over 128 logarithmically equal bins on a scale from 30 to 1000 Hz . "Cleaned" scale from 30 to 1000 Hz . for all quantitative statements and statistical calculations. They were derived by including Lx cycles only if their durations were within $10 \%$ of the preceding cycle. This eliminates laryngeal irregularities from the distribution while retaining a maximum number of data points. In addition, the distributions are timeweighted to correspond to our audtory impression of pitch movement as frequency change in time, and to conform to other voice-frequency studies, which have obtained their data from fixed frame-based rather than from fundamental- or laryngeal-period-based analysis.

Processing of the 15 -minute ses sions was done on sections of approximately 2 minutes, and overall distributions for the whole session was obtained by cumulation of the shorter sections.

## 4. RESULTS

Two aspects of larynx frequency stability are addressed: Firstly, the extent to which a "minimal stable period" (i.e. 2 min .) still fluctuates within a longer stretch of speech. Secondly, whether there are genuine systematic baseline changes in the longer term.

### 4.1. Two-minute sections

There are considerable differences between the mean values for the 2 -minute sections both within and across the different tasks Table 1 gives the range in semitones between the lowest and highest mean and modal frequency for a two minute stretch during each of the tasks.

The largest shifts in mean frequency appear to be randomly distributed over tasks and speakers. The comparison of the repeatedpassage reading (Task 2) with the other conditions does not suppor the assumption that shifts in mean frequency are a function of texttype alone. The difference in Task

Table 1. Difference in semi-tones between the highest and lowest mean \& (modal) frequency for a two-minute stretch during each 15-minute task.

| TASK | FC | CP | AH | TJ |
| :---: | :---: | :---: | :---: | :---: |
| 1. | 1.26 | 0.45 | 0.53 | 1.15 |
|  | 1.01 | 1.04 | 3.41 | 1.68 |
| 2. | 1.36 | 0.19 | 0.72 | 0.91 |
|  | 1.01 | 0.00 | 0.86 | 0.70 |
| 3. | 0.51 | 1.05 | 1.93 | 0.60 |
|  | 0.00 | 1.04 | 0.86 | 0.80 |
| 4. | 0.75 | 0.81 | 1.35 | 2.12 |
|  | 2.10 | 1.10 | 2.60 | 1.60 |
| 5. | 1.56 | 0.95 | 0.66 | 0.19 |
|  | 1.01 | 1.04 | 0.85 | 0.00 |
| 6. | 0.91 | 0.82 | 0.87 | 0.87 |
|  | 2.10 | 1.04 | 0.88 | 4.23 |

2 is very low for speaker CP, but not for the other speakers, and in fact has the highest value of all tasks for FC. In general, the pattern in time for 15 minutes is more regular than for the book readings, but in no uniform way across speakers. CP has one small shift, FC has a steadily rising frequency, and the two male speakers AH and TJ have intermittent fluctuations. Modal values, however, do not reflect the expected task-dependence any more clearly.

The differences between the speakers in the repeated-passage task, and the random distribution of large and small pitch differences for 2 -minute stretches across the different tasks, indicate that there is, strictly speaking, no such thing as a generally valid persona voice-frequency value, either mean
or mode (compare [1]). Each situation appears to have its specific and individual effect on a speaker's voice frequency.

### 4.2 Longer-term stability

To test for variability in the longer term, the values found for the standard passage in tasks 1, 4 and 6 in this study were compared with those for the same speakers reading the same passage ( P ) some weeks earlier [3]. Table 3 lists the mean and modal values for all the single readings.
Table 3. Mean and (modal) Fx values (Hz) for the standard passage in Tasks 1, 4 and 6 and in P.

| TASK |  | FC | CP | AH |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 213 | 229 | 114 | 104 |
|  | 197 | 222 | 108 | 103 |
| 4 | 223 | 239 | 122 | 109 |
|  | 209 | 222 | 114 | 103 |
| 6 | 228 | 234 | 123 | 110 |
|  | 209 | 222 | 108 | 114 |
|  |  |  |  |  |
| P | 208 | 225 | 130 | 102 |
|  | 209 | 236 | 126 | 98 |

The overall picture of variation from situation to situation is confirmed by this overview. For each speaker, values for the same text vary from one recording to the next as much as the different 2 . minute stretches varied within the 15 -minute readings from a book. However, table 3 shows a certain regularity in the values from task 1 to task 6. For all four speakers there is an increase in mean $F x$ from task 1 to task 4. This is followed by a fall-off in task 6 for CP while TJ and AH maintain approximately the same mean excitation frequency and FC shows another increase. Given the timing of the tasks (morning, mid-day, afternoon) this progression is similar to that reported in [7], namely an increase in fundamental frequency for all speakers during the first part of the day (9am-noon). In partial contrast to our results, however, an increase was found
there for the male speakers during the afternoon with a fall-off restricted to female speakers.

These shifts in the 2 -minute standard passages are related to shifts in mean frequency over the 15 -minute stretches of which the standard readings are a part. Three of the four speakers show a marked upward shift from morning to mid-day and fall back from mid-day to afternoon. The one speaker (TJ) who has no marked shift in overall mean pitch from morning to mid-day does have a significant shift from mid-day to afternoon (Mann-Whitney, $U^{\prime}=6$, $\mathrm{p}=0.05$ ).

Modal values both for the 2 minute passage and the whole 15 minute reading tasks confuse this fairly clear picture. In the passage (table 3) CP deviates from the pattern, in that her modal value remains constant throughout the day. In the 15 -minute values, TJ is the exception, with a steady decrease of mode from 108 Hz in task $1,98 \mathrm{~Hz}$ in task 4 , and 94 Hz in task 6.

### 4.3 Task dependence

Table 4 gives the overall mean values for monologue, dialogue, repeated reading, and tasks $1,4,6$ together (compare the latter with table 3 values for the separate free reading sessions).

Table 4. Mean/modal values ( Hz ) for tasks 3, 5, 2 and $1+4+6$.

| TASK | FC | CP | AH | TJ |
| :---: | :---: | :---: | :---: | :---: |
| 3 | 191 | 237 | 114 | 89 |
|  | 186 | 222 | 108 | 89 |
| 5 | 209 | 222 | 104 | 100 |
|  | 197 | 222 | 98 | 98 |
| 2 | 228 | 232 | 117 | 101 |
|  | 197 | 222 | 98 | 98 |
| $1,4,6$ | 223 | 239 | 121 | 104 |
|  | 209 | 232 | 106 | 98 |

There is a strong tendency for mean voice frequency to be lower for spontaneous than for read speech. All four dialogue values.
and three of the four monologue values (exception CP) are lower than for any of the reading conditions. This finding parallels the results from the STA Normative Study [3] and those from the literature discussed in it. The modal values, however, show a different pattern. Neither the monologue nor the dialogue are consistently lower than the reading tasks, and AH rather than CP is the exception.

## 5. SUMMARY AND CONCLUSIONS

The results from this investigation of voice-frequency stability indicate very clearly that while mean frequency has been shown to stabilise over a speech sample of 2 minutes or more in duration, fluctuations from one sample to another forbid the use of such a measure as an absolute personal characteristic. It can only serve as a characterisation of the sample in question. Across speech tasks, and even between different 2 -minute samples of the same extended task, mean frequency was shown to vary by as much as $15 \%$. Within speakers, some regularity was found in mean-frequency change during the course of the day, and between spontaneous and read speech. This supports pre-vious findings in the hiterature, but individual variation in the patterns found indicate that these trends also need to be treated with caution.

In the light of these results, the conclusion is unavoidable that reliance on mean voice frequency as an indicator of personal identity is inadvisable. The possible alternative measure, modal frequency, appears less sensitive to task variation, but it still does not offer a reliable voice-frequency characterisation of speakers.
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## ABSTRACT

In order to clarify laryngeal adjustments for whispering, an electromyographic study of the intrinsic laryngeal muscles was conducted. Subjects were two native Japanese speakers.
Posterior cricoarytenoid muscle (PCA) showed higher background activity during whispering than during ordinary phonation. Furthermore, there were additional segmental activities which seemed to contribute not only to keeping glottis open, but also to performing necessary gesture for relevant phonemes. The activity patterns of the other intrinsic laryngeal muscles are also discussed.

## 1. INTRODUCTION

It has been said that whispering is an aphonic laryngeal action ${ }^{[1]}$. It's means that there is no vocal hold vibration However, even during whispered speech, one can distinguish the difference between "voiced" and "voiceless" segment as well as accent patterns ${ }^{[2]}$. There have been only a few reports dealing with the activity of the intrinsic laryngeal muscles during whispering ${ }^{3,41}$. In order to elucidate the laryngeal adjustment, an electromyographic(EMG) study was performed.

## 2. PROCEI)URE

Subjects were two native speakers of Tokyo dialect of Japanese. EMG activity was recorded from PCA, Cricothyroid muscle (CT), lateral cricoarytenoid muscle (LCA), vocalis muscle (VOC) and inierarytenoid muscle (INT). For EMG reccrdings, hooked wire electrodes were used.

The electrodes were inserted
perorally to PCA and INT, while inserted transcutanously to the other muscles. The method of verification of electrodes location described elsewhere ${ }^{[5]}$. As an indication of articulatotory gestures, intraoral pressure was also recorded on an FM data recorder with EMG signals.

The subjects were required to utter nonsense words of /CVCV/ form in whispering and in ordinary speech with different accent patterns.
The test words were:
ATET, Neter, hetel
Idedel, /de del, /de del
Isersel, Ise sel, Ise sel
/zèzel, lze zel, lze zel.
Each test word was embedded in a carrier sentence "i: /CVCV/ desu" ( It is a good /CVCV), and uttered more than ten times in whispering and in ordinary speech.

After the recordings, EMG signals were rectified and computer-processed in order to obtain an average indication of each muscle activity. As the line-up point for averaging EMG signals, the onset of abrupt drop of the intraoral pressure during consonant closure was taken so as to identify the oral release.

## 3.RESULT and DISCUSSION

Figure 1 shows the averaged EMG patterns for whispering (dotted line) and ordinary phonation (solid line) in subject KT. In ordinary phonation, PCA activity decreases for abduction of vocal folds for phonation from higher activity
level for inspiration. On the other hand, in whispering, there is no suppression of PCA activity but rather increment of the activity for utterance. Furthermore, in addition to the elevated activity level, PCA showed segmental pattern related to each phoneme. (Top panel of the Fig.1)

Each EMG peak which is corresponding to a phoneme is smalier for the whispering than for the ordinary phonation. This difference in EMG peak amplitude between whispering and ordinary phonation is clearly seen on the LCA and CT trace. However, the pattern of the perturbation is similar in both modes of phonation.

Whispering has been defined as "aphonic laryngeal gesture". From this point of view several studies have been conducted to describe laryngeal gesture during whispering mainly by using the fiberscope ${ }^{[6]}$. These studies conclude that during whispering, the glottis kept open to prevent vocal fold vibration.
The increased PCA activity throughout the utterance as the upward shift of the base line may represent the applied force to open the glottis.

Interestingly, PCA activity showed the segmental pattern which is corresponding to each phoneme. In other words, during whispering PCA showed compatible EMG patterns to the ordinary speech except for higher base line activity. The higher base line activity may contribute to change the speaking mode from the ordinary phonation to the whispering mode. Even in the whispering mode, the general laryngeal attitude to distinguish each phoneme would be preserved. This hypothesis can explain the difference in EMG patterns for the production of "voiced" and "voiceless" segment uttered in whisper. Figure 2 shows the difference in EMG patterns for the production of /tete/ and /dede/. We can see higher activity of PCA for "voiceless consonant $/ t$ " than for "voiced consonant $/ \mathrm{d}^{\prime \prime}$ just before the line-up point.

On the other hand, there is high PCA activity at the beginning of utterances around 300 msec before the line-up point. Judging from the intraoral pressure curve (at the bottom panel). this high activity of

PCA is supposed to be related to the first syllable of the carrier sentence /i:/. This observation is contradictory to the previous finding, that is, in whispering PCA becomes active for "voiceless" segments and less active for "voiced" segments. To explain this controversial phenomenon, we have to consider that this segment $/ \mathrm{i}: /$ is located at the utterance initial. Probably, this particular phonetic condition may cause a different laryngeal gesture. We can speculate that for $/ \mathrm{i}: /$ at the utterance initial, since the adductor muscles become highly active, PCA should be prove this speculation, a fiberoptic study is mandatory.

## 4.Conclusion

For the production of whispering, PCA activity level becomes higher to prevent vocal fold vibration. In general, the intrinsic laryngeal muscles including PCA still have segmental activity patterns which are compatible to laryngeal gestures observed in ordinary phonation. At the very initial of the utterance, laryngeal gesture for whispering may special.
(This study was partially supported by Grant-in-Aid for Scientific Research (A) No. 01440071 from the Japan Ministry of Education, Science and Culture.)
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## ABSIRACI

The relationship between EMG activity fram the $C T$ nuscle and $\mathrm{IF}_{0}$ of Danish vowels was investigated. The results show a positive correlation: The CT activity rise in a vowel with a higher $\mathrm{IF}_{0}$ starts earlier and has a higher overall amplitude than in a vowel with a lower $I F_{0}$. A subset of data was compared to data from an identical material recorded earlier from the same subjects. Both sets show the positive correlation described above. The following conclusions are drawn: The CT muscle is an important factor in controlling $\mathrm{IF}_{0}$, and the reproducability of EMG data is high.

## 1. INIROTOCITICN

It is well known that the fundamental frequency ( $F_{0}$ ) of vowels is correlated with vowel quality: other things being equal, high vowels tend to have a higher $\mathrm{F}_{0}$ than low vowels. This phencmenon, which is known as intrinsic fundamental frequency ( $\mathrm{IF}_{0}$ ), has been reported in mumerous investigations. Various theories vestigations. Various theories for a detailed survey see Silverman [6]. The generally accepted theory is based on the assumption that an increased tongue pull during the articulation of high vowels may give rise to an increased vertical tension in the vocal folds, Ohala [3].
Most theories have explained IF $_{0}$ as a passive influence from articulation. Very recent data,
however, point in the direction of a nervous control, more specifically that the cricothyroid (CT) muscle seems to be an important factor in the control of $\mathrm{IF}_{0}$. Honda [2] and Vilkman et al. [7] found a positive correlation between peak values of $C T$ activity and $I F_{0}$. Dyhr [1] observed an earlier and steeper CT activity rise in high vowels than in low vowels. It was impossible to determine whether the CT activity was the result of a synergistic relationship between CT and other muscles, or whether it was a planned control of $\mathrm{IF}_{0}$.
The purpose of the present investigation is: 1) To look into the relationship between CT activity and $\mathrm{IF}_{0}$ in a large set of Danish vowels, in both stressed and unstressed positions. 2) To compare a subset of data to data from an identical material recorded at an earlier session.

## 2. Melibios

2.1 Subjects and Material

The subjects were one female and four males, all phoneticians and native speakers of Danish.
The material consisted of the following Danish vowels: [i e $\varepsilon u$ 0 O a j inserted in nonsense words of the type fVfVf'V, with identical vowels in each syllable, and [i: x: u:] inserted in natural words of the type C'V:19. The test words were embedded in carrier sentences and were read in four different randomizations.
2.2 Recordings

The electromyographic (EMG) recordings took place at the Dept. of Clinical Neurophysiology, Copenhagen University Hospital, Dermark, using Disa Electromedical Equipment. The EMG signals were collected fron pars recta of the CT muscle, via concentric bipolar needle electrodes (Dantec Electronics, type 13L51, 20 mm$)$. The insertion was performed by Dr. S. Fex, lund University Hospital, Sweden, and was made percutaneously. The correct electrode position was controlled by a series of tests such as swallowing, high/low and gliding tones, and glottal closure. The acoustic signal was registered by an accelerameter (Briel \& Kjar, type 4375), taped directly to the skin above the larynx. The ENG and acoustic signals were recorded on an FM tape recorder, 30 ips. The recordings were monitored contimuously via an oscilloscope.

### 2.3 Data Analysis

The EMG signals were rectified and integrated, with an integration time of 25 ms . The filtering was done in accordance with the results from Rischel \& Hutters [5]. The $\mathrm{F}_{0}$ analysis was carried out on an $F-J$. Electronics Fundamental Frequency Meter. Physiological and acoustic signals were sampled and averaged. Data were sampled through an eight-channel multiplexed analog-to-digital converter controlled by a real time clock. The sampling took place with a 1.25 sec . window at a sampling frequency of 200 Hz . Data and results were displayed on a graphic terminal.

## 3. RESUTIS

The results are based on visual inspection of average EMG and $\mathrm{F}_{0}$ curves. The average is based on at least six repetitions. The individual carves were carefully examined before averaging, and none of them were in disagreement with the final results shown in
the average curves.
In order to correlate a muscle action with the resultant effect the muscle activity must be shifted forward in time compared to the actual event. This is because it takes sane time for the muscle to contract after being innervated, primarily due to electrochemical transmission and inertia. In the present data this so-called time lag was measured fram the EMG activity peak to the corresponding $F_{0}$ peak on the individual curves before averaging. The time lag varied between 60-110 ms. In the following description and discussion compensation has been made for this time lag.

## $3.1 \mathbf{I F}_{0}$

For all subjects there is a correlation between vowel height and $\mathrm{IF}_{0}$, such that a higher vowel has a higher $I F_{0}$ than a lower vowel. This difference is mast praminent among stressed vowels and least praminent among vowels in second pretonic position. The order of the vowels from high to low $\mathrm{IF}_{0}$ is identical to data reported earlier for Danish, Reinholt Petersen [4]. In stressed position two subjects have [ $u$ ] clearly higher than [i], whereas the rest of the subjects hardly have any difference between the two.

### 3.2 CT Muscle Activity

Two subjects show a positive correlation between CT activity and IFO for each step in vowel height in both stressed and unstressed vowels. Two subjects have the same results in stressed vowels, but for the unstressed vowels there is a positive correlation only between high and low vowels. The fifth subject shows a positive correlation in stressed vowels only, and only when the vowels are separated by two or more steps in vowel height. The observed $\mathrm{IF}_{0}$ difference between [i] and [u] is clearly reflected in the $C T$ activity. The general picture is that the CI
activity rise related to a vowel with a higher IF $_{0}$ starts earlier and has a higher overall amplitude than in a vowel with a lower $\mathrm{IF}_{0}$, see figure 1.


Figure 1. Comparison of extracts from superimposed average Cr and $F_{0}$ curves from sentences containing the nonsense words [fifif'i] ning the nonsense words [fifif'i]
(broken lines) and [fefef'e] (solid lines) from the same subject. The line-up points $(2,1,0)$ are the onset of the second pretonic (2), the first pretonic (1), and the stressed vowel (0). Notice that the $\mathrm{IF}_{0}$ differences between [i] [e] are reflected in the CI curves in such a way that the CT activity rises earlier and has a higher overall amplitude in [i] than in [e].

Data from [i: æ: $u$ :] are compared to data from an identical material recorded at an earlier session by the same subjects, Dyhr [1]. However, the EMG activity was then reconded from the pars obliqua of the CT muscle by means of bipolar hooked-wire
electrodes. Both sets of data show the positive correlation between $C T$ activity and $\mathrm{IF}_{0}$ described above, see figure 2.

## 4 DISCUSSICN

The results indicate that the CI The results indicate that the CI
muscle plays an inportant part in muscle plays an important part in the control of $I F_{0}$ in vowels.
Such a control can be explained Such a control can be explained
in two ways: It may be the by product of a synergistic relationship between the CT muscle and other larynx muscles and/or the muscles responsible for shaping the vocal tract for the different vowels, or it may be a different vowels, or it may be a
specific, planned control of $I F_{0}$. specific, planned control of IFO. planned control could be that $I F_{0}$ differences are important to speech perception, Silverman [6]. The results also imply that the pars recta and pars obliqua of the CT muscle are physiologically identical even if they are anatomically separated fat the moment further investigation is moment further investigation is matter). Apart from some discomfort while swallowing, the use of bipolar concentric needle electrodes was a success. The insertion and adjustment of electrode position was easy. The fixation of the needle electrodes was surprisingly stable, and the EMG signals were less problematic than the ones collected via hooked-wire electrodes and were consequently less complicated to filtrate. Even with different registration methods the reproducability of the EMG data was high. This implies that EMG is also a reliable tool when applied to tiny muscles as found in the speech apparatus.

## 5 CNCLISIAN

The following conclusions are drawn: 1) The CT muscle is an important factor in controlling the $I F_{0}$ in vowels. Whether this is the result of a synergistic relationship between larynx and other muscles or a plamed control of $\mathrm{IF}_{0}$ is impossible to determine from the present data. 2) The


Figure 2. Comparison of superimposed average $C T$ and $F_{0}$ curves fran sentences containing the natural words [s'i:1a] (broken lines) and [s'xilo] (solid lines) fram the same subject. The line-up point ( 0 ) is [s'x:10] (sof the stressed vaels, the offsets are marked with vertical the onset of the stressed vowels, the offsets are marked with vertical broken/solid lines. A: The EMG signal is recorded fram pars obliqua of the CT muscle via bipolar hooked-wire electrodes. B: The EMG signal is recorded from pars recta of the CT muscle via bipolar concentric needle electrodes. Notice that the $\mathrm{IF}_{0}$ differences are reflected in the CT arves in such a way that the CT activity rise related to the high vowel starts earlier and has a higher overall amplitude than when related to the low vowel.
reproducability of EMG data is high, even when different registration methods are used.
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## ABSTRACT

The present results support recent findings showing that VOT is shorter for $/ \mathrm{p} /$ than for the two lingual stops $/ \mathrm{t}$, k / and that VOT for lingual stops are generally equivalent. Further, the results offer no support for a compensatory relationship between closure duration and VOT and show that the laryngeal devoicing gesture differs for stops produced at different places of articulation, thus ruling out several articulation-based explanations for place-related differences in VOT. Finally, the results suggest that the timing of glottal adduction relative to oral release most nearly accounts for observed differences in VOT.

## 1. Introduction

A number of researchers have found that VOT increases as the place of articulation of a stop progresses from the front to the back of the vocal tract $[4,6,8]$. One possible explanation for this finding is based on the assumption that the devoicing gesture (i.e., the opening and closing of the glottis for devoicing) is invariant while supralaryngeal gestures get progressively shorter the further back a stop is articulated $[7,8]$. Other proposed explanations refer to automatic aerodynamic or mechanical consequences or to perceptual requirements associated with stops produced at different places of articulation $[3,5]$.
Results from a number of recent studies of both American [1] and British [2] English, however, have cast doubt on the conventional view of placerelated differences in VOT and their explanations. These findings indicate that VOT for labial stops is shorter than for lingual stops, while VOT for $/ \mathrm{t}, \mathrm{k} /$
tend not to differ from one another. Indeed, most earlier studies reporting place-related differences in VOT show smaller VOT differences between $/ 4$ and $/ \mathrm{k} /$ than between $/ \mathrm{p} /$ and $/ \mathrm{t}, \mathrm{k} / \mathrm{a}$ difference that may not have been statistically significant [2]. Thus, explanations of VOT differences which crucially refer to a stop's place of articulation cannot account for the data from these recent findings.
The purpose of this study is threefold: (1) to examine place-related differences in closure duration and VOT in different word positions and under different stress conditions to test whether there is a compensatory relationship between the two; (2) to determine whether there is a single invariant devoicing gesture for all stops across different places of articulation; (3) to explore the role of oral-laryngeal timing with respect to VOT.

## 2. Methods

Two male speakers of English, ES and $K M$, spoke the nonsense words /pipip, titit, kikik/ with primary stress either on the initial or the final syllable in the carrier phrase "say again". Both acoustic and transillumination signals were collected simultaneously. Since the two speakers sometimes exhibited different articulatory patterns, separate statistical analyses were performed for each.

## 3. Results and Discussion

### 3.1. Acoustics

3.1.1. Closure duration

Separate ANOVAs for each word position indicate that stops produced at different places of articulation differ in closure duration in both initial and medial positions for both speakers (fig.
1). For ES, individual protected t-tests indicate that closure duration is significantly longer for $/ \mathrm{p} /$ than for $/ \mathrm{t}, \mathrm{k} /$ but that there is no significant difference between closure durations for $/ 4 /$ versus /k/. Similarly, for KM, closure duration is longest for $/ \mathrm{p} /$, and although mean closure duration is consistantly longer for $/ 4 /$ than for $/ \mathrm{k} /$, the effect is only significant in medial stressed position.


Fig. 1. Closure duration results for ES are presented on the left and results for KM on the right. The letter corresponding to the stop category is plotted in the graph. + sts $=$ stressed and - sts $=$ unstressed.

### 3.1.2. VOT

In general, the well-documented placerelated VOT pattern for English voiceless stops is exhibited for each stress category in both word-initial and wordmedial positions for both speakers (fig. 2). Separate one-way ANOVAS confirm that stops produced at different places of articulation significantly differ in VOT for both speakers. For ES, VOT is significantly longer for $/ \mathrm{t} /$ than for $/ \mathrm{p} /$, and significantly longer for $/ \mathrm{k} /$ than for $/ 4$. The only exception is that VOTs for medial unstressed $/ \mathrm{t}, \mathrm{k} /$ are not significantly different from one another, although they manifest the same rank order as the other groups.
Results for KM differ somewhat from those for ES. Like ES, VOT for $/ \mathrm{p} /$ is significantly shorter than that for $/ \mathrm{t}, \mathrm{k}$ / for each level of stress within each word position. Unlike ES, however, there is no significant difference in VOT for /t, $k /$ even though there is a tendency for mean VOT for $/ \mathrm{k} /$ to be slightly longer than for $/ 4$.


Fig 2. VOT results presented as in fig. 1.
The acoustic data offer no support for VOT as a function of closure duration across an invariant devoicing gesture. Since closure duration for $/ \mathrm{t}, \mathrm{k} /$ is equivalent for both speakers, one might expect VOT to be equivalent for both speakers under the invariant devoicing gesture proposal. However, ES shows VOT differences between $/ \mathrm{t}, \mathrm{k} /$, while KM does not. It is, nevertheless, still possible that there is an invariant devoicing gesture for all stops. The devoicing gesture may simply be shifted in time with respect to oral closure for $/ \mathrm{t}$, k . We examine these possibilities in the following sections.

### 3.2. Transillumination

### 3.2.1 Devoicing Gesture Duration

 (DGD)ANOVAS show that there is also a significant effect of place of articulation on DGD for both speakers (fig. 3). However, a clear pattern of results does not emerge unless DGDs for lingual stops are considered as a group separate from labial stops. For ES, DGDs for $/ t /$ are significantly longer than those for $/ \mathrm{k} /$ regardless of stress or word position. For KM, DGDs for /t, k/ only differ significantly from one another in medial stressed syllables, although mean DGD for $/ t /$ is longer than for $/ \mathrm{k} /$ for each condition.
DGDs for labial stops in general appear to differ from DGDs for lingual stops. In word-initial position, differences between stressed and unstressed DGDs for labial stops are small and nonsignificant, but are comparatively large and significant for the lingual stops. Within stress categories mean DGD for
initial stressed $/ p /$ is somewhat similar to that for medial stressed /p/, while DGDs tend to be longer in initial than in medial position regardless of stress for lingual stops. The aforementioned patterns are especially evident for KM.


Fig. 3. DGD results presented as in fig. 1.
3.2.2. Peak Glottal Magnitude (PGM)

PGM (i.e., the greatest distance between the vocal folds during the devoicing gesture) results are similar to DGD results for both speakers in that there is a significant effect of place of articulation on PGM for both speakers and in that labial stops behave somewhat differently than lingual stops (fig. 4). For ES, PGM is always significantly greater for $/ \mathrm{t}$ than for $/ \mathrm{k} /$. For KM, PGM is only significantly greater for $/ \mathrm{L}$ than for $/ k /$ in medial unstressed syllables; otherwise, they are equivalent in magnitude.


Fig. 4. PGM results presented as in fig. 1. The present results show that there is no single invariant devoicing gesture for stops across place of articulation. Indeed, it seems that the devoicing gesture may be influenced by both the suprala-
ryngeal constriction location as well as the primary supralaryngeal articulator. Specifically, it appears that devoicing gestures are generally sensitive to whether the supralaryngeal constriction is produced with the lips or the tongue since the data suggest that stress and word position have different effects on labial versus lingual stops.
It seems possible that VOT differences among the lingual stops arise from differences in the duration and magnitude of the devoicing gesture since ES shows consistant differences for $/ t / v e r-$ sus $/ \mathrm{k} /$ for both DGD, PGM and VOT and since KM shows no difference in DGD, PGM or VOT for $/ 4$ versus /k/. However, such a relationship seems especially doubtful since one might expect larger devoicing gestures to give rise to longer VOTs, whereas just the opposite result obtains for ES. In any case, these findings suggest that the timing of oral and laryngeal gestures must play a crucial role in VOT since variations in neither oral nor laryngeal gestures alone can account for the observed VOT patterns.

### 3.3. Interarticulator Timing

The coordination of laryngeal and supralaryngeal gestures has been intimately linked with VOT [4]. Here we consider the coordination between two pairs of articulatory events associated with the beginning and the end of voiceless stop-related gestures (namely, the interval from oral closure to the onset of glottal opening and the interval from oral release to the onset of glottal adduction) in order to determine whether the relationship between either of these events covaries with VOT.

### 3.3.1. Closure to Onset of Glottal

## Opening (C-OGO)

There is a significant effect of place of articulation on C-OGO for both speakers (fig. 5). For ES, OGO always occurs significantly later for $/ \mathrm{k} /$ than for $/ \mathrm{p}, \mathrm{t} /$, but only occurs significantly earlier for $/ / /$ than for $/ p /$ in initial stressed and medial unstressed syllables. For KM, COGOs for the lingual stops are not significantly different from one another in any word position or for any stress category. There is no clear pattern for labial stops.

The C-OGO results closely marror the patterns found for DGD and PGM suggesting that the larger the devoicing gesture, the earlier it begins relative to closure. When considering the labial stops in conjunction with the lingual stops, it becomes even more clear that the onset of the devoicing gesture does not simply shift in time relative to ora gestures to achieve a specific VOT. Rather, C-OGO is related to the size of the devoicing gesture. In fact, even the mean C-OGO data closely follow the same rank order as for DGD and PGM.


Fig. 5. Results for the interval from oral closure (at 0 ms ) to the OGO (the points plotted) presented as in fig. 1.

### 3.3.2. Release to Onset of Glottal

## Adduction (R-OGA)

There is a significant effect of place of articulation on R-OGA for both speakers (fig. 6). For ES, mean OGA relative to release occurs earliest for $/ \mathrm{p} /$, latest for $/ \mathrm{k} /$, and intermediate for $/ 4 /$; this effect is significant except in medial unstressed position where R-OGAs for /t, k/ are not significantly different from one another.
Like ES, the OGA for KM always occurs significantly earlier for / $\mathrm{p} /$ than for $/ \mathrm{t}, \mathrm{k} /$ in both word positions and for both stress categories. Unlike ES, however, OGAs for $/ 4$ only occur significantly earlier than for $/ k /$ in medial stressed position; otherwise, R-OGAs for /t, k/ do not differ significantly.

R-OGA results are practically identical to the corresponding VOT results. Specifically, the earlier the OGA, the shorter the VOT for all stop categories (cf. fig. 2). Thus it appears that R-OGA is responsible for differences in VOT, and not variations in closure duration plus an invariant devoicing
gesture, or differences in the size of the devoicing gesture.


Onset of glottal adduction relative to oral release (in ms)
Fig. 6. Results for the interval from oral release (at 0 ms ) to the OGA (the points plotted) presented as in fig. 1.

Finally, it is important to note that the OGA is an active gesture rather than a passive aeromechanical consequence of oral release. Since both oral release and the OGA are controlled by muscular forces, it follows that oral release and the OGA are actively timed relative to one another. Thus it is possible that VOT differences are simply a byproduct of, rather than the motivation for, the timing of OGA relative to oral release.
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## ABSTRACT

Both cricothyroid and sternohyoid muscle activity was examined in a speaker of Tokyo Japanese with respect to devoicing of the vowel $/ \mathrm{u} /$. Sternohyoid activity, always with the cricothyroid activity suppressed, was related to implementation of a syllable of "stop consonant $+u$ ". However, this peculiar pattern of activity disappeared for the devoiced / $u /$ after an affricate or fricative. These results suggest that / $\omega /$ tends to be reduced or deleted in the nonplosive environment.

## 1. INTRODUCTION

Japanese has often been cited as an example of a language having voiceless or devoiced vowels [3]. They would sound unnatural if they were pronounced as voiced. For example, in two-mora words, the close vowel $/ \mathrm{I} /$ or $/ \mathrm{u} / \mathrm{must}$ be devoiced when it is unaccented and occurs between voiceless obstruents. But the vowel devoicing in these cases is said to result from distinct articulatory processes. The difference between devoicing processes was first pointed out by Sakuma [4], and clarified in part by Han spectrographically [1]. Kawakami [2] summarizes as follows: the /pi, pu, ki, ku, cyu, syu/followed by a voiceless consonant are simply devoiced, but the $/ \mathrm{ci}, \mathrm{cu}, \mathrm{si}, \mathrm{su}, \mathrm{hi}$, hu/ syllables usually do not manifest any voiceless vowels. Accordingly, the event as called "vowel devoicing" collectively is assumed to fall

[^1]into two classes: (1) a devoiceable vowel is weakened or becomes voiceless when it appears after a stop consonant, whereas (2) the vowel usually is deleted and reduced to a mere consonantal lengthening after an affricate or fricative consonant (the /h/ in /hi/ or /hu/ is generally pronounced as fricative)

It seems difficult to distinguish acoustically between the simple devoicing and the entire deletion. We have tried to look into the physiological mechanism underlying this difference and report in this paper on a speaker who had a different control over the cricothyroid (CTh) and sternohyoid (SH) muscles between the classes 1 and 2 .

## 2. METHOD

### 2.1. Subject

A male speaker of Tokyo Japanese, who has lived from the teens in a city on the outskirts of Tokyo, served as subject. The subject was one of the authors.

### 2.2. Speech Material

The electromyographic (EMG) experiment was carried out twice on different days, but here we will discuss only the data concerning the vowel / w/ obtained from Experment 1. The words tested were of a form of /Cuki/ where C was $/ \mathrm{k}, \mathrm{c}, \mathrm{s}$, or zero consonant/ (/c) stands for [ts]). Thus the following words

$$
\begin{aligned}
& \text { kuki^ 'stalk' } \\
& \text { cuki^ 'moon' } \\
& \text { suki 'plow' }
\end{aligned}
$$

$$
u k i \text { 'float' }
$$

were tested in the frame sentence $i i$... no yo^o desu '(it) looks like a nice ...'. These words are all ordinary, and the / / / after a consonant is devoiceable. The
words kuki and cuki are accented on the second syllable, but we asked the subject to utter them with no accent (The syllable immediately preceding the particle no can be unaccented; the symbol $\wedge$ indicates that the syllable marked with it has an accent. For detailed Japanese phonology, see Vance [6].). Moreover, the voiced counterparts
kugi 'nail'
cugi 'patch'
sugi 'Japanese cedar'
ugi (nonsense word)
were included as a control in the sentence list.
2.3. Data Recording and Analysis EMG activity was derived from the CTh and SH muscles by using bipolar
hooked-wire electrodes. The subject was asked to produce a total of 13 to 14 repetitions of each sentence, and recorded on a PCM tape recorder together with the EMG signals. All signals were digitized with 12 -bit resolution and stored on an NEC desktop computer. On digitization, the EMG signals, after being full-wave rectified, integrated over a period of 5 ms , and finally low-pass filtered, were sampled at a rate of 1 kHz . The audio signal was sampled at a rate of 5 kHz .

The data files of interest were transferred to a Hewlett-Packard computer to calculate an ensemble average of the integrated EMG signals and to determine the line-up point necessary for averaging.


Figurel. Cricothyroid (CTh) and sternohyoid (SH) activity for the test words cuki (upper panel) and kuki (lower panel). The time axis is marked off at every $100-\mathrm{ms}$
interval.

## 3. RESULTS

### 3.1. CTh and SH Activity

We were able to classify the CTh activity into two patterns depending on whether or not a short suppression was present in its activity. One was a pattern for the words $u k i, u g i$, cuki, and suki which showed no apparent CTh suppression; the other pattern was seen for the words kuki, kugi, cugi, and sugi which showed a clear suppression in the CTh activation. Figure 1 illustrates an example of the results. It compares the CTh and SH EMG curves for the class 2 word cuki (upper panel) and the class 1 word kuki (lower panel), respectively. The EMG curves are shown here in a form of ensemble average of twelve tokens obtained from the same utterance type. Each curve is aligned with reference to the line-up point which indicates the instant of release of the second-mora [k] of the words.

For the affricate cuki, the CTh begins to increase its activity before the first-mora $/ \mathrm{cu} /$, and it remains rather active during the voiceless period of $/ \mathrm{cu} /$ and until the occurrence of an accent in yo o. This activity is typical of Tokyo Japanese and has been viewed as contributing to manifestation of the fundamental tone of a phrase with no unaccented syllables [5]. In contrast to cuki, we can see a short suppression of CTh activity for the plosive kuki. The suppression occurs immediately after the release of articulatory closure of the firstmora /k/.

It is noteworthy here that this CTh suppression is concurrent with a burst of SH activity which continues for some 90 ms . The SH activity is overlapped with that of the CTh. But a closer inspection reveals that there is a gap of timing between their activity; the SH is activated about 20 ms later than the CTh, and does not cease its activity sooner after the CTh becomes rapidly inactive. The same pattern of activity in both muscles was observed regularly for the tokens of $k u g i, c u g i$, and sugi.

However, we could not see the SH activity in question at all for the other three words uki, ugi, and suki, and neither could we identify any CTh activity accompanied by an evident suppressive phase.

### 3.2. Acoustic Finding

The / $\mathrm{w} / \mathrm{of}$ kuki was not entirely devoiced in all the tokens; there were observable minute oscillations of the vocal folds with the exception of two tokens. On the other hand, we could not recognize any vocal oscillations for the words cuki and suki from their acoustic waveforms.

## 4. DISCUSSION

The characteristic pattern of activity observed from both CTh and SH shares a common syllabic structure of "obstruent +u ". This was not exceptional to the word kuki, either. Consequently, we assume that an accentual phrase calls for SH activity when it begins with this type of syllable, and this SH activity is linked with a short suppression of CTh activity. Our assumption can be supplemented by other findings: the words $u k i$ and $u g i$, which do not begin with an obstruent consonant, never showed any such SH activity, and in addition, the SH basically behaved reciprocally against the CTh in the present speaker. In any case we cannot account for the devoicing process of class 1 by the peculiar EMG pattern we observed.

On the other hand, the SH activity under discussion disappeared for the words cuki and suki, which correspond to the class 2 devoicing. This was in sharp contrast to the voiced counterparts cugi and sugi where the vowel/w/was not devoiced. Following our assumption above, this contrast is due to a kind of neural mechanism as follows: the vowel $\mathrm{l} / \mathrm{does}$ not manifest itself entirely and the resultant sequence of consonants, such as [ck] or [sk], does not require any more SH contraction; this vanishment of the SH burst in turn releases the CTh from a suppressive phase.

## 5. SUMMARY

Our EMG findings from the cricothyroid and stemohyoid muscles suggest that the devoiceable / $\mathrm{u} /$ after an affricate or fricative consonant is not merely devoiced, but rather tends to be reduced or deleted. This tendency is quite consistent with Han's observation [1]. Finally, we feel that we should make an additional measurement of laryngeal or tongue movements to clarify the
difference between the processes of vowel devoicing.

We are grateful to Takashi Katakura for technical assistance in transmitting data files to the Hewlett-Packard computer.
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## ABSTRACT

The hypothesis that compensation for lower loudness of high vowels ( $\mathrm{f}, \mathrm{u}$ /) in speech might contribute to the higher intrinsic F0 of these vowels in comparison with low vowels $(/ a, x /$ ) was tested. F0, intensity and subglottal (oral) pressure were measured in two tasks. In the first the subjects ( $\mathrm{n}=2$ ) produced the test word $/ \mathrm{pV}: \mathrm{ppV} /(\mathrm{V}=/ \mathrm{i}, \mathrm{u}, \mathfrak{x}, \mathrm{a})$ embedded in a carrier phrase. The pressure measurements showed highest pressure values for the vowel /u/ for both two subjects. In the second task the subjects read a $/ \mathrm{pV}: \mathrm{ppV} /$ word list and tried to maintain the same SPL of the long vowel through different vowels. The results showed that compensation for the SPL differences between vowels produced greater intrinsic F0 variation than in normal speech. However, the subglottal pressure differences were too small to explain the differences in the F0 values.

## 1. INTRODUCTION

The intrinsic $F 0$ of vowels, a vowel-specific variation of F 0 in comparable contexts, is a well-known phenomenon. The physiological background of this phenomenon remains partly unclear. Our earlier studies suggested that one important factor in this respect is the vowel-specific activity of the cricothyroid muscle activity. It does not, however, exclusively explain the vowel intrinsic F0 variation. Changes in the vertical tension of the vocal folds has been found to be one additional factor in the production of the intrinsic F0 phenomenon. Acoustical explanations have been rejected [1, 2].
Vowel intrinsic F0 variation has been reported to be present even in esophageal specch [3]. This might imply a
sub(pseudo)glottal pressure-dependent control mechanism.
Subglottal pressure can affect the fundamental frequency in normal voice production [e.g. 4]. The present study is aimed at testing the hypothesis that compensation for lower loudness of high vowels ( $/ \mathrm{i}, \mathrm{u}$ ) in speech might contribute to the higher intrinsic F0 of these vowels in comparison with low vowels (/a, æ/).

## 2. SUBJECTS AND METHODS

The subjects were two male native speakers (IR, OA) of Finnish without any known voice problems.
In the first task the subjects produced the test words in randomized order $/ \mathrm{pV}: \mathrm{pp} \mathrm{V} /$ ( $\mathrm{V}=/ \mathrm{i}, \mathrm{u}, æ, \mathrm{a}$ ) embedded in a carrier phrase (/sano 'pV:ppV ta:s/; "Say /pV:ppV/ again!")(n=25 for each vowel). In the second task the subjects tricd to maintain the same sound pressure level (SPL) of the long vowel through different vowels by monitoring the display of an SPL meter (B \& K 2209). Due to difficulties in adjusting SPL adequately the carrier phrase could not be used in the second experiment. / $\mathrm{pV}: \mathrm{pp} \mathrm{V} /$ words were read in the following order: $V=/ a, i, u, x /$ ( $\mathrm{n}=30$ for cach vowel).
The acoustical samples were recorded using a microphone (JVC MD 247) (distance 30 cm ) and a tape recorder (JVC CD 1635 MARK II). F0 peak values of the vowels of the first stressed syllable were analysed using a microcomputer-based analysis program (ISA). The subglottal pressure was estimated from the intraoral pressures (F-J Manophone) during /p/-consonants obtained from a tube (diametre about 3 mm ) placed between the lips [a.m. Löfqvist et al. 5]. SPL peak values (F-J Intensity Meter) and subglottal (oral)
pressure values were measured from calibrated plotted recordings (Siemens Oscillomink L). Pressure values were measured at two separate points: the peak for 1) the first $/ \mathrm{p} /($ point $a)$ and 2 ) for /pp/(point b).
The results obtained are represented by arithmetic means (X) and standard deviations (SD). Statistical tests were carried out using Student's t-test.

## 3. RESULTS

The results for both experimental conditions are shown in Figs. 1 (subject IR) and 2. (subject OA).
The results of the first experiment with a carrier phrase showed a normal vowe intrinsic F0 pattern for both subjects ( $/ \mathrm{i}, \mathrm{u} />/ æ, \mathrm{a}$ ). Also the SPL values obtained showed expected patterns (/i, $\mathrm{u} /</ \mathrm{x}, \mathrm{a} /$ ). The pressure values for the first measuring point (a in Figs.) showed significant vowel-specifity only for subject IR. In this case the pressure for the vowel /a/ tended to be lowest. However, the second measuring point (b in Figs.) showed statistically significantly higher pressure values for the vowel /u/ (IR: $\mathrm{p}=0.49 \mathrm{kPa}$; OA: $\mathrm{p}=0.60 \mathrm{kPa}$ ) than for other vowels /i, $x, a /$ (respectively, IR: $\mathrm{p}=0.40 \mathrm{kPa}, 0.39 \mathrm{kPa}, 0.40 \mathrm{kPa}$; OA: $\mathrm{p}=0.55 \mathrm{kPa}, 0.55 \mathrm{kPa}, 0.55 \mathrm{kPa}$ ).
The pressure values in the second experiment showed more vowel-specifity for both subjects than in the first "normal" condition. The subglottal pressures measured at point $b$ for the vowel/u/ (IR: 5.8 kPa ; OA: 7.3 kPa ) were significantly higher than for the vowels $/ \mathrm{i}, \boldsymbol{x}, \mathrm{a} /$ (IR: $4.4 \mathrm{kPa}, 3.3 \mathrm{kPa}, 3.0 \mathrm{kPa}$; OA: 6.9 kPa , $5.8 \mathrm{kPa}, 6.1 \mathrm{kPa}$, respectively).
As can be seen in Figs. 1 and 2 the equalization of the SPL level between the vowels was not a simple task. From the point of view of the present study, however, the fact that the SPL pattern could be changed ( $/ \mathrm{i}, \mathrm{u} / \mathrm{z} / \infty, \mathrm{a}$ ) is imporlant. As compared to the first part of the study the range of intrinsic F0 variation grew in the second part. This was exclusively due to a drop in F0 values of $/ x /$ and /a/. For both subjects the F0 of vowels /i/ and /u/ did not change significantly cven though both pressure and intensity values for these vowels were significantly higher.
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Figure 1. Average ( $\mathrm{X} \pm \mathrm{SD}$ ) F0, SPL and subglottal pressure ( $\mathrm{p}_{\mathrm{sg}}$ ) values for four vowels (subject IR).
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Figure 2. Average ( $\mathrm{X}_{ \pm} \mathrm{SD}$ ) F0, SPL and Figure 2. Average ( $\mathrm{X}_{\mathrm{s}} \mathrm{SD}$ ) values for four vowels (subject OA).

## 4. DISCUSSION

The subglottal pressure for the highest vowel/u/was significantly higher than that for the other vowels for both subjects in the experiment in which test words were embedded in a carrier phrase. This might imply a compensation for the low loudness of the vowel / $u /$. However, the estimated pressure difference between the average values for /u/ and $/ \mathrm{i}, \boldsymbol{x}$, a/ was only 0.05 kPa . From physiological studies it is known that in low chest register phonation a pressure rise of 0.1 kPa causes an FO rise of 5 Hz (see e.g. [4] for a review). Thus, it seems that only a few hertz of intrinsic F0 variation could be explained by pressure differences.
In the second part of the present study in which the SPL of the long vowel of the word $/ \mathrm{pV}: \mathrm{ppV}$ ) was kept as constant as possible the pressure differences were greater (approximately 0.1 kPa ). However, even in this case the F0 difference between the vowels $/ \mathrm{u} /$ and $/ \mathrm{x}$, a/ cannot be explained on this basis. It is obvious that a laryngeal contribution is necessary (c.f. [1]).
Usually F0 and intensity are known to be closely correlated (e.g. [4]). However, in the second condition of the present study the higher intensity and pressure values co-occurred with lower F 0 than in the first part. Two tentative explanations can be suggested. Firstly, the intrinsic F0 phenomenon is under keen cortical control and the intrinsic F0 of $/ \mathrm{i} /$ and $/ \mathrm{u} /$ represent the "correct" values. Now that the SPL was not allowed to change deliberately the situation was unnatural from the point of view of the low vowels /a/ and /a/, which caused a reduction in laryngeal activity and, consequently, a drop in F0. The second possibility is that the finding was caused by the difference in the test tasks. I.e. the reading style of a natural sentence is produced with a higher F0 than the list of separate and equally stressed words. In this case the F0 of /æ/ and /a/ would reflect the normal values of the task. Correspondingly the F0 of $/ \mathrm{i} /$ and $/ \mathrm{u} /$ would reflect the increased effort needed to reach the SPL in question. Thus the same F0 values for $/ \mathrm{i} /$ and $/ \mathrm{u} /$ in the two test conditions would be coincidental. Further studies are needed to distinguish between these two possibilities suggested by this preliminary study.
It can be concluded that equalization of the output SPL of vowels has an influence
on the vowel intrinsic F0 variation. This is also reflected in the subglottal pressure level, but the difference in the F0 patterns can not be explained on the basis of subglottal pressure differences alone. A laryngeal contribution is necessary.
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## ABSTRACT

In order to study motor control strategies in speech production, we propose to simulate the dynamical behaviour of speech articulators with a stiffness commanded distributed second order model, where the set agonist/antagonist is commanded as a whole. For [CVCV] utte rances, inversion from the jaw movements to the corresponding stiffness commands is proposed using a guided algorithm of error backpropagation. We focused the analysis of our results on the ability of our model to predict target undershoot, and to detect hypo- and hyper-articulation strategies used by two speakers.

## 1. INTRODUCTION

The so-called Equilibrium Point Hypothesis, introduced by Asatryan \& Feldman ([2]), suggests that skilled movements correspond to shifts in the equilibrium state of the motor system. In this framework, two major, quite different kinds of modeling have been developped: the $\lambda$ model proposed by Feldman and his co-workers (see [2], [6] and [7]) and $\alpha$ model, first proposed by Bizzi [3] (see also [4]). According the former the commanded variable is the recruitment threshold of the used muscle, whereas in the latter the muscle stiffness (corresponding to the muscle activation) is controlled. Both approaches yielded very appealing results for jaw or multi-joint arm movements ([4] and [7]). But in his clarification article [6] Feldman develops his argumentation against Bizzi's $\alpha$ model: this latter can actually neither explain movements occurring with a constant muscle activation level nor the absence of movement for a certain kind of variation of this activation; moreover stiffness cannot be centrally commanded since, due to afferent signals, this variable depends on the length of the muscle and then varies during the movement.
From our point of view, if the agonist and
antagonist muscles are considered as a whole, the concept of equilibrium point defined as an equilibrium between agonist and antagonist stiffnesses is functionnally very appealing. Thus, in spite of everything, we proposed [10] to use a stiffness commanded distributed second order model for the set agonist/antagonist muscles considered as a specifically commanded whole; the advantage of this - global modeling lies in the fact that it overcomes the main critics of Feldman against the stiffness model (see further). In order to test the validity of such an approach, we propose here to confront our model with data on jaw movements in the production of CVCV sequences. Inversion using a error back propagation algorithm is studied in order to infer the stiffness commands which allow the generation of suitable trajectories. The results are analysed in regard to the control strategies proposed by this technique for certain kinds of speech production.

## 2. OUR SECOND ORDER MODEL

According to the kinematics characteristics of skilled movements presented by Nelson [9], our model [10] (see fig.1) consists in a couple of springs, one for the agonist set and another for the antagonist one; these springs are linked by a material point, whose mass ( m ) is normalized to 1 . The displacements of this point correspond to shifts from an equilibrium point of the system to another. This latter is called target of the movement. The successive targets (or equilibrium points) are determined by the ratio ( $\eta$ ) between the stiffness ( $\mathrm{k}_{1}$ and $\mathrm{k}_{2}$ ) of the two springs. These mechanical targets are directly linked to the underlying phonetic targets of the sequence: each vowel and each consonant correspond to a specific value of the ratio $\eta$.
Both springs have the same rest length x 0 . When the equilibrium point of the system is shifted, an unidirectional movement of
the material point occur. Let $x$ be the spatial variable in the direction of the movement; the dynamical equation describing the system is then:
$\frac{\partial^{2} x}{\partial t^{2}}=-f \cdot \frac{\partial x}{\partial t}-\left(k_{1}+k_{2}\right) \cdot x-\left(k_{1}-k_{2}\right) \cdot x_{0} \quad$ (1)
It is, of course, quite easy to notice from this equation that, given $f$, the values of $k 1$ and k 2 determine completely the trajec tory. Because we consider the agonist and antagonist sets as a whole, we propose to command the model with two variables which act simultaneously on these sets:

- the stiffness ratio $\eta$ which determine the equilibrium position of the target;
- the cocontraction $K$, corresponding to the global activation $k 1+k 2$ of the set agonist/antagonist.
The major critics of Feldman [6] against the stiffness model don't apply to our approach: it is actually obvious that movement can occur without modification of the cocontraction level (with a reciprocal variation of $\mathrm{k}_{1}$ and $\mathrm{k}_{2}$ ), and that this level can be modified without change in the resulting stiffness ratio $\eta$ and therefore without movement. Moreover the cocontraction level is not dependent on the length of each spring and can therefore be centrally commanded. This holds if we suppose a symetrical modeling of the agonist and antagonist sets, which would induce a reciprocal lengthening/shortening on each of them.
The commands $\eta$ and $K$ vary theoretically by step between targets. However, in order to propose more realistic variations of the commands, we have smoothed the abrupt transitions of these signals by filtering them with a critical second order filter ( $\tau=80 \mathrm{~ms}$ ). The duration of each step is explicitely commanded.


## 3. THE INVERSION APPROACH

Equation (1) describes the dynamics of the model, where $K$ and $\eta$ are the inputs and $x$ is the output. The goal of the inversion procedure is to infer the time-varying functions $K(t)$ and $\eta(t)$ that generate the actual jaw displacement $x(t)$. Since equation (1) does not have constant coefficients, it is quite hard to derive an analytical solution to the general inversion problem. We applied then an iterative optimization procedure, essentially a gradient-descent technique, where we minimize a cost functional given by the squared error between the actual and the
model output signals integrated over the time interval of interest. We carry this optimization over the space of possible functions $K(t)$ and $\eta(t)$, with the constraints described in section 2 .
The gradient of the cost functional can be obtained using the calculus of variations, but for a discrete version of (1) (see [5]) we obtain a formulation close to the error backpropagation through time [11]. Without truncation in time, this method give an exact gradient and the error cost tends asymptotically to a local minimum through the iterations. With good guesses for the initial state and some interactive control during the process (e.g. alternating the optimization of the duration and amplitude of the commands) we get reasonable results, like those shown in the following section.

## 4. RESULTS - DISCUSSION

4.1. Description of the corpus

The corpus consists of the utterance [zezza] in Tunisian Arabic (what means: "he rewarded"). It is pronounced within a carrier sentence at two different speech rates ("normal" and "as fast as possible") and by two different native speakers. The movements of the jaw are considered here to be pertinent enough for a reliable description of the production strategies. They were recorded with a mandibular kinesiograph (K5AR), and sampled at 160 Hz (for more details see [1])
4.2.Undershoot phenomenon in the inter-consonantal vowel
In the following we denote by $\Delta \eta$ the amplitude of the variation of $\eta$, and by $\Delta \tau$ the temporal percentage of the vocalic command within the total duration of the vocalic plus consonantal commands.
We tried to fit the output of our model to the jaw data from one speaker at the two rates. First of all, the level of concontraction $K$ of the model was held constant. Fig. 2 shows the corresponding results

- at normal rate, the spatial positions corresponding to the mechanical equilibrium points (called ideal targets) are reached for both consonants [z] and [z] but a slight undershoot occurs for the vowel [ $\varepsilon] ; \Delta \eta$ is 0.49 , and $\Delta \tau$ is $33 \%$.
- at fast rate, the ideal targets are reached for the consonants, and we observe a very clear undershoot for the vowel; $\Delta \eta$ is 0.62 , and $\Delta \tau$ is $34 \%$.
At first glance, these results are satisfying:
through our inversion, the well-known vocalic reduction phenomenon due to speech rate increasing (see [8]) stands out. However the underlying command strategy here proposed seems to be unrealistic: $\Delta \eta$ increases in the case of vocalic reduction. This would mean that the speaker point to a further target to minimize the undershoot!!!
We adopt then the same fitting approach but with simultaneous optimization of $K$ and $\eta$. The results (Fig.3) are more satisfying:
- at normal rate, K remains approximately the same as above for the consonant, but increases for the vowel production; all ideal targets are reached, $\Delta \eta$ is 0.41 and $\Delta \tau$ is $41 \%$; it seems then that in order to prevent any influence of the consonantal context on the vowel, the speaker makes a particular effort for the vocalic articulation, corresponding to the increase of K .
- at fast rate, we observe a clear undershoot in the production of the vowel; we notice a reduction of the vocalic duration ( $\Delta \tau=33 \%$ ) and a decrease of the cocontraction level for the vowel production. The vocalic reduction could thus be explained through a credible strategy: the instruction "speak as fast as possible induces in the speaker a decrease in his articulation effort, corresponding to a decrease of the cocontraction level for the vowel production. From this point of view this second inversion is very interesting. However we observe again an increase of $\Delta \eta$, whose value is 0.53 . This can be explained by the fact that too many parameters ( $K, \eta$, and the durations of each command step) have to be optimized at the same time for this simulation. In order to get a better inversion, we have to propose constraints on the respective evolutions of these parameters; for example, the contraint " $\Delta \eta$ must be the same for normal and fast rates" would consolidate the above assumed strategy of our speaker for vocalic reduction.
4.3. Hypo. and hyperspeech strategies
Our further point is to compare the production strategies used by two different native speakers for the same utterance. Fig. 4 depicts the results of the inversion in the same conditions as just above. For both normal and fast rates, all ideal targets are reached for our second speaker: the cocontraction level increases strongly for the vowel production, and particularly at
fast rate; this speaker seems to increase his articulation effort when speech rate increases. This assumption corresponds to an audible characteristic of the speech signal: at fast rate this speaker cries out!!! We think so that our model provides a good tool to detect the phenomenon of hypo/hyperarticulation, as proposed by Lindblom ([8]), from the articulatory data. At fast rate, the first speaker tends to hypoarticulate whereas the second one tends to hyperarticulate.


## 5. CONCLUSION

By means of an error backpropagation technique we were able to fit available data on jaw movement to the output of a model consisting of agonist/antagonist pair of springs. The controlled variables in this model are the stiffnesses of the springs taken as a whole. In spite of Feldman's interesting critics against stiffness control for skilled movements, we showed that our model can explain known phenomena in speech production, namely vowel reduction and hypo/hyperarticulation strategies.
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Eigure 1: The distributed second order model.


Eigure 2: Stiffness commands and jaw displacement obtained for a constant cocontraction level; as regards the displacement, at the scale of the figure, there is no perceptible differences between model output and data; the dotted segments on the displacement curve correspond to the different infered ideal targets (see text); (a) $=$ normal rate, (b)=fast rate


Time ( 31 ms )
Eigure 3: Stiffness commands and jaw displacement obtained for the first speaker; for comments see figure 2 .


Time ( 31 ms )
Figure 4: Stiffness commands and jaw displacement obtained for the second speaker; for comments see figure 2.

# TRYING TO DETERMINE PLACE OF ARTICULATION OF PLOSIVES WITH A VOCAL TRACT MODEL 
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The vocal tract is divided into thirty parts of equal length. Each part belongs to one region and has the qualitative behaviour of this region (See Figure 1). The cross sectional areas for the first region ( $-A$ ) are scaled from $0.8 \mathrm{~cm}^{2}$ to $3.0 \mathrm{~cm}^{2}$ and the remaining ones from $0.5 \mathrm{~cm}^{2}$ to $15.0 \mathrm{~cm}^{2}$. The effective length of the acoustic tube has been set to 19 cm .

## 3 The Neural Controller

## Abstract

We have recently used the Distinctive Regions and Modes theory ([121), coupled with a neura controller (115]), to produce an acousticticulatory inversion of a vocal tract model ([17]). This paper presents results on the possible detection of the place of articulation of plosives on the basis of this inversion scheme.

## 1 Introduction

Mrayati, Carré \& Guérin ([12]; see also [3]) have recently presented a theory of speech production based on distinctive modes and on distinctive spatial regions along the vocal tract. This theory provides a framework for articulatory speech synthesis ([13]). It supplies relationships between the variations of the first three formants and the cross sectional areas of eight vocal tract regions of the model. Previous work has shown that such a-priori qualitative knowledge can be used to control and invert non-linear physical processes with a neural network ([15]). In this work, the relationships between the cross sectional areas of the regions and the formant variations are used to provide an acoustic-articulatory inversion of a vocal tract. Acoustic-articulatory inversion is a one-to-many nonlinear problem. It is usually managed by generating articulatory vectors in the articulatory space, and computing the corresponding acoustic parameters. Then, a look-up table can be constructed, providing the relationships between acoustic parameters and articulatory vectors ([11], [1], [7]).

A previous paper ([17]) has shown that a network is able to learn to invert the process, for the eleven French oral vowels. The addition of a constraint on the average volume
the vocal tract allows the system to provide rer reastic vocal tract shapes, and clearly proves the convergence rate of the network. These results have been extended to a 30 sections vocal tract by introducing a continuity constraint, and the inversion has bee generalized to the vowel space ([18]).

In this paper, the inversion scheme is used o provide an articulatory gesture in the neighboumood of plosives. This gesture is then analysed to locate the candidates for place of articulation.
Bailly et al. [2] are currently studying a similar, but more ambitious problem: They use Jordan's approach ([5]) to control Maeda's articulatory model ([9]).

## 2 The Vocal Tract Model

Vocal tract shapes are generated in the framework of the so-called Distinctive Regions and Modes theory ([12], [3]). The model involves an acoustical tube closed at one end (glottis), and open at the other (lips) (Figure 1). This model is based on the study of acoustical properties of vocal tract shapes, compared to those of a neutral uniform tube. For the three formants model, eight regions of different lengh (the distinctive regions) can be defined. Varying the mean cross sectional area of each of these regions induces specific and quasi monotonic formant variations. The eight monotonic formant variations. The eight
regions will be denoted as $-A,-B,-C,-D$, and $D, C, B, A$.


Figure 1:Vocal tract divided in 30 parts and 8 different regions.

The following text presents research results of the Belgian National incentive-program for fundamental research in artificial intelligence initiated by the Beigian State, Prime Minister's Office. Science Policy Programming. We would like to thank Rene Carre for helpful discussions, and Philip Miller for his help in the draft of the English text
layers. There are three input units corresponding to the first three formant values), ten hidden units, and thirty output units (corresponding to the thirty parts of the vocal tract).

The error used for the back-propagation gorithm in the neural network is composed of three terms: The difference between the actual and the target fomants, a constraint on the average volume of the vocal tract, and a continuity constraint:

$$
\begin{align*}
E= & \sum_{v}\left[\sum_{i=1}^{3}\left(F_{i}^{v}-F_{i}^{v d}\right)^{2}\right. \\
& +k_{1}\left[\left(\sum_{i=1}^{30} L A_{i}^{v}\right)-V_{0}\right]^{2}  \tag{1}\\
& \left.+k_{2} \sum_{i=1}^{29}\left(A_{i}^{\nu}-A_{i+1}^{v}\right)^{2}\right]
\end{align*}
$$

where the $F_{i}{ }^{\nu}$ are the formant values computed through the transfer function of the tube ([8]), the $F_{i}^{v d}$ are the target formants, $L$ is the length of a part, the $A_{i}{ }^{\nu}$ are the corresponding areas supplied by the network, $k_{1}=510^{-5}, k_{2}=210^{-3}$, and the average volume $V_{0}=85 \mathrm{~cm}^{3}$.

This way, the network approximates the nonlinear mapping from the acoustic parameters (the three first formants) to the articulatory space (the cross sectional areas) The net provides one possible solution to this problem and, since it is a one-to-many problem, constraints are introduced in order to reduce the number of possible solutions. Hence, we observe that the different mapping obtained with different initial weights are quite similar.

## 4 Experimen

The network is first trained on the 11 French oral vowels (we use values published by [10]), then, the training set is generalized to the whole vowel space (see [18]).

After this training, the networ approximates the nonlinear mapping from the acoustic parameters (the three first formant values) to the articulatory space (the cros sectional areas). The net is used to provid vocal tract shapes in the neighbourhood consonant plosives. These shapes are then used to locate a possible constriction place. This allows us to establish whether there is a correlation between this constriction place and
the real place of articulation of the plosive Indeed, Mrayati, Carré \& Guérin ([14]) claim that the different regions of the acoustic tube correspond to precise places in the vocal tract. For instance, labials are associated with the region $A$, dentals with the region $B$, and palatovelars with the regions $C$ and $D$.

It is well known that important cues for identification of place of articulation of plosives are located in the formant transitions ([4]) and burst spectrum ([19]). In this work, we only take into account the formant values to realize the inversion

Speakers. Two Belgian male subjects, native speakers of the French spoken in the Brussels area, and with university education were employed.

Recording procedure. The VCV items were recorded with a Studer A310 tape recorder in an anechoic room through a Neumann U88 microphone. They were sampled at 20 kHz with the Macspeech Lab software on a Macintosh II.
lems. The speakers were asked to produce VCV items, $C$ being one of the six plosives $[p, t, k, b, d, g]$ and $V$ one of the five vowels $[a, e, i, y, u]$. There were $5 \times 6 \times 5=150$ items for each speaker. The sequence consisted of three blocks of 50 items in random order.

Acoustic analysis. The formant values were manually extracted with the Macspeech Lab software, at two different locations, for both adjacent vowels: The middle of the stable portion of the vowel $\left(t_{s}\right)$ and the end of the vocalic transition ( $t_{e}$ ). We were unable to extract these values for 4 items, the transitions being not detectable. The formants are provided as input to the network, which associates vocal tract configurations. Two different cues are computed on the vocal tube, a static cue, which simply corresponds to the sections at $t_{e}$, and a dynamic cue, which is:

$$
I_{i}\left(t_{e}\right)=\frac{A_{i}\left(t_{s}\right)-A_{i}\left(t_{e}\right)}{A_{i}\left(t_{s}\right)-A_{i \min }}
$$

(2)

The place of articulation of the plosive is determined on the basis of the constriction deduced from the two different cues and the two adjacent vowels. The final decision is taken by a vote of the different knowledge sources.

Confusion matrix is presented in Table 1. We obtain $72.0 \%$ identification of classified places and $21.6 \%$ of ambiguous cases. Table 2 shows that the dynamic cue is more reliable than the static one, but provides more ambiguity.

There is indeed a correlation between the place of articulation of the plosive and the constriction of the tube. However, a more detailed analysis of the results shows a great influence of the context on the behaviour of the tube. This is not surprising provided that cues for place of articulation are known to be context-sensitive ([20]; [6]). For instance, for context-sensitive ( $[20] ;[6])$. For instance, for
context [i], the constriction of the vowel is context [i], the constriction of the vowel is
palato-velar, and remains during the transition. In this particular case, the dynamic cue is much more reliable.

Table 1: Total results for the 296 VCV items.

| produced | labial | dental | velar |
| :--- | :---: | :---: | :---: |
| identified |  |  |  |
| labial | 75 | 13 | 24 |
| dental | 5 | 47 | 0 |
| velar | 6 | 17 | 45 |
| ambiguous | 12 | 23 | 29 |

Table 2: Results for static cue (upper table) and dynamic cue (lower table).

| produced | labial | dental | velar |
| :--- | :---: | :---: | :---: |
| identified |  |  |  |
| labial | 57 | 10 | 28 |
| dental | 1 | 27 | 0 |
| velar | 6 | 15 | 32 |
| ambiguous | 34 | 48 | 38 |


| produced | labial | dental | velar |
| :--- | :---: | :---: | :---: |
| identified |  |  |  |
| labial | 51 | 8 | 11 |
| dental | 4 | 26 | 1 |
| velar | 3 | 8 | 35 |
| ambiguous | 40 | 58 | 51 |

## 5 Conclusion

Results show a correlation between the region of constriction of the acoustic tube and the place of articulation of the plosive. Nevertheless, we observe a strong variability with the vocalic context, which is not surprising given the simplicity of the defined cues. The acoustic tube has a complex dynamic behaviour, which cannot be accounted for by introducing such simple articulatory cues. The definition of context-dependent cues could achieve more accurate results.
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ABSTRACT
Vocal fold vibration by phonation is currently viewed as a passive, myoelastic-aerodynamic process [1] of simple opening and closing of the glottal chink at fundamental frequency.However, vibration recorded directly from the thyroid cartilage could prove this seemingly simple vocel fold cyole to be more complex and associated with a probably reflex event.
1.INTRODUCTION

Laryngeal anatomy does seem to be simple at ilist sight, see Fig.1. As such it could


Fig. 2 Ewald's pipe Simplified laryngeal section
in the past do with the substitute model of a kind of Ewald's pipe, see Fig.2.
2. LARINX BY PHONATION

Phonation is measured by methods focusing on the behaviour of the proper glottal chink opened by the exhaled air stream as seen in Fig. 3, large arrow. The lateral opening along the axis
y, see arrows, is well evident in the electroglotto -


Fig. 3 Idealized glottal chink graphic recording (EGG) of Fig. 4 below. This is matched by actualized frame sectors in the upper part of Fig. 4
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Fig. 4 Simultaneous recordings of EGG signal and glottal chink image
according to Hirose (Fig.5) [2]. Recordings belonging to one vocal fold cycle are numbered 1 to 10. The course of EGG impedance changes informs about the way the chink is opened or closed. Other information can be obtained from a simultaneous recording of thyroid cartilage vibration. An acceleration recorder can be placed on the thyroid cartilage,

Pig. 5 Glottal chink image according to Hirose

with an example in Fig.6. [3]


Fig. 6 Course of thyroid cartilage amplitude
The current conception would expect an uncomplicated process corresponding to simple opening or closing of the chink. The measured course, however, deacribes a complex event with two oscillations within one oyole.
3.ACCOUNT OF THE COMPLEX EVESTT
Let us inspeot the larynx more closely, noticing the two ligaments joining the arytenoid with the thyroid cartilage. The upper one, ligamentum ventriculare, proba bly has a centring role, the ligamentum vocale playing the part on an oscillator for the thyroid cartilage as a resonator [4], [5]. A simplified description of laryngeal aotivity in the course of the pour basic phases of the vocal fold cycle can be derived from Fig.7. The first phase is preceded by the mentioned setting up of phonstory position. The symbolic section through the thyroid cartilage passes from the respiratory to the centred position. Now the thyroid cartilage can vibrate arround this new centred position. During the first phase, the expired air stream


Fig. 7 Four phases of the vocal fold cycle
stretches the vocal ligament pulling the thyroid cartilage inwards. Blank arrow indicates upward movement of the vocal folds. During the second phase, due to its own elasticity, the thyroid cartilage returns back to its equilibrium at once to overshoot outwards. During the third phase, the musculus vocalis probably contracts to attract the thyroid cartilage. During the last, fourth phase, the thyroid cartilage, again due to its own elasticity,will first return back at once to overshoot, taking away with it the vocal ligament and giving it an im pulse to a downward movement.
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Fig. 8
Thyroid cartilage movement matched with glottal chink image

In this way the vocal folds are closing with a downard movement at this moment ( inverse blank arrow ). Now the rocel fold cycle can repeat.

## 4.CONCLUSION

The aingle phases of Fig. 7 were then matched with the movement of the thyroid cartilage in dorsal and ventral direction and denoted by grey, black and blank arrows. The described movements can be matched with the course of the amplitude for the thyroid cartilage of Pig.8, completed with the ordering of the respective frames for the glottal chink given in Pig.5. Grey arrows show the opening of the glottal chink by the air atream, blank arrows the alastic backward movement of the thyroid cartilage, and black arrows the presupposed presence of a neuroreflex event, whose role it probably is to close the glottal chink before its sabsequent opening. Compared with the situation in Fig. 4, we thus obtain new information. What we now have is not only information on the progress of the opening and oloalng, but also on the way the glottal chink is being closed. So far, this process is accounted for by reference to Bernoulli's effeot. The presence of neuromuscular junction is supported by the reaulta obtained in subjeota suffering from some organic leaions of the nervous aysten, in whon this event was
either inhibited or missing altogether.

The following conclusions can be made:
4.1 Laryngeal Vowel Differentation
The complex event recorded atraight on the thyroid cartilage is of vowel differen.. tiated nature [2].
4.2 Laryngeal Diagnostio

Investigation of largngeal vibrations offers diagnostic utilization in some organic lesions of the nervous syatem.
4.3 Study of Voice

The described complex e-. vent, that can be observed during speech and two 0ctaves of a modal roice, can be used in the study of volce production.
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AN INVESTIGATION OF LOCUS EQUATIONS AS A SOURCE OF
RELATIONAL INVARIANCE FOR THE STOP PLACE DIMENSION

## H. Sussman

Unlversity of Texas at Austin, Texas, U.S.A.

Locus equations, straight line regression fits to data points formed by plotting onsets of F2 transitions along the Y -axis \& corresponding midvowel target frequencies along the X -axis. were generated across 20 speakers using speech tokens $/ b(V) t /, / d(V) t /, \& / g(V) t / w i t h$ 10 vowel contexts. Slopes \& yintercepts were significantly different across stop place $\&$ correctly predicted stop categorization. Locus equations provide a higher-order cate-gory-level metric capable of capturing relational invariance for place of articulation.

## 1. INTRODUCTION

The coarticulatory nature of speech has led to the theoretical impasse known as the "invariance problem"- i.e. perceptual constancy despite physical variation in the signal. Phonetic segments are realized in an overlapped, dynamic, \& context-sensitive fashion, while conceptualizations in the abstract depict them as discrete, static. \& context-independent. The elusive quest for invariance, the search for stable acoustic cues that isomorphically encode the phonetic segment has been ongoing since the early 1950's. The 'limus test' for invariance has been place of articulation for stop consonants. The pur-
pose of this research was to offer a refocused conceptualization of a traditional candidate for acoustic invariance the F2 transition as its onset \& trajectory vary with the ollowing coarticulated vowel. A formal metric that succinctly captures the relative changes ocurring in F2 transitions will be investigated as a potential, higher-order cue invariantly signalling place of articulation in voiced stops. This metric was initially formulated by Lindblom [3] \& termed "locus equations." Despite a surface similarity to the "virtual locus" concept [1], Lindblom's metric was not intended to formalize a fixed \& context-independent acoustic correlate of stop place, but rather to illustrate the context-dependence existing between onset frequency of F2 and its location in the vowel nucleus of the syllable. The regression plots showed extreme linearity and tight clustering of data points. Moreover, the slope \& $y$ intercept differed as a function of stop place for Swedish $/ \mathrm{b} / \mathrm{/d} / \mathrm{d} \& / \mathrm{g} /$ followed by 8 vowels. One purpose of the present study was to determine if American English stop + vowel syllables would also show the extreme linearity \& orderliness exhibited by Lind-
lom's data. Another rationale was that a higher-order linguistic abstraction could be used to investigate the invariance issue. All previous studies have examined acoustic cues derived at \& characterizing the single phonetic segment. The locus equation metric is derived over \& characterizes an entire stop place category. A nontrivial aspect of the invariance dilemma might very well relate to the proper level of abstractness of the linguistic elements for which the invariant acoustic properties are sought

## 2. PROCEDURE

### 2.1 Subjects

Twenty subjects, 10 male \& 10 female were used, ranging in age from 18 to 46 . Varied dialects of American English were spoken

### 2.2 Stimulus materials

Subjects were asked to produce CVC syllables in a carrier phrase format "Say CVC again." Words were typed on a list in five randomized orderings. Initial stops were /b/./d/ and /g/ followed by 10 medial vowels contexts/i, I, e, , ae, a $\mathrm{o}, \mathrm{},, \mathrm{u} /$. The final consonant was always /t/. Thus, there were $10 / \mathrm{b}(\mathrm{v}) \mathrm{t} / \mathrm{tokens}, 10$ /d(v)t/ tokens, and $10 / \mathrm{g}(\mathrm{v}) \mathrm{t} /$ tokens, each repeated five times yielding a total of 150 utterances per subject.

### 2.3 Instrumentation

Each speaker's productions were recorded in a soundproof booth using a high quality microphone \& cassette tape recoder. The recorded signal was sampled at 10 kHz \& digitized using an Apple MacIntosh II computer with MacAdios II hardware. The MacSpeech Lab II package was used for all display, editing measurement \& playback rou
tines. F2 measures were obtained from three sources: (1) direct on-screen wideband spectrograms; (2) LPC spectra (3) wide \& narrowband FFTs.

### 2.4 Data Sample Points

The two formant measurement points were F2 onset defined as the frequency value of F2 at the first glottal pulse following the release burst and F2 vowe defined as the frequency of F2 at the midvowel nucleus. F2 vowel measurement points were not fixed in time: If F2 was "steady-state" a midpoint on the formant was taken; if F2 was diagonally rising or falling a midpoint position was similarly used; if F2 was 'parabolic' a minima/maxima point was taken for F 2 vowel

## 3. RESULTS

Sixty locus equation scatterplots were generated. Extremely tight clustering of points about the regression line were found throughout all speakers, regardless of gender. Collapsing across repetitions \& subjects, group mean locus equation plots are presented in Figure 1 for initial labial, alveolar, and velar stop place. It can be seen that male \& female coordinates lie along the same linear function with female values lying further out each axis. Labial /b/ had the steepest slope (.91) followed by $/ \mathrm{g} /$ (slope $=.79$, and then alveolar /d/ (slope $=$ .54). An ANOVA on both slope \& $y$-intercept parameters revealed significant main effects for place of articulation ( $p<.001$ ).


Fig. 1: Group mean locus equation scatterplots for $/ \mathrm{b} / \mathrm{l} / \mathrm{d} /$, \& /g/.

To summarize up to this point plotting F2 onsets obtained at the CV boundary in relation to midvowel 'target' frequencies (F2 vowel) yields linear relationships that systematically vary with stop place. Thus, despite the extreme context-dependency of the coarticulated CV gesture a relational form of invariance is captured that is independent of the following vowel. At the single CV level no absolute signal invariance is present only when the higher-order stop + vowel phoneme category is represented acoustically does a relational-type of invariance first emerge.

### 3.1 Discriminant Analyses

To test the categorical classification success of token-level versus category-level predictor variables a set of linear discriminant function analyses were run. At the single token level F2 onset \& F2 vowel frequencies were used as predictors for place of articulation (chance $=33.3 \%$ ). Percent correct classification rates were 83.1, 79.4, and 67.9 for labials, alveolars, \& velars respectively. When the 60 derived slopes \& y-intercepts ( 3 stop place locus equation functions per subject X 20 speakers) were used as predictors $100 \%$ corect classification was obtained.

### 3.2 CV "Prototypes"

Figure 2 shows canonical group mean regression lines for each stop place category. Velar /g/ is shown broken down into a more accurate subgrouping of allophonic variants of $/ \mathrm{g} / \mathrm{preceding}$ front vowels (palatal $-/ \mathrm{g} / \mathrm{p}$ ) \& /g/ preceding back vowels (velar $/ \mathrm{g} / \mathrm{v}$ ). These mean regression functions obtained across 10

Prototypical "CV" Locus Equations

```
NNe 10 male + }10\mathrm{ Semale eppeakers)
```



Fig. 2 Locus equation "prototype" functions for /b/, /d/, /g/-velar, \& /g/-palatal place of articulation.
male \& 10 female speakers are currently conceptualized as representing "prototypes" for CVs, \& as such may contain the theoretical framework for understanding \& studying the auditory representation of dynamically coarticulated CVs.
MALE GRAND MEAN ( $n=10$ )


Fig. 3 3-D scatterplot of F2 onset, F2vowel, \& F3onset frequencies for $/ \mathrm{b} /, / \mathrm{d} /, \& / \mathrm{g} /$ followed by 10 medial vowels.
3.3 3-D Acoustic Space Adding F3 onset ( Hz ) to the locus equation parameters provided a 3-D perspective of acoustic/phonetic space. Fig. 3 illustrates a typical scatterplot averaged across the 10 male speakers. Distinct \& minimally overlapping 'cloud' \& respective 'shadow' representations were consistently found for both individual \& group data as a function of the 3 stop place categories.

## 4. DISCUSSION

The data of this study demonstrate acoustic orderliness for stop place categories emerging from both locus equation \& 3-D scatterplots of F2 \& F3 data. A context- independent phonemic class descriptor, \& hence a logical alternative to gestural-related invariance notions [2] has been demonstrated. The acoustic signal, despite coarticulatory complexity, contains a systematic set of correlational attributes of formant information capable of coding place of articulation without recourse to a gesturallevel recoding of the signal. Stop place categories are sufficiently contrastive in their physical instantiation in the speech sound wave to permit direct auditory decoding.
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# MODELLING SPEECH PERCEPTION IN NOISE: A CASE STUDY OF THE PLACE OF ARTICULATION FEATURE 
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## ABSTRACT

In this study, perceptual confusions of the place of articulation feature for syllable-initial /b,d/ stop consonants in noise are examined. Experimental data are compared with a model, based on auditory masking theory, that estimates the level and spectrum of noise needed to mask each formant peak. Results show good agreement between the experiments and the theoretical model, and indicates that F2 transition is essential in signalling the place distinction for these consonants.

## 1. INTRODUCTION

The goal of the study is to develop procedures for predicting the perceptual confusions of speech sounds in noise. The prediction is based on the following premise: if the acoustic attributes that signal a particular phonetic contrast are known, then, based on auditory masking theory, it should be possible to calculate the level and spectrum of noise that will mask these acoustic attributes, and hence will lead to confusions in listener responses to that phonetic contrast. The methodology here is threefold: 1) quantifying acoustic correlates of phonetic features in naturally-spoken utterances and using the results to synthesize these utterances, 2) using masking theory to predict the level and spectrum of the noise which will mask these acoustic correlates, and 3) performing a series of perceptual experiments, using synthetic stimuli, to evaluate the theoretical predictions.

The feature chosen for the present phase of the study is place of articulation for the stop consonants /b,d/ in CV syllables with the vowels $/ a /$ and $/ \mathrm{\varepsilon} /$.

## 2. ANALYSIS AND SYNTHESIS

The place distinction for the consonants $\mathrm{b}, \mathrm{d} /$ is signalled mainly by the shape of the trajectory of the second formant frequency (F2) and by the spectral shape of the burst. The F2 transition is thought to carry most of the place information for syllable-initial stop consonants [2]. In the /Ca/ case, the F2 trajectory falls into the vowel for the alveolar / $\mathrm{d} /$ and rises for the labial /b/. With the vowel $/ \varepsilon /$, the F2 trajectory rises for $/ \mathrm{b} /$ and is almost flat for / $\mathrm{d} /$. Figures 1 and 2 show schematized spectrograms of synthetic burstless utterances of $/ \mathrm{ba}, \mathrm{da} /$ and of $/ \mathrm{b} \varepsilon, \mathrm{d} \varepsilon /$, respectively, illustrating the differences in the F2 trajectories. These synthetic utterances, which are used later in perceptual experiments, are generated using KLSYN88 [4]. The choice of parameters is based on analyses of natural utterances spoken by a male speaker. The synthetic utterances were $100 \%$ identifiable and discriminable in quiet when played back to a group of three subjects.

## 3. THEORETICAL PREDICTIONS

If it is assumed that masking of formant frequencies is similar to masking of tones at the same frequency (an assumption verified through pilot experiments), the level of noise needed to just mask out each formant frequency can be calculated. For example, the ith formant frequency is masked if the level of a white-nois masker in a critical-band around that formant frequency $\left(N c_{j}\right)$ is 4 dB greater than the amplitude (in dB ) of the formant frequency $\left(A_{j}\right)$ [5]. $N c_{i}$ is the rms level of the noise (in dB) estimated from the DFT spectrum and corrected by 10 log
(ratio of the analysis-filter bandwidth to the critical bandwidth the $i$ th forman frequency). That is, the condition is that $N c_{i} \geq A_{i}+4$. Calculations can then be made to determine the time interval over which each formant frequency is masked. Figure 3 illustrates these computations for Figure 3 ill a partcular leve for which F2 transition in the synthetic daa/ stimulus is partially masked. In this case, Fl is never masked $\left(A_{1}+4>N c_{1}\right.$ ), F 3 is always masked ( $A_{3}+4<\mathrm{Nc}_{3}$ ) and only the first 10 ms of F 2 is masked. Note that the spectral peak of F2 changes by about 10 dB during the transition period. This is in accordance with observations of amplitude changes in natural speech. The computations are done every pitch period.

## 4. EXPERIMENTS

The goal of these experiments is to examine the perceptual importance of the F2 trajectory in signalling the place-ofarticulation feature distinction for the plosives $/ \mathrm{b}, \mathrm{d} /$ in syllable-initial position with the vowels $/ a /$ and $/ \varepsilon /$. Nonsense syllables were used to make sure that lexical effects, such as word frequency do not bias subjects' responses.

### 4.1 Stimuli and Experimental Design

Synthetic utterances of $/ \mathrm{ba}, \mathrm{da}, \mathrm{b} \varepsilon, \mathrm{d} \varepsilon$ were attenuated, mixed with white noise, randomized, repeated 10 times and presented to subjects in identification tests. There were 13 stimuli with different signal-noise ratios (SNR) for each utterance. The SNR was varied by changing the signal level in 1 dB steps while keeping the noise level constant. The presentation level, as determined by the peak in the yowel, was 66 to 79 dB SPL.

### 4.2 Subjects

Four subjects participated in the $/ \mathrm{Ca} /$ experiments and three subjects participated in the $/ \mathrm{C} \varepsilon /$ experiments. Two of the subjects were students at MIT. None had any known speech or hearing Noblems. Training periods, lasting problems. Training perionding on the subject, preceded each listening session.

### 4.3 Results

4.3.1/Ca/ case

The results of these experiments show that the /ba/ stimuli were perceived correctly at all noise levels used in the experiment. Figure 4 shows the results of experiment. Figure 4 shows the results of
the experiments for each subject the experiments for each subject
individually for the/da/ stimuli. The responses are plotted as a function of the SNR in a critical band of F2 in the steadystate portion of the vowel. These identification functions show an abrupt shift from / da/ to /ba/. The average threshold for the subjects occurs at the stimulus where 23 ms of the F2 transition is masked. The total duration of the F2 transition is 40 ms .

## 43.2/Ce/case

The results of these experiments show that the /d $\varepsilon /$ stimuli were identified correctly at all noise levels used in the experiment even when F2 is completely masked. Figure 5 shows the results of the experiments for each subject individually for the /be/ stimuli. The responses are plotted as a function of the SNR in a critical band of F2 in the steady-state portion of the vowel. These identification functions show a shift in perception from /bel to /de/. However, the fontification functions show individual ders' responses. It is differences in listeners responses. It is interesting to note that these differences are similar to those found in the listeners' masked thresholds of pure tones in independent tests.

## 5. Discussion

The results of this study show that the shape of the F2 trajectory is essential in identifying the place of articulation for the consonants / $\mathrm{b} /$ and / $\mathrm{d} /$ preceding the vowels /a/ and / $\varepsilon /$. The labial feature is vowels $/$ and . The rajectory when signalled by a flat trajectory when preceding /a/ and a rising trajectory preceding $/ \varepsilon /$. If noise masks most of the F2 transition such that only the steadystate part of the transition is free of masking, then /de/ is perceived. The feature alveolar, on the other hand, is signalled by a flat trajectory preceding $/ \varepsilon$ signalling trajectory preceding la/ If and a falling trajectos of the F2 transition noise masks out for / da/ such that the movement of F2 is minimal, then the stimulus is perceived as /ba/. This result is in agreement with results of other researchers [1][3] who
observed that the first 20 ms or so of the F2 transition carries important place information for / $\mathrm{d} /$. Their observations were based on perceptual experiments conducted in quiet.
Other experiments examining the perceptual role of stop bursts are underway. Preliminary results indicate that in the/ Ca / case and in the presence of white noise, the burst is masked at very low SNR and, hence, does not play a significant perceptual role. We plan to pursue this approach further in investigating other phonetic contrasts in noise such as manner of articulation and voicing and to test the model under 'shaped' noise conditions.
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Figure 3. Plots of the relative levels of the amplitudes of the first three formant frequencies plus 4 dB (re 0.0002 bar ) along with the noise levels ( $N c_{i_{i}}$ ) in the corresponding critical bands. Masking occurs when $N c_{i}$ is at least as high as $A_{i}+4$. The data are for a/da/ stimulus.
/da/ responses


SNR in a critical band of F2 in the steady-state part of the vowel (dB/190 Hz)
Figure 4. Plots of percent correct versus the signal-to-noise ratio in a criticial band of F2 in the steady-state part of the vowel. The critical band in this case is 190 Hz . The plots are for the /da/ stimuli


SNR in a critical band of F2 In the steady-state part of the vowel ( $\mathrm{dB} / 280 \mathrm{~Hz}$ )

Figure 5. Plots of percent correct versus the signal-to-noise ratio in a criticial band of F2 in the steady-state part of the vowel.The critical band in this case is 280 Hz . The plots are for the / $\mathrm{be} /$ stimuli.

MECHANISNS OF VOWEL PERCSPTION: EVIDENCE FROM STEP VOWELS
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## ABSTRACT

"Step tones" were constructed in which a series of equal intensity harmonics substituted for the upper formants of synthetic upper formants of synthetic
snglish front vowels. The English front vowels.
number of HF harmonics, and thus number of HF harmonics, and thus
the lower "edge" of the HF gtep the lower "edge" of the HF step
was varied, along with the relative level of the HF step. Since it was already known from previous atudies that atep tones were perceived as vowels, the present experiments were designed to explore systematically the effects of edge frequency and level in ordar to determine the role of these attributes in determining vowel quality.

## 1. IMTRODUCTION

Earlier work by the author has provided evidence on vowel perception that cannot be accounted for by traditional formant frequency based theories. First, experiments with two-formant vowels [3] demontrated that continuous changes in phonetic quality can be achieved by altering relative formant amplitudes. Secondly, a wide range of highly recognizable vowel qualities can be be elicited by atimuli with no formant peaks $[4,5]$. The stimu11 usedin the latter experiments had auditorily flat spectraz a single $L$ f series of loudness-equalized harmonics ('etep') eliciting back vowels,
and both low and high frequency steps together eliciting central and front vowels. For a given Lf step, phonetic quality was dependent upon both the LF edge of the $H F$ step and the relative LF/HF step amplitudes. In general, the findings with single step tones [4] were similar to those with single formant vowela, in that a large range of gatisfactory back vowels were produced, while the range and naturalness of the front vowels were considerably less (indeed, it has been found that [i] was the only front vowel that could be elicited by single formant stimuli [2]).
The results with two-step stimu$1 i$ [5] showed that highly identifiable, natural sounding vowel qualities, including the troublesome front vowels, can be elicited by such stimuli. In addition, the relative amplitude of the low and high frequency steps in these stimuli contributed to vowel quality in a fashion analogous to that of the formant amplitudes in two formant vowels of [3]

## 2. PRESENTE STUDY

2.1 Aim and Rationale

The primary aim of the present study was to provide more evidence that would help to choose between alternative explantions of the eariler data. To this end, it was decided to examine more closely the role of the frequency of the lower edge of the HF step in tones with energy
in both the F1 and upper formant regions, and any possible interaction of edge frequency with level. Theories to accomodate the earlier data must account for the following: (1) the lack of formant peaks (2) the "edge effect" -- vowel quality dependence on the edge frequencies of the LF and HF steps (3) amplitude dependence -- quality dependence on the relative LF/HF level.
It would seem that two types of theory could account for the edge effect (restricting our attention here to the LF edge of the $H F$ step): (a) the edge hypothesis (EH) -- the lower edge frequency is extracted and used directly. (b) a "center of gravity" (COG) hypothesis (CGH) --- something akin to the local CoG of the whole HF step (or upper formant region in natural vowels) is taken. Changing LF edge would have the effect of changing the COG as well. CGH would predict that quality would depend on both the HF as well as the LF edge of the HF step (though to reduce the number of stimuli only the LF edge was manipulated in these experiments. This can still distinguish between the competing hypotheses). CGH would predict that identifications would take place by matching the CoG of the HF step (roughly the mid point on a pitch scale for a flat series of harmonics) against the CoG of the upper formant region in the $S$ 's internal reference vowel (perhaps roughly equivalent to F2 prime). In short, EH would predict best identifications with edge frequencies at or slightly below F2, while CGH would predict identifactions with edges well above F2. As a guide, midpoints for the $H F$ steps ranged from 2554 Hz to 3057 Hz when measured on the ERB-rate scale [7].
To account for the amplitude effect, it would seem that a mechanism involving some form global spectral balance, or
pehaps CoG, is implicated. In the case of the latter, it would involve operation over a distance of greater than the 3.5 Bark limit originally suggested by Chistovich and her colleagues [1].
2.1 Stimuli

The stimuli were produced by digital harmonic syntheis with a sampling rate of 10 KHz , and LP filtered at 4 KHz (filter cutoff rate 180 dB/Octave). All had a fundamental frequency of 125 Hz , and duration was 300 ms , with 20 ms linear onsets and offsets. The stimuli were modified from those in [5] in that in the $F 1$ region a formant appropriate to one of four RP front vowel was substiuted for the LF step of loudness-equalized harmonics. This was done in order to reduce the strong sensation of nasality that accompanied some of the earlier stimuli. It was assumed that this was caused by the apparent broad bandwidth of the Fl region, known to be a associated with the secondary feature of nasality. Four F1 valueg, 272, 380, 525 , and 713, were uged, appropriate to the RP phonemes /i/, /I/, / / and /ae/, respectively [6].
The LF edge of the $H F$ step varied from 1750 Hz to 2500 Hz , and the $H F$ limit was fixed at 3750 Hz . This value was chosen because hF energy above this frequency added a fricative-like or whistiing sound to some stimuli, which, while distracting, was clearly heard as sepa rate from the vowel. This might be seen as casting doubt on the CGH, aince altering the hF edge is thus shown not to effect vowel quality. However, it can be claimed that since the energy above ca. 3750 Hz is not inte grated into the vowel percept. this does not constitute a real test of that theory.
HF amplitudes varied in 10 dB steps from 0 to -40 dB for the earlier stimulus sets and from -10 dB to $\mathbf{- 3 0} \mathrm{dB}$ for the final

## set.

## cedura

A matching experiment (not reported on here) and an identification experiment were carried out. This was computer controlled, the etimuli being presented on-line and responses entered via the keyboard. A total of 22 ss listened to four different randomized blocke of the stimulus set (ultimately 39 stimuli, though some subjects heard supersets of 52 and 86 stimuli). Randomizations were different for each $s$. Ss could listen to the stimulus as often as they wished by pressing a key. For each stimulus, Ss were asked to enter a score representing the English (RP) vowel it most resembled, identified by 13 key words shown at the top of the screen and identified by number. They also entered a confidence score (0-9) for their choice.

## 3. RESULTS

### 3.1 Edge Effect

The results, interpreted through the use of stimulus and response profiles, clearly support the EH and contradict the CGH. The atimuli most identified as the front vowels were in all cases those with edge frequency close to the $F 2$ of the natural vowel, as predicted by the BH. /i/ unsurprisingly proved to be the most identifiable vowel. /ae/ was the least identiflable, with stimuli designed to elicit it achieving only a 24 score for the first 10 Ss . This is probably due to the lack of the RP value for most $s$ in the own speech, in favor of North and Midlands [a]. These stimuli were hence dropped from the final set for the last 12 Ss . 3.2 Amplitude Effect

For a given Fl value and a given response category, identification scores were not always a monotonic function of hr level (though ecores for /i/ with F1 272 most closely approximate this), but rather showed evi-
dence of a trading relation between edge frequency and level. This needs to be examined more closely, but if verified, it could be taken as evidence for the operation of a evidence for the operation of a global spectral balance or COG
mechanlsm. With the mechanism. With the
exception of atmuli eliciting the most /i/ responses (Fi at 272 and edge frequency at 2250 and 2500 Hz ), virtually all responses for stimuli with levels of -40 dB were back or central vowels. The/i/ stimuli, by contrast, achieved scores over contrast, achieved scores over
60t at -40 dB , compared to 908 60t at -40 dB , compared to 908
at -10 dB . Below -20 dB there at -10 dB . Below $\mathbf{- 2 0} \mathrm{dB}$ there
was a clear shift to central and was a clear shift to central and
back vowel responses. The main back vowel responses. The main the 4 different levels were significantly different, indicating phonetic change with cating phonetic change with judgements of two professional phoneticians to the whole range of stimuli.
Table 1 shows a brief summary of the pooled resulte with rounded scores. Note that except for /e/ (which is phonetically [ei] in RP) the Fi of the stimuli corresponded to the Fl of the response vowel. No etimuli were designed to elicit $/ \mathrm{e} /$, but the stimulus eliciting the most $/ \mathrm{l} /$ reponses had an Fl of 380 Hz (appropriate for /I/).

## table 1

sumary of Pooled results

| Vowel F2 | Edge <br> Freq | Score | Level |
| :--- | :--- | :--- | :--- |
| /i/ 2361 | 2500 | $90 \%$ | -10 dB |
|  | 2250 | 83 | -10 dB |
| /I/ 2085 | 2000 | $42 \%$ | -10 dB |
| /e/ (2000) | 2125 | 398 | -10 dB |
| // 1943 | 2000 | 478 | -10 dB |

[^2]perception of natural vowels is that F 2 in front vowels must serve as marker of the edge of ser upper formant region. This the upper formant region. This feature appears to be used in conjunction with global amplitude information. The evidence reported here is not consistent with a local CoG mechanism operting over upper formant region.
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## ABSTRACT

In Experiment I, it was found that the left hand of a patient with infarction involving the forebrain comissural fibers ( $\mathrm{S}-1$ ) could not follow the slow rhythms of 500 and 1000 ms IBIs, but it could follow the rapid stimuli of 250 ms IBI. The right hand of S-1. however, could synchronize his tapping with all rhythms as vell as normal adults (S-2). Negative autocorrelations were detected among the adjacent IBIs in slow response beats by S-2 and by the right hand of S-1, but these correlations were never found in the rapid response movents ( 250 ms ) of any subjects. This means that normal adults use ongoing, analytic processing for slow rhyth but holistic processing for rapid rhythm. Evidence was found that the left hand of S-1 can use only the holistic approach, not only for the rapid rhyth but also for the slow rhythw, and that this is the very reason why it cannot follow the slow tempos. Experiment II was performed to show that the above two processings are qualitatively different from each other, and Experient $\mathbb{I I} \& N$ show that the holistic approach is more tenable to memorize a nonsense succession of approximately seven syllables than is the analytic processing.

1. PURPOSE OF THE PRESENT STUDY

There are no established ideas about the universal timing fundamentals among phoneticians.

This paper is to propose the universal timing measure on the basis of neuropsychological experiments on
sound sequence processing using as subjects a patient with infarction in corpus callosum, children with age variety from 1 year and 4 months to 9 years of age as well as normal adults.

## 2. MECHANISM OF RHYTHM PROCESSING <br> 2.1 Experiment 1

Subjects: Three kinds of subjects were prepared.
Subject 1 (S-1, henceforth) was a patient (male) with infarction involving the forebrain commissural fibers. He was a 56 -year-old righthanded public official having education of 16 years. He developed a sudden paresis on the right limb in December 1983, and was admitted to a local hospital. Diagnosis was made as having cerebral thrombosis, but no pathological lesion was recognized by the CT scan. On July 14. 1985. he was found not awaken in bed by a family and brought to another local hospital. His CT and MRI scans at the tine of this study shows le sions situated i.l. ? posterior half of the genu and the whole truncus of the corpus callosum as well as in a posterior superior portion of the left medial frontal lobe, and in the left medial temporo-occipital lobes. Small low density spots are also found in the bilateral basal ganglia. S-1 was normal in his words and consciousness, and although he was disoriented in time and space due to an amnesia, general intelligence was not grossly impaired. Pathological reflexes and ankle clonus were negative. Muscle tone was
normal. He was not ataxic. He had neither gross paresis nor definite sensory loss, but he demonstrated a small step arteriosclerotic gait[2].

Other subjects vere a healthy $55-$ year-old woman (right-handed) (S-2. benceforth) and seven young children with ages ranging from 1 year and 4 months old(1:4) to 9 years old(9:0). These children were all righthanded and had no known abnormalities.

Method: Three kinds of rhythw whose inter-beat intervals (IBI, henceforth) were $250,500,1000 \mathrm{~ms}$ were prepared by the use of a metronome, SEIKO Rhyth Trainer SOM-348. and then they were demonstrated to the above-mentioned three kinds of subjects. They were all requested to tap the table simultaneously in time with the above rhythms using the knuckles of third fingers, first of their right hands and then of their left hands. When the children's tapping was measured, their mothers accompanied them together with the experimenter and explained how to carry out their tasks giving some examples and let the practice beforehand. The $1: 4$ child's tapping, however, was recorded in her house by her mother letting the child use a toy which made sound. The mother understood the aim of this experiment very vell.

All the tapping records were analyzed by the YOKOKAWA Electromagnetic Oscillograph 2901 connected with the Amplifier 3125.

Results: Table 1 shows the tapping behavior of the normal adult(S2) and Table 2, of the patient(S-1). These two tables tell us that the right hand of $S-1$ moves very normal$l y$ as vell as the both hands of $s-2$, which show the standard movements of normal adults. In other words, the means of IBIs ( $x$ ) and the values of S.D. of the both subjects do not differ so much. S-1's left hand, however, moves very differently from not only the both hands of the normal adult ( $S-2$ ) but from his own right hand. S-1's left hand can manage to follow the rapid stimuli of 250 ms IBIs, but it can never follow any slow rhythms with 500 and 1000 ms BIs. The values of the S.D. spread
very widely. The right and the left hands of S-1 seem to nove separately. $S-1$ of ten said to the authors, "It( = the left hand) moves out of my own vill."

## Table 1 Tapping by a noraladult fenale,

 55 years old, risht hander)| 䃘 | tarset tempos (A) | inter-best intervals |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | n. | $\overline{\mathrm{x}}$ | SO | SD/A | r |
| $\underset{\Delta}{\underline{\Delta}}$ | 1000ns | 63 | 1022.7 | 52.1 | 13.0 | -0.29 |
|  | 500 ns | 55 | 512.7 | 22.9 | 11.5 | -0.21 |
|  | 250 ns | 99 | 257.5 | 10.8 | 10.6 | +0.45 |
| ¢ | 1000ns | 57 | 1017.7 | 54.9 | 13.7 | -0.10 |
|  | 500 ns | 71 | 515.3 | 22.2 | 11.1 | -0.12 |
|  | 250ns | 84 | 257.0 | 11.0 | 11.1 | +0.04 |

Table 2 Tapping by a patient vith infarction in the corpus callosun (rele, 57 years old, risht hander)

| 믙 | tarset tenpos ( A$)$ | Inter-beat intervals |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 萢 |  | п. | $\bar{\chi}$ | so | S0/a | r |
|  | 1000 ms | 27 | 1020.1 | 46.5 | 11.8 | -0.52 |
|  | 500 ns | 46 | 506.3 | -31.8 | 15.8 | -0.25 |
|  | 250ns | 56 | 261.9 | 27.1 | 27.1 | +0.19 |
|  | 1000 ss | 82 | 873.3 | 285.7 | 71.4 | +0.36 |
| $\stackrel{\rightharpoonup}{\square}$ | 500 ss | 99 | 476.4 | 198.9 | 99.5 | +0.07 |
|  | 250as | 51 | 266.8 | 36.0 | 36.0 | +0.13 |

Table 3, which gives us the whole view of the tapping behavior of children, shows that movements of the children older than 4 years old(S-3, henceforth) are rewarkably different from the movements of children younger than four ( $S-4$, henceforth). and we should notice that the for mer's behavior is very much like the behaviors of the normal adult ( $\mathrm{S}-2$ ) and of the patient's ( $\mathrm{S}-1$ 's) right hand and the latter's one is exactly the same as the movement of the patient's left hand. In other vords, younger children ( $S-4$ ), just like s-1's left hand, can synchronize their tapping with the fast rhyth of 250 ms IBI, but they cannot follow the slow tempos of 500 and 1000 ms IBIs. In this connection, we should notice that, according to Krashen, the lateralization of the brain must be established at about the age of five[6].

Table 3 Tapping by the ristht hand of chlidren

| ** | tariet <br> terpos <br> (A) | Inter-beat intervals |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | n. | $x$ | so | so/h | r |
| 9:0 | 1000ns | 25 | 1003 | 76.0 | 0 | -0.15 |
|  | 50 | 80 | 508.7 | 25.7 | 12.9 | -0.82 |
| (fenale) | 250.5 | 76 | 253.4 | 20.8 | 20.8 | +0.13 |
| $\begin{aligned} & 5: 10 \\ & (3 \times 1 e) \end{aligned}$ | 1000ns | 13 | 1058.5 | 122.2 | 30.6 | -0.38 |
|  | 50 | 45 | 499.2 | 52.0 | 28.0 | -0.33 |
|  | 250ns | 13 | 301.3 | 31.5 | 31.5 | +0.01 |
| $\begin{gathered} 4: 2 \\ (\mathrm{aO} / \mathrm{e}) \end{gathered}$ | 1000ns | 56 |  | 340 | 85.2 | -0.02 |
|  | 500ns | 30 | 479.0 | 31.2 | 15. | -0.23 |
|  | 250.s | 18 | 319.8 | 24.0 | 24.0 | +0.57 |
| 3:9 <br> (fenale) | 1000 | 84 | 581.4 | 333.2 | 3 | +0.34 |
|  | 500 | 78 | 418.9 | 112.8 | 58.3 | +0.31 |
|  | 250ms | 87 | 284.5 | 25.1 | 25.1 | -0.41 |
| $\begin{gathered} 3: 4 \\ (\mathrm{ar} 1 \mathrm{e}) \end{gathered}$ |  | 50 | 801. | 354.7 | - 1 | -0.03 |
|  | 500. | 78 | 431.7 | 109.0 | 54.5 | -0.32 |
|  | 250ns | 53 | 276.3 | 31.2 | 31. | +0.38 |
| $\begin{gathered} 2: 8 \\ (a: 10) \end{gathered}$ | 100 | 22 | 471.7 | 301.9 | 75.5 | +0.32 |
|  | 500ns | 50 | 478.8 | 81.0 | 40.5 | +0.60 |
|  | 250 ns | 36 | 348.8 | 20.2 | 30. | +0.04 |
| $\left.\begin{array}{c} 1: 4 \\ (\sec (1) \end{array}\right)$ | 1000ns | 11 | 708.5 | 218.4 | 54.5 |  |
|  | 500.3 | 18 | 408.1 | 158.7 | 79.4 |  |

Autocorrelation Bls ( $r$ ) was then calcung adjacen the response data of Tables 1,2 and 3 (see the right column of each table) and negative correlations ( $r=$ $0.2 \sim 0.6$ ) were found among the adjacent IBIs in the slow response beats (fitted to 500 and 1000 ns ) by $s-2$ (Table 1), S-3 (Table 3) and by the right hand of S-1 (Table 2), but we could not find any negative autocorrelations in any of the responses of the children younger than 4 years old ( $(S-4$ ) and the patient's ( $S-1$ 's) left hands who produce only rapid esponses even to slow stimuli like 500 or 1000 ms . None of the subjects' esponse beats to the rapid 250 m stimulus, on the other hand, produced any negative correlations.

All these mean that, as suggested by Hibi who did his experiment by letting subjects say "pa-pa-pa-nstead of tapping[1]. the normal adults including the children older than 4 years old usually use ongong. analytic (prediction-testing) processing to the slow rhythn, but holistic processing to the rapid rhytim. The right hand of S-1 can
properly process both the slow and rapid rhythms correctly using either the analytic or the holistic approach, while his left hand cannot, nor can both hands of $S-4$.

The above-mentioned facts suggest that following the rapid tempos and following the slow ones are neuropsychologically different from each other --- the former is holistic and the latter is analytic.

## 3. MECHANISM OF ECHOIC MEMORY

## Experiment 2

In order to verify the above-mentioned hypothesis of two mechanisms in perception fron another viewpoint, the author held the following experiment, which also made clear the mechanism of echoic memory.
Method: Nonsense vords of seven CV (consonant and vowel) syllables such as 'ga ta ku da do pe ki' were prepared. when these words were recorded, the speaker (a Japanese female in her twenties) read these words fitting each syllable to each beat produced by the metronone with beat intervals of 250,500 , and 1000 ms , and then these intervals were adjusted so as to be rigidly spaced in these intervals by the use of ILS (DEC Micro Computer PDP 11/73). By the use of this method 6 nonsense words were made per each of the rhythic patterns of $250,500,1000 \mathrm{~ms}$ IBIs.

The materials were then given, in a language laboratory, to Japanese students(25 in number) majoring English at a women's college and before they tried to write down the nonsense vords on the answer sheet, they were requested to do simple multiplication of two digit numbers (e.g. $16 \times 75$ ) immediately after they had listened to each of the nonsense vords, and then soon to write them as vell as possible. Marking was done giving two points to each correct answer, that is, correct recall not only in reproduction of the syllable but in its position in the words. As the initially presented nonsense word was used for exercises, the full mark was $70(7 \times 5 \times 2)$ for each category of syllable intervals.
Results: Table 4 shows the result of the experiment.
Table 4

| IBls anons <br> syllables | the state of reproduction |  |  |
| :---: | :---: | :---: | :---: |
|  | $n$ | $\bar{x}$ | $S .0$. |
| $1000 . s$ | 25 | 38.4 | 13.2 |
| 500 as | 25 | 38.7 | 12.0 |
| $250 n s$ | 25 | 45.4 | 11.4 |

$250>500 \quad t=2.01 \quad p<0.05$
$250>1000 \quad t=1.99 \quad p<0.05$

These tables show that the syliables connected closely with short IBIs, which are processed holistically, bring about significantly longer retention than the slow-tempo-syl-lable-sequences which are processed analytically. The analytic processing of the nonsense words and the work of multiplication may be both cognitive, and therefore the retention of the nonsense words was interfered by the calculation. The holistic processing of the closely connected syllable sequence, on the other hand, will be neuropsychologically different frow the work of multiplication, and it was never disturbed by the calculation.

The memory span of holistically processed syllable sequences, however, is not so large. Miller suggests that it might be $7 \pm 2[7]$. Kohno and Tsushima confirm this number by the fact that the babbling and the one word utterances (in total, 2448) by a child of age one and half never continue over 7 syllables in succession[5].
4. Conclusion

Holistic processing copes with fast rhythmic condition of less than about 300ns IBIs, analytic one with slow tempos of more than about 400 ms , and the tempos between 300 and 400 ms IBIs may be the threshold area which belongs neither to holistic nor analytic ones (cf. [1]). Whether or not the tempos in this area belong to holistic or analytic will depend on individuals (Kohno \& Ishikawa, forthcoming paper). Holistic processing, which is neuropsychologically different from analytic one will never be disturbed by the lat
ter, which plays an important role o 'analysis by synthesis' to get the whole meaning of discourse.
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## ABSTRACT

The properties of speech referred to by the terms stress accent prominence sonority have never been defined physically with enough precision for descriptions of language in those terms to be validated on the basis of "hard" data. The basis for saying that English bellow is trochaic and below is iambic is simply that a consensus of "competent observers" finds this so. What constitutes competence in stress perception is not clear, but a minimum requirement is some degree of consistency in judging native forms. This paper reports, for linguistically trained listeners with and without command of a language without contrastive stress, Telugu, just how consistently the location of primary stress or prominence is reported.

## 1. INTRODUCTION

Phonetic-phonological discussions of a language sometimes refer to a property $X$, and sometimes to a perceived property X. Thus, in the phonology of the English lexicon, the word believe may be said to have an initial voiced element or one perceived to be voiced. The distinction (supposing one to be intended) implies that there is a viable non-perceptual, i.e. physical definition of voicing. Some properties ascribed to speech are not of this kind; thus, to say that the second syllable of believe is perceived as stressed is not different from simply asserting it to be stressed, since there seems to be no reliable independent acoustic basis for defining the feature of stress [4]. Whereas we can point to a mismatch between voicing and perceived voicing, we cannot similarly claim perceived beLIEVE is "really" something else.

Most of the literature on stress takes for granted the stress status of a linguistic sample, and addresses itself to the search for its physiological and/or acoustic correlates. No doubt nearly all linguists who speak English natively would agree on the stressing of believe, and the truth of the assertion about its stressing is entirely a matter of the degree to which it is accepted by the community of "competent observers." Linguistic opinion on that "community" is not clear. Is training in phonetics and phonology enough, or, as per Jones [2] and Chomsky and Halle [1], must one also have native control of the language? Aside from the fact that few of us explicitly disqualify ourselves as judges of languages not our own, the second requirement would render questionable, if not entirely nugatory, a large part of the literature on stress, including that dealing in general characterizations of languages. Presumably a minimum requirement is a certain degree of consistency in judging native forms, as well as agreement with other observers "presumed to be equally or better "qualified." So while it is probably true that stress rules for English are largely the work of English-speaking linguists, stress in other languages has certainly not been pursued exclusively by those with native command. Hyman [3], for example, surveying accounts of some 444 languages, raised no question of observers' competence by this criterion. In Hyman's survey languages are classified into those with contrastive stress and those with either a fixed or otherwise "predictable" pattern over the word. Of several Indian languages included in the survey a number, including Telugu, are described as
having "dominant initial stress." The basis for this assessment of Telugu seemed doubtful to us (although it has been reported that Telugu speakers tend to stress the initial syllables of English words [5]), and the present research was undertaken to establish a proper empir-ical basis for a description of stress in the language. Another purpose of the study was to compare the consistency of stress judgments rendered by observers of roughly similar levels of linguistic sophistication, but with very different levels of competence in the language under examination, in order to test the proposition that a difference in language command plays a considerable role in determining consistency of stress perception.

## 2. PROCEDURE

A list of randomly ordered di- and trisyllabic Telugu words was recorded by a single native speaker of the language. Each word was pronounced with a pitch fall on the final syllable. There were thirty disyllables and twenty trisyllables in the list, one token per word. Since in Telugu both vowels and consonants have distinctive length, and since vowel length or syllable "weight" are known to be factors in other accentual systems, words chosen included various combinations of short and long vowels (and light and heavy syllables). Two groups of listeners were tested: ten Telugu-speaking graduate students in linguistics with training in phonetics, all with a knowledge of English; 2) fifteen English-speaking linguists, none with any previous exposure to Telugu. Listeners were provided with the words in standard broad transcription, and were asked to respond to the recorded words, as these were presented over a loudspeaker in a reasonably quiet room, by marking the location of primary stress, with the option of selecting more than one as "equally stressed." Two responses per word were elicited from each tes subject.
3. RESULTS

The responses by our Telugu and English speakers are tabulated in several ways in Figs. 1-5. From Fig. 1 it
seems clear that there was no very large difference between the two listene groups, and that neither showed any strong preference for selecting initial syllables as the bearers of primary stress. If anything, the penultimate syllable was somewhat more often chosen as the locus of primary stress.


Disyl Trisyl Disyl Trisyl
Fig. 1. Telugu Hord Stress Key: : syll 3; © : multiple


Fig. 2. Disyllable Stress ( $\mathrm{S}=$ short vow.; $\mathrm{L}=1$ long vow.)

When stimuli are grouped on the basis of their vowel composition, as per Figs. 2 and 3, it is again clear that there is no great difference between the groups. Disyllables with no long vowel are somewhat more often reported as trochaic, but in trisyllables with only short vowels it is the second syllable that is most often judged to be stressed. Moreover, the English speakers show a Moreover, the English speakers show a somewhat greater degree of consistency
of judgment. Thus for the word types of judgment. Thus for the word types
LSS SLS SLL LLS, it is the nonnative LSS SLS SLL LLS, it is the nonnative
judgments that show higher peaks in the distributions shown.
 Fig. 3.Trisyllable Stress

The difference between responses by Telugu speakers and non-Telugu speakers is also brought out by the displays in Figs. 4 and 5, which show responses for each word individually. If Telugu were a stress language like English, we would expect a distributions having the shape of step functions, with values preponderantly $0 \%$ and $100 \%$. Instead, we find distributions that, particularly for the Telugu speakers, are more continuously variable between those extremes. These listeners, most notably in their responses to the trisyllables, responded in a way that was strikingly more random than were the non-native judgments.


The original motivation for the exercises just described was to characterize stress or prominence patterns for Telugu, presupposing such to be universal features of speech, in order then to proceed to a search for acoustic properties marking these patterns. To some extent both kinds of listeners showed a preference for locat-ing stress on the preference for locat-ing stress on the would seem to answer our original question. But the notable failure of the Telugu listeners to respond as categorically as the English speakers calls for explanation, and there is little enough that can be mustered to account for this aspect of our data. We hesitate to conclude that the greater consistency of judgments by the non-Telugu speakers means that they are a "better" guide to stress in the language, for that would
be to assume that we already know what we are trying to find out: the truth of the matter.


Fig.5.Individual Words 20 Trisyllables

## 4. ACKNOWLEDGMENTS

This work was supported by the American Institute of Indian Studies and by NIH Grant HD-01994 to Haskins Laboratories.

## 5. REFERENCES

[1] CHOMSKY, N. and HALLE, M. (1968), "The Sound Pattern of English", The Hague: Mouton \& Co
[2] JONES, D. (1972), "An Outline of English Phonetics", Cambridge: Cambridge U. Press.
[3] HYMAN, L. (1977), "On the nature of linguistic stress", Studies in Stress and Accent (ed. L. Hyman), Southern Cal. Occasional Papers in Linguistics, 4. 37-82.
[4] LEHISTE, I. (1976), "Suprasegmental features of speech", In Contemporary Issues in Experimental Phonetics (ed. N.J. Lass), New York: Academic Press.
[5] PRABHAKAR, B. (1974), "A Phonological Study of English Spoken by Telugu Speakers in Andhra Pradesh", Ph. D. Thesis. Hyderabad: Osmania University.

# CONNECTIONIST MODELS OF SPEECH PERCEPTION 

Dominic W. Massaro

University of California, Santa Cruz, CA 95064 U.S.A.


#### Abstract

\section*{ABSTRACT}

Interactive-activation and feedforward connectionist models are evaluated, tested, and compared to a process model, the Fuzzy Logical Model of Perception (FLMP). Empirical results indicate that while several sources of information simultaneously influence speech perception, the representation of each source remains independent of other sources. This independence is strong evidence against interactive activation in speech perception. Although some feed-forward models with input and output layers bear some similarity to the FLMP, there is evidence against the additive integration that is assumed by feed-forward models.


## 1. INTRODUCTION

At the Eleventh Congress of Phonetic Sciences, I described the Fuzzy Logical Model of Perception (FLMP), an information processing model of speech perception [2]. The FLMP has been shown to provide a good description of speech perception in a variety of different experiments. The model accounts for the evaluation and integration of multiple sources of information in speech perception. These sources of information include acoustic, visible, and electrotactile sources of bottom-up stimulus input, as well as top-down sources of phonological, syntactic, and semantic context. In the present paper, several classes of connectionist models
are compared to the FLMP. The FLMP is used as a standard for judgment because it has been shown to provide a good description of speech perception in a variety of different experiments.

Evaluating different classes of models and testing among them is a highly involved and complex endeavor [6]. Each class has models that give a reasonable description of the results of interest. Distinguishing among models, therefore, requires a fine-grained analysis of the predictions and observations to determine quantitative differences in the accuracy of the models. Preference for one class of models is also influenced by factors other than just goodness of fit between experiment and theory. Some models are too powerful and thus not falsifiable. With enough hidden units, for example, connectionist models can predict too many different results [3]. Models should also help us understand the phenomena of interest. For example, parameters of a model might provide illuminating dependent measures of the information available in speech perception and the processing of that information. Finally, one should take into account the parsimony of a model. Certainly, a model should contain fewer parameters than the number of data points that it predicts. Models which can provide a good fit to the data with relatively few parameters should be preferred.

## 2. INTERACTIVE ACTIVATION

In interactive activation models, layers of units are connected in hierarchical fashion with two-way connections among units both within a layer and between layers. For example, the TRACE model of speech perception has feature, phoneme, and word layers. There are excitatory two-way connections between pairs of units from dif ferent layers and inhibitory two-way connections between pairs of units within the same layer. Thus, interactive activation is based on the assumption that the activation of a higher layer eventually modifies the activation and information representation at a lower layer [7].

How might interactive activation and the TRACE model be formulated to predict the results of bimodal speech perception? Given audible and visible speech, for example, separate sets of feature units would be associated with the two different information sources. Figure 1 gives a schematic representation of the auditory feature, visual feature, and phoneme layers and the connections between units within and between these layers. The two layers of feature units would both be connected to the phoneme layer. Following the logic of interactive activation, there would be two-way excitatory connections between the feature and phoneme layers (as in the TRACE model). Presentation of auditory speech would activate some units within the auditory feature layer. These activated units in turn would activate certain phoneme units, which would in turn activate units at both feature layers, and so on during the period of interactive activation. Activated units would also inhibit other units within the same layer.

If auditory and visual units interact, as assumed by interactive activation, then presentation of a syllable in one modality should influence processing of


AUDITORY FEATURES VISUAL FEATURES Figure 1. Illustration of the TRACE model applied to bimodal speech perception. Two input layers contain auditory and visual feature units, respectively. The third layer contains phoneme units. There are positive connections between two units from different layers and negative connection between two units within the same layer.
the syllable in the other modality. If interactive activation does not occur, on the other hand, the contribution of visible speech should be independent of the contribution of audible speech. Independence means that the representation of the visible speech should not be modified by the representation of the audible speech. The results from several different experiments in several different tasks indicate that interactive activation does not occur in bimodal speech perception [2,8]. More generally, there is now a substantial body of evidence against interactive activation in speech perception $[4,5]$.

## 3. FEED-FORWARD MODELS

In contrast to interactive activation, feed-forward models assume that activation feeds only forward. Two-layer models have an input layer connected to an output layer, as illustrated in Figure 2.
of the 49 test stimuli as one of the four words.

Figure 3 gives the observed results and the predictions of the FLMP and the connectionist model (CMP). As can be seen in the figure, the CMP fails catastrophically primarily because it cannot predict a probability of a response greater than .5. The FLMP, on the other hand, captures the results reasonably well. The success of the FLMP is due to the multiplicative integration of the two sources of information. A perfect match of a stimulus with a given response alternative on just one source does not necessarily mean that this alternative should qualify as a reasonably good alternative. The linear integration in the CMP, however, guarantees that a perfect match of a response alternative with just a single source of information will be significantly activated even if the other source of information mismatches the response alternative completely.


Figure 3. Observed (points) and predicted (lines) probability of $/ \mathrm{y} /-$ falling responses for the Chinese word identification study [6]. The left panel gives the predictions for the FLMP and the right panel gives the predictions for the CMP.

Admittedly, we have falsified a very restricted implementation of the class of feed-forward connectionist models. However, we are only willing to test models that are falsifiable. Three-layer models, for example,
assume that the input units are connected to a layer of "hidden" units that are connected to an output layer of units. In a theoretical and analytical report, I have shown that models with hidden units are superpowerful-that is, they can predict many types of results and even results that do not occur [3]. Because these models can predict many results-not just those that are empirically observed, this superpower might be better described as flabbyness. Therefore, one cannot reasonably propose feed-forward models with hidden units as testable models of speech perception. These models are not reasonable because they are not falsifiable. In one case, for example, the model is essentially assuming more than it is predicting [1], and the good performance by the model in this situation should not be surprising.

In summary, there is evidence against interactive activation models, while feed-forward models with hidden units are not falsifiable. Feed-forward models with input and output units can be shown to be mathematically equivalent to the FLMP in situations with just two responses [6]. With a larger number of responses, the FLMP provides a more adequate description of the results than does this feed-forward model.
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## ABSTRACT

The effect of spectral compression and frequency transposition on the perception of vowels and simple sentences is examined. computational algorithm which can accomplish spectral compression and frequency transposition is presented. Analysis of confusion data suggests that spectral shape rather than absolute formant frequency differences is critical to vowel identification. The limits of frequency transposition appear to be determined by critical bark differences. 1.INTRODUCTION

The perception of speech, and in particular vowels, is in many respects conditioned by both static and dynamic cues in the speech spectrum. The centrality of the first and second formants in vowel identification is generally accepted. At one level it has been suggested that the detection of spectral prominences (formants) provides the necessary and sufficient acoustic cues to the vocal tract configuration which is associated with a particular vowel production. This position must be tempered somewhat by the "speaker normalization effect" and the range of formant values for speakers of very different ages. Recent accounts of vowel perception $[5,6]$ suggest that an extension of the "center of gravity" hypothesis [1] may provide the basis for the detection of vowels based on the notion that a given vowel can be represented in terms of the
extent to which formant frequency differences are greater than or less than 3 Bark. Thus it may be a categorical difference rather than an absolute difference in formant frequencies that specifies a particular vowel.

This leads to a prediction that only a subset of the signal processing schemes should preserve vowel identification and that other transformations should lead to a decrement in speech perception. Specifically, any processing of the speech spectrum which preserves the Bark difference values distinguishing vowels will result in adequate speech perception. By contrast any transformation which alters the distinctions marked by the Bark difference values of the natural stimuli should render the speech unintelligible and perhaps alter the signal sufficiently to make it lose its speech quality.

Such an interpretation holds that within limits it is the spectral shape (i.e., slope) which is the invariant cue to vowel identity. Thus the acoustic cues are not necessarily formant values associated with normal vocal tract configurations but are rather values which can be associated with a scaled vocal tract. To test this general hypothesis an algorithm for processing the speech spectrum was selected which would maintain the spectral shape but which would allow a scaling of the spectrum (frequency
compression) and a transposition of the spectrum (frequency shift).

## 2.PROCEDURE

### 2.1 TFT-Algorithm

A computational algorithm [2] was used to achieve spectral compression and frequency transposition of natural speech samples. The TFT (Time-to-frequency-to-time domain) algorithm performs its manipulations of the signal in the frequency domain. The algorithm operates on successive windows of $n$-samples. First an $n$-point FFT is computed. The resultant complex array is padded with the spectrum of a Hamming window. An IFFT is then computed on the padded array. The resultant real array is then trimmed to the length of the original input window. The size of the pad relative to the size of the input window determines the degree of compression to be achieved. The placement of the pad relative to the complex array determines the degree of frequency transposition. For a pad of a length equal to the input window a frequency compression to $50 \%$ of the original spectrum is achieved; a pad three times the length of the input window yields a compression to $25 \%$ of the original. Positioning the pad following the complex array yields compression with no frequency transposition of the resultant spectrum. By contrast a leading pad would achieve both compression and an upward shift in the frequency of the resultant spectrum. A partitioning of the pad into a leading and following component can yield varying degrees of frequency transposition based on the proportion of the pad in the leading position. 2.2 Stimuli

Multiple tokens of natural vowels $[i, 1, \varepsilon, \boldsymbol{x}, \mathrm{a}, \Lambda, \mathrm{c}, \mathrm{o}, \mathrm{u}, \mathrm{u}]$ in the hYd context as well as sentences from short narrative passages were digitized and subjected to the TFT algorithm. These stimuli were compressed to $50 \%$ or
$25 \%$ of the original and were also frequency transposed in 5 steps from 150 Hz to 2500 Hz .
2.3 Presentation and testing of vowel tokens.

Listeners ( $\mathrm{N}=7$ ) were given the opportunity to explore a set of vowels at a given compression and frequency transposition using a listener paced exploratory learning task in which the listener is free to select the specific token to be played out. The listeners explored a given set of stimuli for a minimum of fifteen minutes after which the computer presented the tokens in a random order in a closed set recognition paradigm.
2.4 Presentation and testing of the sentence tokens.

The sentence tokens were presented in either a random order or in short connected discourses. Listeners ( $\mathrm{N}=9$ ) were required to write down as much of each sentence as they could. In addition some listeners were presented sentences with varying degrees of frequency transposition for open set recognition and judgments of speech quality and intelligibility.

## 3. RESULTS

### 3.1 Vowels.

The correct identification of vowels was $44 \%$ in the $50 \%$ compression condition and $81 \%$ in the $50 \%$ compression with a 150 Hz transposition condition. These scores represent performance which is significantly better than chance performance. All listeners showed a marked improvement in the 150 Hz transposition condition. An Information Transfer Analysis [3] reveals the relative information transferred for the first three formants, for each of the conditions. It should be noted that in both conditions there were comparable transfer rates for each of the format cues.

|  |  |  |  |
| :--- | :--- | :--- | :--- |
| Table 1. |  |  |  |
| Percent Relative |  |  |  |
| Information Transferred |  |  |  |
| F1 |  |  |  |
| F2 | F3 |  |  |
| $50 \%$ | 26 | 33 | 27 |
| $50 \%(+150 \mathrm{~Hz})$ | 73 | 73 | 74 |

The best subject's performance was $64 \%$ in the $50 \%$ compression condition and $86 \%$ in the condition with 150 Hz transposition. Table 2 indicates near perfect transfer of formant information in the transposed condition.

## Table 2.

Best Subject Percent
Relative Information Transferred

|  | F1 | F2 | F3 |
| :--- | :--- | :--- | :--- |
| $50 \%$ | 53 | 51 | 44 |
| $50 \%(+150 \mathrm{~Hz})$ | 92 | 92 | 93 |

### 3.2 Sentences.

Tracking was assessed in terms of the percentage of words correctly identified. The tracking of speech compressed to $50 \%$ is fairly easy to do and requires effectively no listening experience. Tracking $50 \%$ compressed sentences with a 150 Hz frequency transposition was better than tracking untransposed sentences. Likewise tracking of $50 \%$ compressed speech was better than the tracking of $25 \%$ compressed speech. As expected, providing a context improves tracking.

| Table 3. |  |  |
| :--- | :--- | :--- |
| Percent Correct Tracking |  |  |
| No Context |  |  |
| Context |  |  |
| $50 \%$ | 87 | 99 |
| $50 \%(+150 \mathrm{~Hz})$ | 97 | 100 |
| $25 \%(+150 \mathrm{~Hz})$ | 32 | 67 |

[^3]with a minimal amount of frequency transposition (from about $150-500 \mathrm{~Hz}$ ). As the frequency transposition exceeds 500 Hz the intelligibility and naturalness of the tokens deteriorates. 4.0 DISCUSSION

The ability to identify vowels and to track running speech which has been frequency compressed argues that speech perception is the consequence of a process which is sensitive to spectral shape rather than specific spectral prominences which can be associated with formants produced by natural vocal tracts. The limitation on this ability appears to be based on the critical bandwidth of the auditory! system's filters [7]. A linear transposition of the spectrum in the frequency domain will result in a greater probability of formant peaks falling within a single critical band. At the extreme the signal loses any resemblance to speech and has a cricket-like quality. This effect is easily predicted from the Bark difference scores which result from linear frequency transpositions. Using the formant values from the TI data base [5] one can calculate the bark difference values for both natural vowels as well as those with $50 \%$ and $25 \%$ compression and various amounts of linear frequency transposition. (As Figure 1 illustrates the natural distinctions are basically maintained with transposition of less than 650 Hz .)

These data are consistent with the results obtained with frequency transposition hearing aids which fail to yield results better than those obtained with simple filter circuits. The tinny percept is perhaps similar to unpleasant percept reported by cochlear implant users. This may be due to typical electrode insertion which stimulates fibers associated with higher frequencies and correspondingly internal filters with wider critical bandwidths.

|  | A: F2-F1 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | TI | 50\% | 50\% | 50\% | 50\% |  |  | 25\% |
|  |  |  | 150 | 350 | 650 | 1250 | 2500 |  |
| heed |  |  |  |  |  |  | + |  |
| hid |  |  |  |  |  | $+$ | + |  |
| head |  |  |  |  |  | $+$ | $+$ |  |
| had |  |  |  |  | $+$ | $+$ | $+$ | $+$ |
| herd |  |  |  | $+$ | $+$ | $+$ | $+$ | $+$ |
| huhd |  | $+$ | + | $+$ | $+$ | $+$ | $+$ | $+$ |
| hahd | $+$ | $+$ | + | $+$ | $+$ | $+$ | $+$ | $+$ |
| hod | + | + | + | $+$ | $+$ | + | $+$ | $+$ |
| hood |  |  |  | $t$ | $+$ | $+$ | + | $+$ |
| huwd |  |  |  | + | + | + | $+$ |  |
|  |  |  |  |  |  |  |  |  |
|  | TI | 50\% | $50 \%$ | $50 \%$ | $50 \%$ | $50 \%$ | $50 \%$ | 25\% |
|  |  |  | $150$ | $350$ | $650$ | $1250$ | $2500$ |  |
| heed | $+$ | + | + | $+$ | $+$ | + | + | $+$ |
| hid | $+$ | + | + | $+$ | $+$ | $+$ | $+$ | + |
| head | $+$ | + | $+$ | $+$ | $+$ | $+$ | $+$ | + |
| had | $+$ | + | $+$ | $+$ | + | $+$ | $+$ | $+$ |
| herd | $+$ | + | + | $+$ | $+$ | $+$ | + | $+$ |
| huhd |  |  |  |  | + | + | $+$ | + |
| hahd |  |  |  |  | $+$ | + | + |  |
| hod |  |  |  |  |  | + | $+$ |  |
| hood |  |  |  | $+$ | $+$ | + | $+$ | $+$ |
| huwd |  | $+$ | $+$ | $+$ | $+$ | + | $+$ |  |

Figure 1.

Bark Difference values for vowels in the TI Data Base and for compressed and frequency transposed versions. ( + indicates a difference of $<3$ Bark)
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## ABSTRACT

This paper postulates an optimal perceptual model for the tonal features High, Low, Falling and Rising based on proposed perceptual constraints of the auditory system in processing tonal movement in speech. These constraints involve two critical issues concerning the perception of tonal movement: namely the relationship between perception and the timing of tonal movement in terms of segment boundaries, and the perceptual primacy of level features over movement contour features.

## 1. INTRODUCTION

A classic descriptive problem in tone feature analysis concerns the division of tones into level tones and contour tones [1]. The principal question relating to this problem is whether tonal features can best be described in terms of both levels (e.g. High, Low, Mid) and contours (e.g. Falling, Rising) or as only levels and combinations of levels (e.g. High + Low instead of Falling)
This paper attempts to answer the question in terms of an optimal perceptual model of tonal movement categorization. The model is based on a series of speech perception experiments where tonal contours were varied in relation to segmental boundaries (see House [6] for a full account of the experiments). Results of the experiments indicate that actual pitch movement is optimally perceived as movement when it occurs during spectrally stable portions of vowels. Pitch movement occurring through areas of spectral discontinuities with rapidly shifting intensity and spectral information roughly corresponding to segment boundaries) tends to be recoded in terms
of pitch levels. In the model, therefore, tonal movement through areas of rapid spectral change is optimally categorized as level features while constraint conditions must be fulfilled for tonal movement to be optimally perceived as contour features.

## 2. THE MODEL

2.1. Description and Constraints The model proposed here is an optimal perceptual model for the tonal features High, Low, Falling and Rising. According to the model, tonal movement through areas of rapid spectral change will be optimally categorized as level features, a falling movement as the feature Low and a rising movement as the feature High. These basic level features High and Low are then perceptually associated with the vowel following the rapid spectral changes. This perceptual recoding of movement into level features is also seen as a perceptual primacy of level features over movement contour features where level features can also be manifested without tonal movement.
For the movement contour features Falling and Rising to be optimally perceived, three constraint conditions must be fulfilled. First of all, the falling or rising movement must take place through a zone of relative spectral stability during the vowel. Second, the beginning of the movement must be synchronized in relationship to vowel onset so that the beginning of the fall or rise coincides with an area of decreasing new spectral information following the rapid spectral changes associated with the transitions from consonant to vowel. This enables pitch extraction of a relative pitch pitch extraction of a relative pitch
frequency (high before falling and low before rising) to which the perception of pitch movement direction can be
calibrated. Finally, the model proposes a duration constraint which requires a vowel duration greater than 100 milliseconds to optimize movement feature perception.
100 milliseconds is an ad hoc value chosen to illustrate the durational component of the model. Relative vowel durations vary with speech tempo and speaking style, but the basic tenet is that longer vowel duration is associated with movement features while shorter duration is associated with level features. Bised upon the effect of duration on the experimental results reported in [6], 100 milliseconds is a reasonable quantification of a duration constraint.
There may also be differences between rises and falls in their influence on production and perception of vowel durations [10]. These differences could have implications for the duration constraint in the model. However, for the purpose of simplicity in the model the duration constraint is the same for both rises and falls.
When the three constraint conditions are met, tonal movement is optimally categorized in terms of the movement contour features Falling and Rising. By implication, when the conditions are not met, tonal movement is then optimally categorized in terms of the level features High and Low.
Finally, the model assumes a tonal movement of 3 to 8 semitones per 100 milliseconds. Although the size of tona movement needed for the optimal perception of movement contour features in the context of this model has yet to be tested experimentally, this range corresponds to that used in the Hz


Figure 1. Illustration of the model applied to a falling tonal movement through a VCV context. The model predicts perception of the tonal features High + Low in the two vowels.
experiments in [6] and in many other experiments and models (e.g. [5], [13] \& [15]).

### 2.2. Illustrations

Illustrations of the model as applied to a prototypical falling fundamental frequency contour in different segmental contexts are snown in Figures 1-4.
In Figure 1; with a VCV context and most of the tonal movement occurring during the consonant, the model would predict recoding in ternas of the level features High and Low. In this example, none of the three movement feature conditions is met
Figure 2 presents a CVC context in which only one of the three movement feature conditions is met. Although the falling movement does occur during spectral stability, the beginning of the fall occurs during spectral change and is not synchronized with the area of decreasing new spectral information following vowel onset. Finally duration does not exceed 100 milliseconds. Here, the model would predict categorization in terms of the level feature Low.

Figure 2. Illustration of the model applied to a falling tonal movement through a CVC context. The model predicts perception of the tonal feature Low in the vowel.

In Figure 3, a VC context is presented. Here, all three movement conditions are met. The model would therefore predict optimal coding in terms of the movement feature Falling.
Finally, in Figure 4, a CV context is presented. In this example, two of the three movement conditions are met. Tonal movement occurs during spectral stability in the vowel and vowel duration exceeds 100 milliseconds, but the beginning of the tonal movement is not synchronized with the end of maximum new spectral
information after vowel onset. Therefore the model would predict optimal recoding in terms of the level feature Low.

Hz


Figure 3. Illustration of the model applied to a falling tonal movement through a VC context. The model predicts perception of the tonal feature Falling in the vowel.
Hz


Figure 4. Illustration of the model applied to a falling tonal movement through a CV context. The model predicts perception of the tonal feature Low in the vowel.

In the illustrations above, a prototypically falling fundamental frequency contour was used. The model would deal with a rising contour in the same way with the same constraint conditions applying for optimal perception of the feature Rising.
Finally, it must be pointed out that the model described here is preliminary and does not claim to account for all possible tonal contrasts as it contains only four tonal features. More production and perception data from various languages could help expand the model as feature contrast requirements in different languages might alter the basic constraint conditions, especially where more features are nceded.

\section*{3. MPLICATIONS OF THE MODEL

### 3.1. Pitch Perception

### 3.1. Pitch Perception

The main implication of the model in terms of pitch perception theories is that it takes into consideration the constraints imposed on the perceptual system by the dynamic nature of speech. In the model, pitch movement sensitivity is strongly related to the speed of spectral change. In areas of rapid spectral change and spectral discontinuities, sensitivity is lower. In areas of spectral stability, sensitivity is higher.
The model assumes spectral analysis to be an important component in pitch perception. The use of resolved lower harmonics in pitch perception is also crucial for the model. It is the disruption and changes in the lower harmonics brought about by spectral discontinuitie: which give rise to the optimal recoding of tonal movement into level and movement contour features.
Thus the model supports central processing theories of pitch perception where a first order analysis of harmonic frequencies is crucial (e.g. [7]). Important to these theories is an interaction between spectral analysis and pitch extraction. This interaction is also crucial to the model.

### 3.2. Tone and Accent Features

 Returning to the descriptive problem cf contour tones versus level tones, the model clearly differentiates between contour and level features from a perception point of view. The model can be used to provide a framework for the assignment of features on a universal level. The model also implies perceptual primacy of levels over contours. These perceptual constraints can be used to explain certain aspects of universals of tone such as those reported by Maddieson [11] where it is claimed that languages do not have contour tones unless they have at least one level tone. Thus the features High and Low would be more perceptually salient and more frequent than the features Rising and Falling.Perceptual constraints and the synchronization between tonal movement and segmental boundaries appear to be important in word accent and tone languages such as Swedish, Chinese and Thai which make use of lexical movement features. In these languages, tonal production can be seen to make optimal use of the perceptual contrast between levels and movements by means of the
critical timing of tonal movement (cf. [2], [3], [4], \& [8]).
In other languages where the use of movement features is less clear, this type of synchronization may not be as important. However, data from German [9] and English [12] seem to indicate that level and movement features related to critical timing and alignment of tonal movement may play an important perceptual role for these languages as well.
3.3. Speech Perception Theories An additional factor of importance for the model is the load on the perceptual system at vowel onset. Spectral cues at vowel onset have been shown to be crucial for segment perception in speech [14]. An implication of the model could thus be separate perceptual mechanisms for segmental cues and tonal cues. Segmental perception mechanisms would then favor rapid spectral changes and discontinuities while tonal perception mechanisms would favor spectral stability. Following this line of argument, Fo differences at vowel onsets can function primarily as discriminatory cues for consonant features while Fo differences during spectral stability function as cues for tonal features.

## 4. CONCLUSIONS

In the model presented in this paper, level features are given perceptual priority over movement contour features. For the optimal perception of contour features, constraint conditions are proposed and illustrated. Although the details of these constraint conditions may vary between languages, the principles of perceptual constraints should be applicable to many different languages on a universal level These principles provide a framework for the assignment of tonal and intonationa features from a perceptual point of view.
Finally, in view of the importance of onal features for the overall speech perception process, the addition of a tonal component can be seen as a necessary enrichment of general models and theories of speech perception. The tonal perception model presented here is an example of such a tonal component.
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ON THE PERGEPTION OF DURATION OF THE CZECH VOWELS
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## ABSTRACT

An experiment concerning the perception of the Czech phonological duration is described in this paper. All Czech vowels synthesized by $4 V 02$ synthesizer have been used in the experiment. The results have been compared with natural speech signals statistics.

## 1. INTRODUCTION

The Czech phonological duration has been studied from various points of vew /J. Cnlumsky [3], P. Janota [4], B. Hala [1]/. The des cribed experiment is aimed at physical relevance of Czech duration. The experiment does not include wider language parameters and has been ilmited with isolated words synthesized by HV 02 peripherals /Tesla Electronic Research Institute in Prague/. It is one of the possible ways for studying subject and it is based upon the precise quantity of the synthesized speech signal.

## 2. PROCEDURE

A list of Czech meaningful words has been prepared and synthesized by HV 02. There were two criteria for
the words preparation. All the Czech vowel were taken into consideration their duration covering the range of 30 to 240 msec with 20 msec stepping:

$$
\begin{aligned}
& \text {... 240-60 } \\
& \text { e... } 190 \text { - } 30 \\
& \text { u... 180-20 } \\
& \text { o... 200-40 } \\
& \text { 1...1 } 170-10
\end{aligned}
$$

The perception test has been almed at two specific spheres of interest. First there was an attempt to define the boundary where the phonological duration changes the meaning of the word: pás /"belt" with a long vowel "á"/ and pas /"passport" with short vowel "a"/.
A list of words presenting the entire range of temporal realisation has been listned a evaluated both in gradually descending and gradually increasing scale. Secondly there was an attempt to determine the relative temporal differences in physical realisation of vowels, which can be percepted by native Czechs as phonological temporal difference. Pairs of words with temporal contrast have been 11stened and estimated by respondents. The temporal contrast was both gradually descending
and gradually increasing in the range of 20 to 180 msec with stepping of 20 msec , for example bór - bor / 200 - 40/. The pause between the words was 1 sec and 3 sec between pairs of words. All the synthesized Czech words have been tested in such a way. There were more than 70 respondents, native Czechs, involved into perception experiment. They were requested to write the words.

## 3. SOME RESULTS

3.1. Within the range of temporal parameters of the tested words the results cannot be regarded as a compact value. The boundaries between long and short vowels are rather dispersed vowels are rather dispersed and are percepted for va-
rious vowels as follows:


The percentage of boundary identification may be presented by following data:



The verification teats have shown upon no significant differences. The percentage of identification during $t$ wo various ways of words presentation /first in gradually descending scale and then in gradually fncreasing ane/has been the same. These data and results have been compared with prof. B. Hála statistics [2]. The results of the comparison have indicated upon the narrow correlation between the perception test results from one side and highly reliable statistics of Czechs vowels lenhtg as pre sented by prof. E. Hala from the other side. We shall first discuss the temporal parameters of long vowels.
3.2. There were no responda which showed that the results of the listening test were not in any way in accordance with existing knowledge of the Czech long vowels parameters [21. This remark is valuable for all Czech long vowels. We have not registered any word with "long" vowel, which exceeds the down limit of duration valuable for long vowels.
These results are illustrated with figure 1.

the mean value of
long vowels statistics
the results of the perception test
Len the down limit of long vowels statistics

As the "short" vowels are concerned, we have registered no word with vowel, which is longer than the upper ininit of ahort vowel statistics available in 2 - figure 2:
maec


Fig. 2
The figure 2 illustrates the correlation between the mean values for long and $f$ for short Czech vowels on the one hand and the most contrastive span of duration /from 30 to $56 \%$ of responds/ evaluated as a boun-
dary during the perception experiment on the other hand:


Fig. 3

> Lhe mean ralue of long vorels statistics perception test ch the mean ralue of shart vowels statistics
3.3. The above discussion covers the absolute values of Czech vocal duration. The relative values have been estimated on the bases of the second part of our listening test, where the pairs of two words were evaluated. We have gained rather stable results showing that the span of 100 msec is the most important for phonological quantity identification - figure 4 :

4. CONCLUSION

There is no simple correlation between the natural and synthetic speech signal. aither isolated words can neither isolated simulate the real language realisation. We have pres
sented one of the possible ways of problem presentation. The results may be of interest both for natural and synthetic speech investigation.
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## ABSTRACT

The aim of this paper is to differentiate between hardwired or unintended phonetic processes and phonological or language specific processes. Cross-linguistic data on coarticulatory effects of nasalization across different speech rates in American English and Spanish were obtained. The data show that in American English vowe nasalization varies (inversely) with speech rate; whereas in Spanish nasalizations has a constant duration across speech rates. Spanish nasalization is modeled as a constant additive component (dependent on vowel height), and American English nasalization as a multiplicative component. It is argued that vowel nasalization in Spanish is an unintended, vocal tract constraint unaffected by higher-level speaking rate effects, and that nasalization in American English is a phonological effect, intentionally implemented by the speaker.

## 1. INTRODUCTION

The aim of the study is to devise a model that can quantify and differentiate between (i) "hardwired" phonetic processes due to the mechanics of speech, and (ii) phonological or language-specific processes intentionally implemented by the speaker. The model will be formulated on the basis of original data on coarticulatory effects of nasalization in Spanish and American English.
Cross-linguistic studies using a variety of techniques[1], [3], [5], [6] show that owering of the velum necessarily overlaps the articulatory configuration of preceding vowels and that the period of overlap varies across languages. In the present study it is hypothesized that this variation is due to the different nature of nasalization in different languages. Thus, in some languages, such as Swedish or Spanish, vowel nasalization seems to be an online or hard-wired phenomenon,
mechanically linked to the presence of a nasal consonant and by-product of the temporal organization of motor commands; whereas in some other languages, such as American English, vowel nasalization is not mechanical but intended, part of the linguistic organization of speech motor commands.
To differentiate between on-line and intended nasalization an experiment was conducted where rate of speech (i.e., time to achieve articulatory targets) was varied and its effects on velum movement (i.e., duration of vowel nasalization) were observed for Spanish and American English. This information will allow to determine which portion of the vowel (the oral or the nasalized portion) is affected when rate of speech is varied, and it will be possible to establish if the vowel is articulatorily specified as oral(with mechanical nasalization)or as nasalized. Speech rate is an intended, higher level adjustment. If the vowel is targeted as nasalized, and consequently nasalization is higher level, nasalization is expected to to vary (inversely) with speech rate. If the vowel is targeted as oral, nasalization will be due to vocal tract constraints, and the nasalized portion will not vary in different rates of speech (or it will vary as a function of the velocity of the articulatory gesture).

## 2. METHOD

Three speakers of American English and three speakers of peninsular Spanish read a randomized word list consisting of all possible combinations of $\mathrm{C}_{1} \mathrm{~V}_{1} \mathrm{~V}_{2} \mathrm{C}_{2}$, where $C_{1}=t, n ; V_{1}=i, a ; V_{2}=i, e, a, C_{2}=$ $\mathrm{t}, \mathrm{n}$. The carrier sentence for English speakers was "Guess __soon". The Spanish carrier sentence was "Dos__son" ("They are two -"). The subjects were asked to read the 24 test sentences twice at five different speech rates: 1 . overarticulated, overslow speech ("as if talking to a deaf person who was lip
reading"), 2. careful, slow speech ("as if reading out loud to a formal audience in a big lecture hall"), 3. normal conversational speech, 4. fast speech, 5. underarticulated, overfast speech ("as fast as you possibly can"). The four most equidistant speech rates were studied for every speaker.
To track the time-varying positions of the velum a Nasograph (see [7] for a description) was inserted into the subjects' nasal cavity and pharynx and the traces of velopharyngeal port opening/closing and acoustic waveform were obtained on a Siemens Oscillomink chart recording device in the standard way [3], [7]. Measurements of vowel duration and timing of soft palate lowering before nasal consonants were done in [ $\mathrm{t}^{\mathrm{h}} \mathrm{V} V \mathrm{~N}$ ] sequences. The measurements of vowel duration were done 1) for the aspiration period [h], 2) for V1, and 3) for V2. The method used in determining onset of velum lowering was to consider movement to begin at the time when the velocity function (slope) crosses a noise band (defined as $10 \%$ of the highest peak velocities of the velar movement gestures for each speaker) around zero. For multistage velar gestures- usually those involving a low vowel- the first lowering gesture exceeded the noise band and, consequently, velum lowering due to vowel height was included in all cases. Measurements were done by hand on Osciloming traces.

## 3. RESULTS

The results for the measurements for American English are presented in Figs. 1 and 2, which show the mean duration of the oral and nasalized portion of the vowel sequence (including the aspiration period) for [iV] and [aV] sequences respectively. The onset of velic lowering is marked 0 on the abscissa and segments appearing righ of 0 are the nasalized portions of the vowel sequence. Varying speech rates appear on the ordinate. Speech rate was plotted by determining the average duration for the vowel sequences. The oral portion of the [hVV]English sequences in Figs. 1 and 2 corresponds to the aspiration period as obtained from the acoustic waveform (mean oral portion for speaker $\mathrm{JJ}=$ $59.9 \mathrm{~ms}, \quad A V=52.3 \mathrm{~ms}, \quad \mathrm{MN}=49.7 \mathrm{~ms}$; mean aspiration period for speaker $\mathrm{JJ}=$ $58.3 \mathrm{~ms}, \quad \mathrm{AV}=61.5 \mathrm{~ms}, \quad \mathrm{MN}=49.8 \mathrm{~ms}$ ). Furthermore, in some cases velic lowering begins during the aspiration period resulting in a nasalized aspiration,[గొ]. This
indicates that in American English the voiced portion of the vowel sequence is completely nasalized.
Figs. 3 and 4 show the results for Spanish. It can be observed that the nasalization period in Spanish shows a roughly constant duration across different speech rates. Only in the fastest speech rates some speakers (MJ [iV]; PR [iV]; rates some speakers (MJ [iV]; PR [iV]; JR[iV], [aV]) succeed in reducing the
nasalized portion. This indicates that under unusually fast speech conditions speakers might increase the velocity of the velic lowering movement.
Comparison of Figs. 3 and 4 shows a longer nasalization period for [aV] sequences than for [iV] sequences. It seems reasonable to suggest that nasalization has a constant duration in both cases and that differences are due to further low-level adjustements due to vowel height [1], [6], [7]. The fact that for [iV] sequences the constant nasalized period (k) across speech rates for the different speakers (MJ, $k=91.6 \mathrm{~ms}$; PR, $\mathrm{k}=124.3 \mathrm{~ms} ; \mathrm{JR}, \mathrm{k}=97.6 \mathrm{~ms})$ is longer than the minimum transitional period ( 40 ms for [ii] sequences) is due to the fact that the computed k value is the mean of the values for different V2. This indicates that the height of V2 also has an effect on velum lowering which is presently under study. This effect is less evident for [aV] sequences.
To sum up, the results in Figs. 3 and 4 suggest that nasalization is a constant value across speech rates, and that the oral portion of the vowel varies inversely as a function of speech rate. Thus, Spanish vowels can be said to be targeted as oral and nasalization is the result of a physiological time constraint.

## 4. MODELING NASALIZATION

 IN AMERICAN ENGLISH AND SPANISH.In American English vowel sequences followed by a nasal are nasalized throughout. Thus vowel nasalization can be modeled as a multiplicative effect (multiplied by a factor of 1 ):
$\mathrm{a}=\mathrm{d}$
where a equals the nasalized portion, and d equals the total duration of the vowel sequence (excluding aspiration).
In peninsular Spanish the nasalized portion can be modeled as a constant value (k) which depends on the height of V1 (v) (and possibly V2). The oral portion can be


Fig. 1. Mean duration in ms. of the oral and nasalized portions of the vowel sequence $\left[{ }^{[ }{ }_{\mathrm{i}} \mathrm{V}\right]$ for American English on the abscissa. Onset of velic lowering is marked time 0 . Average spech rate in ms. appears on the ordinate.


$$
\text { velar lowering onsat time : } 0
$$



Fig. 2. Mean duration in ms. of the oral and nasalized portions of the vowel sequence [ $\mathrm{h}_{\mathrm{aV}}$ ] for American English on the abscissa. Onset of velic lowering is marked time 0 . Average spech rate in ms. appears on the ordinate.


Fig. 3. Mean duration in ms. of the oral and nasalized portions of the vowel sequence [ $\mathrm{h}_{\mathrm{iV}}$ ] for Spanish
on the abscissa. Onset of velic lowering is marked time 0 . Average spech on the abscissa. Onset of velic lowering is marked time 0 . Average spech rate in ms. appears on the
ardinate.


Mimer lowaring onset $1 \mathrm{lmm}=$
Fig. 4. Mean duration in ms. of the oral and nasalized portions of the vowel sequence [ ${ }^{\mathrm{h}} \mathrm{aV}$ ] for Spanish
on the abscissa. Onset of velic lowering is marked ordinate
modeled as the vowel's duration minus $\mathbf{k}(v)$ :
$\mathrm{a}=\mathrm{k}(\mathrm{v}$
$b=d-k(v)$
where a equals the nasalized portion of the vowel; $\mathbf{k}$ (v) equals a constant value (incompressible beyond 40 ms ) which depends on the height of V1 (and V2); b equals the oral portion of the vowel, and d equals the total duration of the vowel sequence. Thus, vowel nasalization in Spanish can be modeled as a constant which is added to vowel duration after speaking rate effects have applied.
The working of the model for observed vs predicted values is currently under study.

## 5. DISCUSSION

The fact that nasalization in Spanish is an additive constant number of milliseconds indicates that it may take $k(v) m s$ to establish the articulatory configuration for the nasal consonant. Thus, nasalization in Spanish can be considered as an unintended harwired effect which is added to higher level adjustments such as speaking rate. If speakers were using vowel nasalization distinctively one would expect that the nasalized portion in one rate of speech would differ from that in another rate by an amount proportional to the difference of the duration of the vowels, rather than by a constant number of milliseconds across all rates. This is the case for American English. It seems reasonable to hypothesize [2] that multiplicative effects are phonemic and occur prior to additive ones, which reflect constraints of speech production. Since no additive component was observed for vowel nasalization in American English, it can be deduced that nasalization does not occur automatically but that it has achieved he status of a phonological rule, intentionally implemented by the speaker. The existing models on the timing of vowel nasalization [4], [8] do not target velum position for vowels, but just for preceding and following consonants (thus, a vowel in a [t_N] context is thoroughly nasalized in the transition between the two targets). According to our data these models are adequate for American English, where vowels are intentionally nasalized, but do not accurately simulate the behavior of Spanish vowels in the same context This indicates that a timing model must be language specific.
6. CONCLUSION

The universality of vowel nasalization before nasal consonants demands an explanation that refers to some universal properties of human beings. The transition ame in velic port opening is most likely the origin of vowel nasalization. However, the same phonetic effect might be unintended and low-level in one language (Spanish), and it might have been phonologized, and herefore be part of the language specific timing instructions in another language (American English). Moreover, the large number of languages (e.g. French, Hindi, Protuguese) that lose a nasal consonant distinction only to replace it with distinctive vowel nasalization indicates that phonetic nasalization can be perceived and hen exploited by language users. The different nature of the same phonetic phenomenon proves the need to interpret phonetic data in terms of their phonological behavior if we are to provide an accurate account of the hardwired and softwired components of speech in different languages and implement them in automatic speech technology.
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SPIRANTISATION, CHARME ET GOUVERNEMENT : L'IDENTITE ET LES METAMORPHOSES DE/g/ EN MOORE
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## ABSTRACT

$\mathrm{g} / \mathrm{in}$ moore is here analysed as a neutral consonant contrasting with $/ \mathrm{k} /$ on a privative basis. Some of its surface realizations are understood as commanded by governement (geminate and NC sequences). Its spirantization with $\mathrm{A}^{+}$ adjunction is shown to be blocked by ATR ; and its devoicing induces to set up a contrast between "sourd/sonore" for non neutral consonants and another between voiced/unvoiced for the neutral ones.

1. Le mooré représenté ici est celui de Ouagadougou tel que prononcé et analysé par R. Kaboré [2]. La transcription des voyelles tient compte de la suggestion de J. Rennison ${ }^{[5]}$ selon laquelle les notations "e,o" de l'orthographe officielle renvoient aux voyelles hautes $[1, \mathrm{o}]$ et " $\mathrm{l}, \mathrm{v}$ " à $[\mathrm{e}, \mathrm{o}$ ] réalisés très fermés.
2. A l'initiale, $[\mathrm{g}]$ s'oppose à $[\mathrm{k}]$ :
$\begin{array}{cc}\text { (1) káá-sì "crier" } \\ \text { gáá-sì } & \text { "évider, déblayer" } \\ \text { Il ne s'y oppose plus ailleurs, par exemple }\end{array}$ Il ne s'y oppose plus ailleurs, par exemple dans les suffixes:
(2)

$$
\begin{array}{cc}
-\mathrm{ga} & " s g^{\prime \prime}(\mathrm{pl}:-\mathrm{sl}) \\
-\mathrm{ga} & " s g^{\prime \prime}(\mathrm{pl}:-\mathrm{d} \infty)
\end{array}
$$

Ainsi, /g/ suffixal se transforme-t-il en [k] pour donner avec un /g/final de radical une sourde géminée:
(3) pàg $+\mathrm{gl} \rightarrow$ pàkkì "ouvrir" Un $/ \mathrm{g} / \mathrm{non}$ initial reste [g] dans une séquence où il impose à une nasale précédente de lui être homorganique:
(4) bín + ga -> béngà "haricots"

Un/g/interne est spirantisé en [b]:
(5) bè + ga $\rightarrow$ béésá "mar"
zวิ̀msธธ́ "le fait d'apprendre"
sauf s'il figure dans l'emprise d'une harmonie ATR:
(6) bíigí "enfant" sừgnì "ajuster" Devant pause, une voyelle à ton bas peut être élidée. On trouve alors des réalisations dévoisées (indiquées par [६ et [g]) de $/ \mathrm{g}$ :
(7) [ро́óvळ̀, póóķ] "champ"
$/$ kál-gब/ $\rightarrow$ [kóls@, kólók]
"soumbala"
(8) [núgú, núg] "main"
(9) [béngà, béng, bénŋ]] "haricot"
/lán-g@/ -> [lóng@, lóng, lónŋ]
"coton"
3. Dans une analyse structurale classique, on reconnaîtrait en (1) les phonèmes $/ \mathrm{k} / \mathrm{e}$ $/ \mathrm{g} /$, et de (2) à (9) la neutralisation de leur opposition au profit d'un archiphonème réalisé $[\mathrm{k}]$ en (3), $[\mathrm{g}]$ en (4) et (6), $[\mathrm{b}]$ en (5), $[\mathrm{K}]$ en (7), [g] en (8) et $[\mathrm{g}]$ ou $[\mathrm{g}]$ en (9).Le problème resterait entier de trouver pour l'archiphonème une définition qui permette de comprendre le conditionnement de ses variantes.
4. L'analyse proposée ici est fondée sur l'intuition que l'opposition de $/ \mathrm{k} /$ à $/ \mathrm{g} /$ pourrait être considérée comme non pas équipollente, mais privative. Elle repose sur la théorie des éléments phonologiques où les vélaires sont construites sur la voyelle "froide" $v^{\circ}$ et où les segments et les positions auxquelles ils sont associés entretiennent des relations de gouvernement. /k/ sera alors conçu comme pourvu d'un élément laryngé $\mathrm{H}^{-}$ (cordes vocales tendues) dont l'opposé, $L^{-}$, fait défaut à $/ \mathrm{g} /$ en mooré:

5. Les exemples de type (3) où l'on observe une gémination seront représentés par une configuration dans laquelle un segment est doublement associé et définit un domaine de gouvernement (cf Kaye ${ }^{\text {14] }}$ Hérault ${ }^{[3]}$ ). Mais [g], est en l'occurrence insuffisant : en tant que consonne neutre, il s'avère incapable d'assumer sa fonction de gouverneur sans requérir l'élément $\mathrm{H}^{-}$ Il se renforce donc en [k], passant du statut de segment neutre non-gouverneur à celui de segment marqué et gouverneur:

6. Les exemples illustrés en (5) constituent un cas de figure apparenté, celui de séquences [ng] où l'occlusive marque qu'elle gouverne la nasale en lui

imposant son point d'articulation. Comment se fait-il que $|\mathrm{g}|$ suffise cette fois comme gouverneur? C'est qu'il a pu trouver dans son entourage de quoi lui permettre de satisfaire à l'obligation qui lui est faite de gouverner : il s'est renforcé en s'appropriant l'élément $L^{-}$de la nasale:

7. L'analyse prédit ainsi que le mooré fait usage de deux sons [g] distincts, l'un neutre et non-gouverneur, et l'autre gouverneur car pourvu d'un élément de voisement $\mathrm{L}^{-}$. La prédiction se confirme si l'on compare les tracés fig1, [bíigí], et fig 2, [bénga], ci-dessous: seul le second témoigne d'une vibration laryngienne importante caractérisée par le renforcement notoire des harmoniques et par le suivi des formants.

8. La vélaire reste dans sa réalisation d'occlusive neutre, of (5), [bíǵí], lorsqu'elle se trouve sous un pon d'harmonie ATR, harmonie qui n'est déclenchée en mooré que par les voyelles hautes [i, u, i, ũ]. Mais dans tous les autres cas où elle n'est ni initiale ni gouverneur, elle se spirantise en [ $\kappa$ ], devenant donc du même coup uvulaire. Si elle était restée vélaire, la spirante aurait été représentée par la seule voyelle froide en position non-nucleaire. Mais sa localisation a été abaissée jusqu'à la zone uvulaire, manifestant ainsi l'adjonction de l'élément $\mathrm{A}^{+}$en tant qu'opérateur et fonctionnant en quelque sorte comme un schwa consonantique:
$[\mathrm{k}]=\mathrm{v}^{\mathrm{o}}$
$\mathrm{A}^{+}$
Il est particulièrement important de relever que le mooré fonctionne avec une propagation de $\mathrm{A}^{+}$tout aussi contraignante que celle de l'élément ATR et en relation d'exclusion mutuelle avec elle. L'harmonie en $\mathrm{A}^{+}$n'est déclenchée que par un segment [a] final de mot (donc par $\mathrm{A}^{+}$tête) et seulement en l'absence d'harmonie ATR : c'est elle qui, en (4) transforme $/ \mathrm{b}$ й $+\mathrm{ga} /$ en [béngà] et $/ \mathrm{k} \dot{+}+$ ga/, "liquide", "aqueux", en [kwàásá]. Les contextes où /g/non-gouverneur se spirantise en s'adjoignant $\mathrm{A}^{+}$(même en l'absence de cet élément dans son entourage, cf "le fait d"apprendre" en (5)) connaissent donc la même interdiction de le faire en présence d'harmonie ATR. On fait ainsi ressortir que, (a) une harmonie ATR qui sinstaure de noyau à noyau n'est pas sans incidence sur la consonne qui les sépare puisque $/ \mathrm{g} / \mathrm{y}$ est ici sensible; et (b), l'antinomie de $\mathrm{A}^{+}$et d'ATR se confirme, jusque dans la spirantisation autorisée/exclue de la consonne.
9. Le problème, majeur, qui reste en suspens, a trait au voisement: comment, s'ils sont des segments neutres (sans $\mathrm{L}^{-}$), [g] et [ b$]$ peuvent-ils se dévoiser en (7) et (8)? Sa solution passe par la reconnaissance d'une distinction fondamentale à laquelle il est souvent fait référence (de manière assez trompeuse)
sous les termes de voisement spontané et de voisement phonologique, ce qui laisse entendre que le voisement spontané ne serait pas phonologique. Nous voulons démontrer que le voisement dit spontané, s'il n'est peut-être pas inscrit dans la structure en éléments des segments concernés, n'en est pas pour autant nonphonologique.
10. Appelons "sourd" le segment $|\mathrm{k}|$ que la présence de $\mathrm{H}^{-}$rend gouverneur, et "sonore" le segment |gl que $\mathrm{L}^{-}$rend également gouverneur. Les cas restants sont ceux où le segment n'est pas gouverneur: il apparaît sous ses variantes [g] et [s] que nous dirons "voisées" et [g] et [ $\kappa$ ] que nous dirons "non-voisées". Ces deux paires de variantes sont en distribution complémentaire : les voisees apparaissent en position d'attaques gouvernées (par un noyau plein, identifié) et les non-voisées en position d'attaques non-gouvernées (car leur noyau est vide et final). Deux interprétations sont alors envisageables.

La première consiste à dire que la distinction de voisement n'a pas à être inscrite dans la constitution interne des segments : elle est entièrement déductible du gouvernement ou non de l'attaque par son noyau.

La seconde consiste à dire que le voisement du segment d'attaque est un caractère transmis par le segment nucleaire, et qu'il n'y a absence de transmission qu'en l'absence de segment nucléaire. Il faudrait alors reconnaitre que, même dans le cas non-marqué où les voyelles ne font jouer aucune distinction de voisement, elles comportent un elément de voisement spécifique, et distinct de $\mathrm{H}^{-}$et de $\mathrm{L}^{-}$.
11. Quelle que soit l'interprétation choisie, les exemples ( 9 ) montrent que la distinction entre "voisée" et "sonore" s'impose : bien qu'appartenant à une attaque non-gouvernée, [g] reste gouverneur et donc sonore dans [béng] ou [lóng], quand il ne va pas jusqu'à prendre à la nasale, non pas seulement son L-, mais la totalité de ses éléments pour donner ou [béng] ou [Ĺng].
12. Au total, la répartition des différentes métamorphoses de /g/ en mooré semble
indiquer qu'il faille reconnaître comme distincts:
-des segments sourds, construits avec $\mathrm{H}^{-}$(ici [k]).
-des segments sonores, construits avec $\mathrm{L}^{-}$(ici [g] gouverneur d'une nasale). -des segments neutres, construits sans aucun des deux éléments laryngés, et qui selon leur contexte d'apparition, se réalisent comme voisés, (ici [g]ou [ b$]$ ), ou comme non-voisés, (ici [g] ou [ $¢]$ ).

## 13. Géneralisations:

(a) Les cas de neutralisation du voisement des occlusives finales dans des langues telles que l'allemand pourraient être l'indice du fait que leur série dite sonore serait en fait, comme en mooré, une série neutre, non-marquée s'opposant à une série de sourdes marquées par l'élément $\mathrm{H}^{-}$.
(b) La neutralisation du voisemen des obstruentes dans les langues qui, comme le mahou, n'admettent que des sonores après consonne nasale, (cf ba kwoे, "derriere un cabri," mais s.n刀 gwoे, "derrière une gazelle," Bamba ${ }^{[1]}$ ) pourrait être l'indice du fait que leur série dite sourde serait en fait, contrairement au mooré, une série neutre, non-marquée,
s'opposant à une série de sonores marquées par l'elément $\mathrm{L}^{-}$.
(c) Dans des langues comme le coréen, où les occlusives de la série neutre prennent à l'intervocalique une variante voisée, (/koki/ -> [kogi], "viande,") il pourrait s'agir d'un voisement comparable à celui de la vélaire neutre du mooré (mais répondant à un conditionnement différent) sans qu'ait à intervenir l'élément L-.
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## ABSTRACT.

This paper explores the interface between phonetics and phonology in the domain of stress. Stress position in Kriyol is not directly stress. Stress position in Kriyol is not directly predictable frotecting the syllable It is s hown duration) affecting the syliable. It is shown devised such that a neuronal network with no hidden units will laarn it after only 5 trials. The hidden units will earn it after only 5 trals. The network is then able to predict stress position $70 \%$ of the cases.

## 1. PHONETICS vs. PHONEMICS

### 1.1. The two approaches to stress.

 There are two approaches to stress phonetical and phonemical, which are no always easy to reconcile. Indeed, the phonemical approach implies that it must be possible to uncover regular or nearly regular stress patterns, which consist in the ecurrence of stress on the same location for at least a lexical class. The phonemica standpoint is thus intrinsically discontinuous, as it should be. According to the phonetica approach, on the other hand, stress is a prominence that is achieved through one syllable being maximally intense and/or naximally high and/or maximally long depending on the language under consideration Phonetic stress is thus the esult of the continuous variation of three now parallel now divergent scales. Hence ow paralle, how dive to scales. Hence here does not have to be, and actually there rarely is an immediate correspondence between both analysesThe traditional phonological practice has been to deal with, or to eschew, this difficulty in either one of two ways: either to start with the phonemical pattern - after all one knows or may know by asking native speakers where stress is" - and try to see which physical parameters most contribute to it; or start with an instrumental study of the physical parameters, and try to abstract stress rom them. This exclusive reliance on one or the other strategy can only be fruitful, however, in those languages which exhibit a
regular correspondence between the continuous variation of at least one of the physical parameters, and the position of stress.
Asserting that this situation ought to be the normal state of affairs is an unwarranted preconception. We will show that the evidence of one language, Kriyol, at leas demonstrates that it is not an obligatory state of affairs.
If this is so, the possibility of matching the models and the reality is at stake. One may renounce it and remain content with the by and large dominant separation of phonemic theory (phonology) and phonetic studies. But one may also consider that the match should exist, which then implies a serious exploration of the phonemics-phonetics interface. That there is such an interface proceeds from the necessary, we think, assumption that phonemics and phonetics ultimately address the same object, viz. the sound face of language, at different levels of abstraction.

### 1.2. Presenting the language

Kriyol is a Portuguese based creole language spoken in Guiné-Bissau and Casamance. A number of studies have been devoted to its syntax (see in particular Wilson 1962; Kihm 1980). Kriyol phonology, in constrast, is poorly studied yet (see Wilson 1962; Mboj 1979; Kihm 1986). The suprasegmentals, in particular, have only been cursorily considered. Kihm and Laks (1989a) is a first attempt, where we established that Kriyol is to be analysed as a stress language, like its lexifier Portuguese and like, or so it seems, the Atlantic languages (Manjaku, Balanta, Diola, possibly Wolof) that constitute both its substratum and its adstratum.

### 1.3. The experimental setting

The study was conducted using a sizeable data base of nearly 400 forms, lexical items and phrases. The forms were chosen so they would constitute a representative sample of
the lexicon in terms of (a) stress patterns: (b) number of syllables: (c) syntactic category and type of construction; (d) origin (Creole, Portuguese, or African). Each form was repeated twice consecutively by a native speaker ( 25 , male), recorded, and run through a computerized meiody analyser (Philippe Martin's analyser available at the UFRLinguistique in Paris7 University). We UFRLinguistique in Paris? parameters intensity (db), pitch (hz), and parameters intensity (db),
duration (cs) for each syllable.

### 1.4. The problem.

The gross result of this work was that it is sometimes possible, but very often impossible to observe a regular correspondence between the relative values of the parameters and the location of the stressed syllable which is always intuitively clear. Consider the following examples (the stressed vowel is capitalized):

| (1)kansera 'fatigue' |  | kan | sE | ra |
| ---: | ---: | :--- | :--- | :--- |
| (2nd occ.) | db | 29 | 35 | 24 |
|  | hz | 104 | 119 | 85 |
|  | cs | 17 | 30 | 19 |
|  |  |  |  |  |
| (2)kansera 'fatigue' | kan | sE | ra |  |
| (1st occ.) | db | 34 | 40 | 30 |
|  | hz | 138 | 121 | 132 |
|  | cs | 23 | 35 | 24 |
|  |  |  |  |  |
| 3) nobresa 'youth' | no | brE | sa |  |
|  | db | 33 | 38 | 30 |
|  | hz | 107 | 118 | 134 |
|  | cs | 17 | 18 | 21 |

In (1), all three parameters converge at their maximal value on the location of the stressed syllable, we designate this schema as [111]. This is by no means the most frequent schema, though. The remainder of cases is distributed among the other schemata, [101] (fit of db and cs , but not hz with the stressed syllable) as in (2), or [100] (fit of db only) as in (3). One even finds cases where the stressed syllable is neither more intense, nor higher, nor longer (schema [000]). Moreover, (1) vs. (2) shows that the same, identically stressed form may be assigned to different schemata when repeated at a few seconds interval by the same speaker. This confirms the fact that the variation is truly inherent, and cannot be explained away by the phonetic environment, or at least by any regularly recurring component of this environment. How shall we reconcile such anment phonetic variation with the regular extreme stress patterns that are part of pho nemic speaker's knowledge of his her language? speakers this wo mean or native language? (By this, we mean the native speaker's perceptive ability to reconstruct discrete
patterns out of a continuous, relatively chaotic sound input, as well as his/he productive ability to embody these patterns into an equally continuous, relatively chaotic phonic output.) What interface may be shared by two so widely divergent objects? Before we try and answer this question more detailed presentation of the phonemics and phonetics of Kriyol is in order.

## 2. A PHONEMIC VIEW OF KRIYOL

 STRESS.Although we tested both lexical items and phrases (NPs and sentences), only the former are considered in this study. Stress patterns in Kriyol are distributed according to the lexical category of the item. The following set of rutes covers almost all cases.
(4)(a) Nouns and adjectives are stressed on the ultimate syllable if it is heavy (e.g. kacur 'dog'/ka'cur/), on the penultimate syllable otherwise (e.g.tabanka village tabanka/, bonitu nice /bo nitu/)
(b) Verbs are stressed on the final syllable (e.g.rispundi to answer' /rispundi'/, mistura to mix'/mistura'/).
3. A PHONETIC VIEW.

As already indicated, three physical parameters contribute to stress, viz intensity (db), pitch (hz), and duration (cs). None of them in isolation is sufficient to account for the location of stress in a given item. We therefore decided to consider all three of them simultaneously, which led us to the mentioned observation that it is only in a minority of cases that the maximal values on each line fall down in a meat colum each line the sing syla What we have in mind is a quasi wut we have in aulosegmentalramoth such as parameter values supported by three autosegmental tiers are anchored to a skeletal tine made of slois. Time synchronization of the differen tiers will ensure that asociation lines do no cross. Actually, all the logically possible mismatches are attested, resulting in 8 categories or schemata, [111]. [110], [101] [011], [100], [010], [001], and [000]. Al possibilities are thus realized, from maxima contribution of all three parameters ([111]) to apparently no contribution at all ([000]). The figure below gives the distribution of all schemata.

| (a) [111] | 23.60\% (b) [1XX] 66.29\% |
| :---: | :---: |
| [110] | 6.37\% (c) [X1X] 42.70\% |
| [101] | 20.22\% (d) [XX1] 59.93\% |
| [011] | 7.12\% |
| [100] | 16.10\% |
| [010] | 5.62\% |
| [001] | 8.99\% |
| [000] | 11.99\% |

## 4. PHONEMICS AND PHONETICS

 COMPARED.There is therefore no overall one-to-one correlation between the phonetic facts and the phonemic stress patterns. (Recall that our schemata are tokens, whereas stress patterns are types.) Actually, such a mismatch is expected. Indeed, stress is a clear-cut phenomenon that may be expressed as discrete values, e.g. (for one-stress languages) 1 and 0 . Phonetic parameters, on the other hand, are continuous scales that vary in an unpredictable (if not unaccountable) fashion each time a particular utterance occurs. It is standard practice to dismiss this variation as non- linguistic by considering it in the same way as pure individual variation in loudness as pure and duration We contend that by so doing; and denies onesell the opportunity one denies onesell the opportunity of showing that phonemics (what the speakerhearer knows) and phonetics (what s/he effectively produces or perceives) have anyting in common, as it seems obvious that hey should
We assume, then, that both the phonemic patterns and the phonetic facts are faithful images of the phonological reality of the exical items, which means that one can start rom either one or from both, following a topbottom or bottom-top procedure, and converge onto an interface. Note in passing hat such a procedure is the only one that is really sate and iruifful with unknown or poonty known languages, Kriyol being an instance of the latter category. The problem is therefore o find an integration principle for the phonetic parameters allowing this interface of discrete and a continuous domain to stand. Let us state our general hypothesis first. We assume that stress as it patterns phonemically represents the best possible compromise of the actual values of the three phonetic parameters. By best possible compromise', we mean to say that those ctual values are computed each time they are realized, resulting in a phonetic figure are realized, resuling in a phonetic figure (in matched against the stress pattern can be me integration mentions pattern. This is the iniegration mentioned above. The matching is aways approximate, sometimes quite good, so mes very bad, but it is an which part of stress as a phenomenon which associates two types of prominence, ne cognitive and absolute, the other hysical and relative.

## 5. A PRACTICAL SOLUTION

The first step consists in normalizing the parameter values, so that the difference between the lower and the higher values is maximized. Our procedure was to map the
indeterminate scale of real variation onto a [0...1] scale, using the following formula:
(5) Normalization formula for the phonetic parameters: Let $P$ be a phonetic parameter, $x$ a real value of this parameter, and $y$ a normalized value. $x$ <epsion> $\{a, \ldots b\}$, where $\{a, \ldots b\}$ is the set of the possible values of the parameter; $y$ <epsilon> \{a'... $\left.b^{\prime}\right\}$ where $\left\{a^{\prime}, \ldots b^{\prime}\right\}$ is the set of the normalized values of the parameter. The general formula is then: $y=f(x)=a^{\prime}+(x-b)\left(\left(b^{\prime}-a^{\prime}\right) /(b-a)\right)$
For each particular occurence of a lexical item, there is a maximal value of $P x$ max and a minimal value of $P \times$ min. As we chose $\{0, \ldots .1\}$ minimal value of $P \times \mathrm{min}$. As we chose $\{0, \ldots .1\}$ equal respectively 1 and 0 . Given this, the general formula rewrites as: $y=1(x)=0+(x-$ general formula rew
$\mathrm{xmin})((1) /(x \max -\mathrm{xmin}))$

Data are not modified by the normalization, which is no more than a quasi-optical means of locussing on the regularity that is embedded in the data. Let us apply this formula to the examples in $(1-3)$. The result is given below (normalized values are on the right):

| (6) kansera (2nd occurence) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | kan | sE | ra |  |
| db | 29 | 35 | 24 | 0.451 |
| hz | 104 | 119 | 85 | 0.551 |
| cs | 17 | 30 | 19 | 0 |


|  | ra | aca | ce) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | kan | sE | ra |  |  |
| db | 34 | 40 | 30 | 0.401 | 0 |
| hz | 138 | 121 | 132 | 10 | 0.64 |
| cs | 23 | 35 | 24 | 01 | 10.08 |

(8) nobresa
$\begin{array}{lllllll} & \text { no } & \text { brE } & \text { sa } & & & \\ \text { ob } & 33 & 38 & 30 & 0.37 & 1 & 0 \\ \text { hz } & 107 & 118 & 134 & 0 & 0.40 & 1\end{array}$ $\begin{array}{lllllll}\mathrm{cs} & 17 & 118 & 134 & 0 & 0.40 & 1 \\ & 17 & 18 & 21 & 0 & 0.25 & 1\end{array}$

The problem is now to integrate the normalized values in a way that gives us a number series that is parallel to the stress pattern. Two functions come to mind immediately, the Product function and the Sum function. Let us apply both to our examples (the sum is renormalized by dividing each number by the highest value in order to obtain a [0...1] scale again):

| (9) | kan | SE | ra (2nd occurence) |
| ---: | :--- | :--- | :--- |
| $P$ | 0 | 1 | 0 |
| $S$ | 0.33 | 1 | 0.05 |
|  |  |  |  |
| (10) | kan | SE | ra (1st occurence) |
| $P$ | 0 | 0 | 0 |
| $S$ | 0.7 | 1 | 0.36 |


| (11) | no | brE | sa |
| ---: | :--- | :--- | :--- |
| P | 0 | 0.1 | 1 |
| S | 0.18 | 0.82 | 1 |

Both functions yield the right result in (9) with [111] item; only the sum function yields the right result in (10), a [101] item; finally, no function works in (11), a [100] item. The firs esult is unsurprising and could not be different. It is not so, however, with the two other results, as shown by the following tokens:

| (12) | lagartu | 'crocodile' |  |
| :--- | :--- | :--- | :--- |
|  | ta | gAr | tu |
| P | 0 | 0.5 | 0.3 |
| S | 0.35 | 1 | 0.52 |
|  |  |  |  |
| (13) | bajudas |  |  |
|  | young girls |  |  |
| P | ba | JU | das |
| S | 0 | 0.6 | 0 |
|  | 0.7 | 1 | 0.38 |

In (12) and (13), both functions yield the correct configuration. The only serious departure is in (12) where a potential secondary stress is assigned to the last syllable, contrary to fact
Actually, the difficulty lies in the significance of the functions Product and Sum. Produc mplies that a syllable that is lowest (i.e. $=0$ ) or at least one parameter cannot be stressed since $n \times 0=0$ ). This is not true, as is apparent in (10) where the second syllable of kansera is stressed although it is lowest on he hz line. Sum, on the other hand, implies hat stress results from the cumulation of the parameter values. This again is not always the case.

## 6. PROSPECTIVE SOLUTION

Central in the present approach are the notions of interface and of best compromise. By interface, we mean some kind of device for matching continuous phonetic reality with discontinuous phonemic representations. Here, we only tested two instances, viz. Product and Sum. In fact, every possible combinatory function ought to be tested, in accordance with the idea that, given a set of parameters A, B, C..., and values of these parameters $\mathrm{a}, \mathrm{b}, \mathrm{c} . .$. : Best compromise $=$ f(a* ${ }^{*} b^{*} c \ldots$...)
From our data, it is also obvious that all parameters do not contribute equally to the inal matching. Actually, we think that only by assigning each parameter a specific weight, shall we come closer to a modelization of the notion of best compromise. Let $x, y, z$ be the weights assigned to parameters $\mathbf{A}$ B C..., our study has now to deal with two different sets of unknowns: function and
relative weight so that: Bes compromise=f(ax, by, cz...). Given this, two compromise=1 (ax, by, cz...). Given this, tw secondary assumptions can be sustained: (a) Relative parameter weights and combinatory function are fixed, i.e. language specific. This roughly corresponds to the standard typological hypothesis that stress is mainly linked to intensity, or pitch, or duration depending on the language.
(b) As our data seem to show, relative parameter weight and combinatory function have to be computed for each occurence. This leads us to an interesting question What cognitive device(s) have to be assumed in order to achieve such a computation? Recent research has emphasized the idea that cognitive problems are a special subse of computational problems. It is therofore ppealing to use neuronal networks as a modelizing tool for our problem. We will be rodering in seing how such a wetwork lerested in seing how such a network with the stress to match the phonetic cues whe the stress position, and on what kind of unction it will settle. As a first step, we esigned a network including 24 input units i.e. $8 \mathrm{db}, \mathrm{hz}$, and CS triplets, as 8 syllables is the maximum length of our lexical items; with horter words, exceeding triplets are lamped to 0). The output consists of 8 units. or learning, we used the standard backropagation algonthm. It is worth noting that the threshold function associated with units an mirror the weight parameter mentioned before. With only feed-forward connexions and no hidden units, learning is completed after only five exampies, and the network outputs the correct answer in more than 70\% of unlearnt cases. Obviously, such a dosign too poor to efficiently cover the problem a hand We are currently running simulations with constraint compotition, thereby considering triplets as non ind thereby figures and having them interact to produce the correct output two formal to produce conceivable out. is to set solutions are conceivable. One is to set a row of fully connected hidden units each of them summing up a triplet. The other is to let the inputs compete with each other by setting lateral connexions. The latter solution is time consuming. More complex connecting patterns have to be tested before we can claim a neuronal network is able to find the kind of function we are looking for. The results obtained so far, however, show that this is indeed a promising line of research, leading to a cognitive bridging of the phonetic-phonemic gap.

La reconnaissance de la notion syllabique ne suffit pas à définir son statut. En effet, aux analyses qui proposent une dérivabilité intégrale de l'architecture syllabique et qui postulent des algorithmes de syllabation (Anderson et Ewen 1987), on peut opposer les analyses qui font de l'architecture syllabique une partie de l'information lexicale et contestent ainsi l'existence de tels algorithmes (Encrevé 1988, Kaye, Lowenstamm et Vergnaud 1988). Les réseaux connexionnistes peuvent sans doute apporter une réponse à ces questions dans la mesure où la notion de dérivabilité y a un statut très différent. L'intégration dynamique de contraintes contradictoires et la capacité des réseaux a prendre en compte des phénomènes continus peut permettre de produire une analyse syllabique de la chaîne en termes de courbe ou de frontières sans pour autant postuler des algorithmes explicites de syllabation (Goldsmith 1990). Dans cette perspective, il reste à expliciter la nature de l'information sur laquelle les réseaux travaillent : information strictement segmentale et absence d'information syllabique vs. information segmentale et information syllabique minimale. Le codage initial sur la couche d'entrée incorpore nécessairement cette hypothèse. Ces deux conceptions du lexique sont toutes deux compatibles avec une approche connexionniste (approche tabula rasa de type Elman 1990 vs. approche phylogénétique de type Bienenstock 1990). Notre programme de recherche vise en particulier à tester ces deux hypothèses sur la syllabation des mots isolés en français.

## 2. METHODOLOGIE.

Avant même de s'interroger sur la richesse de l'information lexicale et du codage subséquent, une première difficulté doit être levee : sur quel matériel doit s'effectuer la modélisation : transcription orthographique ou phonémique, transcription phonétique, signal? A l'étape actuelle, une modélisation connexionniste prenant directement en entrée le signal digitalisé pose des problèmes pratiques et theoriques importants (constitution et taille des corpus, taille des fichiers de données, algorithmes de traitement du signal et de codage, etc.). Nous avons donc choisi, dans un premier temps de partir d'une transcription du signal.

Les transcriptions graphiques et phonétiques présentent pour notre projet les inconvénients de linéariser et de discrétiser le signal, et de filtrer les indices phonétiques dont on peut penser quils consti tuent les bases de la syllabation. De plus la transcription phonétique incorpore des décisions implicites de syllabation préjudiciables à l'analyse. Soit, par exemple, les transcriptions alternatives de lier :
(4) $[$ lje $]$
(5) $[$ lije $]$

La transcription graphique est un peu plus neutre sous ce rapport. Elle offre d'autre part l'avantage d'être constituée sous forme de corpus accessibles. Nous avons donc choisi comme point de départ d'appuyer nos modélisations sur un dictionnaire orthographique informatisé d'environ 90.000 formes. Deux lignes de recherche sont poursuivies en parallèle. La première, de type algorithmique, vise à expliciter des regles et à les organiser sous la forme d'un programme en $C$, la seconde vise à faire apprendre à un réseau de neurones formels des régularités par présentation des entrées et des sorties cor respondantes.

Deux niveaux d'analyse peuvent être disingués.
. Formalisation, sur la graphie, de règles de coupe phonique. Le sous-ensemble des règles de coupe phonique inclus dans les prescriptions de coupe graphique constitue le point de départ. Ce module est progressivement enrichi par l'adjonction de règles de coupe phonique.
b. Affaiblissement de la notion de règle et introduction des analyses multiples pour un màme mot. Traitement de l'ambisyllabicité. Introduction des régularités et des sous régularités.

La modélisation appuyée sur la graphie n'est, on l'a dit, qu'un choix provisoire. én effet, dès qu'on se propose de traiter des phénomènes phonologiques complexes mettant en jeu la continuite articulatoire et/ou acoustique, les transcriptions discontinues de type orthographique voire phonétique/phonémique sont notoirement insuffisantes. Dans une phase ultérieure, il sera donc nécessaire de prendre en compte directement le signal dans sa phase productive et réceptive. Ceci impliquera, en
retour des modifications considérables des architectures connexionnistes utilisées. L'architecture simple de réseaux à couches 'feed forward' de type PDP devra ains àtre abandonnée au profit d'architectures plus complexes incorporant en particulier des hypothèses cognitives sur l'intégration et la production du signal, à la manière de ce qui a été proposé pour la vision (cf. Bienenstock 1987). A ce niveau, la supériorité de modèles aptes à traiter le continu comme les neurones formels s'impose. Il en est ainsi, par exemple, du traitement de la syllabation dans des contextes de diérèse/synérèse précédemment évoqués (cf (4) et (5)).

## 3. PRINCIPES

D E

## SYLLABATION

Comme nous l'avons dit, la modélisation d'un système expert de coupe syllabique et la comparaison avec les performances d'un réseau de neurones formels, travaillant tout deux sur une transcription graphique ne constitue que la première étape de notre projet de recherches. Ce sont les résultats de cette première étape que nous présentons à présent.

Au premier niveau, la syllabation est donc assurée par un système expert qui incorpore les principes suivants.
a. Les digraphes sont insécables (exemple ph, th, rh, etc.). Les groupes graphiques occlusive-liquide et $\mathrm{fr} / \mathrm{vr} / \mathrm{fl} / \mathrm{vl}$ sont insécables. Les géminées graphiques sont donc considérées comme sécables mais une régle tardive d'épellation assure leur unicité et leur syllabation à l'attaque.
b. Au niveau graphique, toute coupe syllabique laisse apparaître un noyau de syllabe
c. Les groupes CV ne sont jamais hétérosyllabiques. Ceci implémente ce qui a été nommé "priorité à l'attaque". La syllabation d'une ou plusieurs consonnes à la coda est une conséquence de l'impossibilité de les syllaber à l'attaque.
d. Les groupes C1C2 sont hétérosylla biques ssi. ils ne forment pas un groupe insécable (priorité à l'attaque minimale). e. Les groupes V1C2 sont hétérosylla biques sauf si C2 ne peut être en position d'attaque (cf, b)
. Les groupes V1V2 sont hétérosyllabiques si V1 et/ou V2 sont graphiquement accentués, à l'exception des quelques mots contenant certains groupes comme
eô, eû, oê, du groupe productif aî, et des finales de mot Vle, Vles.
g. Sauf exceptions traitées au deuxième niveau, notamment les très productives synérèses sur les groupes graphiques iV2, ainsi que les groupes eau qui ne coupent pas, les groupes V1V2 graphiquement inaccentués sont homosyllabiques ssi. V2 est un i ou un u graphiques, autrement ils sont hétérosyllabiques.

Au second niveau, les coupes prédites par le système expert sont testées manuellement et, en particulier, les ambisyllabicités et analyses multiples sont notées. On obtient ainsi la base minimale des entrées sorties foumies au réseau.

## 4. IMPLEMENTATIONS <br> DES <br> \section*{RESEAUX}

La première implémentation est réalisée à l'aide d'un réseau à couches avec apprentissage par rétropropagation de type PDP l'implémentation à été mise en ceuvre à 'ENST par C. Huynh dans le cadre de son mémoire de fin d'études). Sur la couche d'entrée on code des caractères. La fenàtre contextuelle étant une fenêtre glissante de 8 caractères avec test de coupe en position $3 / 4$, et le nombre de caractères différents à prendre en compte étant de 43 ( 42 plus un symbole de fin de chaine), la couche d'entrée comporte 344 unités. La couche de sortie sur laquelle est codée la possibilité d'une coupe en position $3 / 4$ comprend une seule cellule dont le niveau d'activité est dans l'espace 0.1 . Les niveaux de sorties supérieurs ou égaux à 0.5 sont considérés comme des réponses positives. L'optimum de résultat a été atteint avec une couche de 6 cellules cachées. La connectivité est strictement 'feed forward sans inhibition bi-latérale.

L'apprentissage est réalisé sur un corpus de 1000 mots tirés au hasard, et les tests sont réalisés sur le dictionnaire complet de 90000 mots. Le corpus d'apprentissage est présenté 30 fois, et au total la convergence du réseau est atteinte après 45 mn de calcul sur une station SUN 3. Avec un corpus d'apprentissage au hasard, le pourcentage d'erreurs est de l'ordre de $2 \%$. Une analyse du clustering sur la couche cachée fait apparaátre que ses 6 cellules se divisent en 3 cellules excitatrices et 3 inhibitrices. Une des dellules excitatrices se comporte comme un détec-
teur typique de voyelles. On notera au passage que y graphique est, selon les cas, analysé comme voyelle et détecté par cette cellule ou bien analysé comme consonne. Le groupe des liquides est également détecté par une cellule spécialisée, mais il est de plus détecté, à un niveau faible d'activité, par la cellule spécialisée dans la détection des obstruantes. Enfin, il apparaît que les nasales et le $h$ graphique sont détectés par une combinaison particulière des activités excitatrices et inhibitrices des cellules prenant en charge les voyelles, les liquides et les vrais consonnes. Une des cellules paraît spécialisée dans le traitement des groupes de voyelles graphiques, spécialement lorsqu'une de ces voyelles est accentuée.

L'analyse des erreurs et le caractère systématique et régulier d'un certain nombre d'entre elles nous ont conduit à modifier le protocole d'apprentissage. Le corpus d'apprentissage de 1000 mots a ainsi été divisé en 2 parties, les 500 premiers étant tirés au hasard, les 500 autres constituant une représentation statistique approchée des erreurs réalisées par le réseau dans un apprentissage strictement au hasard. On observe alors un comportement plus systématique et plus discret des cellules de la couche cachée. Le pourcentage d'erreurs est inférieur à $1 \%$, soit de l'ordre de 600 mots, dont $1 / 4$ environ est constitué de mots étrangers et $1 / 6$ est constitué de mots à combinaison de caractères particulièrement rares (par exemple rhy, cz). Le reste des erreurs est constitué par quelques erreurs très systématiques portant sur des groupes lexicalement productifs de type préfixe dés + racine à $h$ initial

Bien que l'architecture de ce réseau n'incorpore aucune hypothèse cognitive ou phonologique sur la syllabation, on remarque qu'il couvre remarquablement le corpus des données avec un apprentissage faible. Ceci laisse supposer d'une part qu'une modification plus substantielle du protocole d'apprentissage incorporant des hypothèses sur la morphologie et la structure du lexique, d'autre part qu'une modification de l'architecture interne du réseau implémentant des hypothèses phonologiquesdevraient accroître encore les performances.

Ces performances pourront être comparées à celles d'un réseau traitant directement le signal en production et/ou en réception et assurant son apprentissage non seulement par une présentation simultanée des entrées et des sorties mais également par une réorganisation interne de type phylogénétique. L'architecture interne d'un tel type de réseau devra être riche e cognitivement pertinente. C"est dans cette orientation que se poursuit le travail présenté ici.
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## A PROPOS DE "h" FINAL EN COREEN
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## ABSTRACT

In this paper I would like to argue for the non-existence of an underlying $/ \mathrm{h} /$, in final position in verbal roots which are traditionaly represented, for example, as noh-"(to put) or "tah-" (to reach). Instead, I will propose a different syllable structure for these root forms, justified by an analysis based on the "transsyllabic government" proposed by Kaye, Lowenstamm
Vergnaud([2],1985).

## 1. INTRODUCTION

Est-ce qu'il existe vraiment un "h" en finale de morphème en coréen? Parmi les huit catégories grammaticales du coréen, on ne trouve de morphèmes considérés comme se terminant par " $h$ ", soit dans la graphie ( $\delta$ ), soit dans des explications phonologiques, que dans les catégories "verbe" et "adjectif predicatif". Il faut remarquer que les études phonologiques sur le " $h$ " tinal en coréen se sont fondées en fait sur la graphie. Dans les études [ $1,3,4,5$, , , on fait une opposition entre, par exemple, noh-1 'poser et /po-f 'voir' en postulant un $/ \mathrm{h} /$ sous-jacent en finale du morphème 'poser'. Pourquoi postule-ton un $/ \mathrm{h} /$ abstrait qui n'apparaît jamais seul phonétiquement sinon sous forme de $1^{\circ}$ aspiration d'une géminée? Il y a une différence entre ces deux racines car on obtient [nottha] et [poda] respectivement, si on ajoute le suffixe infinitif /-ta/ au radical qui ont la même terminaison phonétique [0-]. Je vais montrer que cette difference ne vient pas de la présence d'un $/ \mathrm{h} /$ abstrait mais du résultat d'un processus phonologique différent dú à la structure syllabique différente des deux racines.

## 2. STRUCTURE SYLLABIQUE

le propose une structure bisyllabique pour /no-/ et une monosyllabique pour po $\%$, qui sont deux morphèmes phonétiquement monosyllabiques, et cette difference doit étre marquée lexicalement:

| (I)a. Ino-/ racine | de 'poser' aura une |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| forme | $A$ | $N^{\prime}$ | $A$ | N |
|  | 1 | 1 | 1 | 1 |
|  | X | X | X | X |

b. /po-/ racine de 'voir' aura une forme

$$
\begin{array}{ll}
A & N \\
1 & 1 \\
\mathbf{x} & 1
\end{array}
$$

Traditionnellement, dans les formes derivees '/radical/ + /-ta', on obtenail [th] par une métathèse de ' $h+\mathrm{l}^{\prime}$ ', mais dans mon analyse, [th] résulte d'une insertion de l'élément $\phi^{\circ}$ - qui a comme trait [+continu], en fusion dans le deuxieme segment d'une suite de - $\mathrm{C}^{\circ} \mathrm{C}^{\circ} \mathrm{O}^{\prime}$ qui est le résultat d'une propagation dans un domaine de gouvernement transsyllabique.
(2)a. Gouvernement transsyllabique entre deux positions d'attaque[2]:
-directionalite de droite à gauche
-tête à droite: AN + AN

b. Insertion de $\phi^{\circ}$ en fusion:si A1 + A2,

insérer $\phi^{\circ}$ au segment qui est A2 : '-C1C1' $\rightarrow$ '-C1Ch1 ${ }^{\prime}$.

Ceci dit, cette insertion est due à la nécessité d'avoir le deuxième segment d'une suite $-C^{\circ}+C^{\circ}-^{\prime}$, aspiré ou tendu, ayant donc une representation interne plus complexe selon les règles de distribution phonétique du coréen. A titre de référence, je rappelle ci-dessous, la représentation interne des segments consonantiques obstruents qui sont en opposition par leur complexité interne en élements et par leur charme.
(3) les obstruentes:(il faut y ajouter les sonantes pour completer toute la representation interne des consonnes)
a. neutres

| $\times \times \times \times \times$ |  |
| :---: | :---: |
| 1 | 11 |
| $\mathbf{P}^{\circ} \mathrm{R}^{\circ} \mathrm{R}^{\circ} \mathrm{R}^{\circ} \mathrm{V}^{\circ} \phi^{\circ}$ |  |
| 11 | 11 |
| $U^{\circ} \phi^{\circ} ?^{\circ}$ | $7^{\circ}{ }^{\circ}$ |
|  | 1 |
|  | $1{ }^{\circ}$ |
| $p^{\circ} s^{\circ} t^{\circ}$ | $c^{\circ} \mathrm{k}^{\circ} \mathrm{h}^{\circ}$ |

b.aspirees

| $x$ | $x$ | $x$ | $x$ |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 1 | 1 |
| $\rho^{\circ}$ | $R^{\circ}$ | $R^{\circ}$ | $v^{\circ}$ |
| 1 | 1 | 1 | 1 |
| $U^{\circ}$ | $\rho^{\circ} \rho^{\circ} \gamma^{\circ}$ |  |  |
| 1 | 1 | 1 | 1 |
| $\phi^{\circ}$ | $\phi^{\circ}$ | $1^{\circ}$ | $\phi^{\circ}$ |
|  |  | 1 |  |
|  |  | $\phi^{\circ}$ |  | ph th ch kh

c.tendues


Nous allons maintenant passer à l'analyse phonologigue en examinant des formes infinitives obtenues, en ajoutant le suffixe $/$-ta/ au radical verbal.
(4)a. $/$ no $/ 1+1$ tal
$\mathrm{b} / \mathrm{po}-1+1-\mathrm{ta} /$
$\rightarrow$ [notha]
$->$ [poda]

[notha ]
[poda]
En a, il y a d'abord propagation de $/ v$ au point squelettique de l'attaque vide en créant un domaine de gouvernement qui va ensuite déclencher l'insertion de . En b, il n'y a pas de processus phonologique de ce type (autre que le voisement de la consonne neutre expliqué par ailleurs).

## 3. DEMONSTRATIONS ET ANALYSES

On peut assurer que la deuxieme consonne doit étre plus complexe dans une suite de deux obstruentes neutres
'- $C^{\circ} 1+C^{\circ} 2-{ }^{\prime}$, si on se souvient qu'en coréen, il y a un phénomène phonologique dit de 'tensification' qui transforme $\mathrm{C}^{\circ} 2$ en tendue.
3.1. Aspirée vs. tendue

Comparons l'analyse des deux exemples suivants:
(5) a./no- +1 -ta $\rightarrow$ [notha]
b./a da difference de a la place d'insertion de $\phi^{\circ}$, il y a insertion de $H$ qui est dûe, également à la nécessité du gouvernement transsyllabique.


Mais cette fois-ci, /t du suffixe a deja un segment concret à sa gauche, et il est obligé de prendre le degré le plus fort (les tendues, par leur charme négatif) pour pouvoir gouverner /p/ de la racine verbale 'prendre'[6,7].
si

```

3.2. /no-l, 'bisyllabe' ?

Maintenant, indépendamment de [tth], nous allons voir s'il y a une bonne raison pour postuler une structure bisyllabique our la racine /no-/ qui étai traditionnellement representee avec un /h/ sous-jacent en fin de morpheme. En effet il y en a une, le phénomène de émination nasale: quand on associe le uffixe de participe présent \(/-\) nin/ aux racines /no-1 et /po-/, le résulta phonétique nous montre bien que la première doit être considérée comme ayant deux syllabes sous-jacentes comparons les deux exemples suivants:
(7) a./no-/ + /-nin/ -> [nonnin] b./po-/ + /-nin/ \(\rightarrow\) [ponin]
\begin{tabular}{|c|c|}
\hline ANAN+A NAN & A. + + \(\mathrm{A} A N\) \\
\hline || | | | |...| & \(1 \mid 1\) \\
\hline \(\mathrm{XXXX} \times \mathrm{XXX}\) &  \\
\hline 11 & 111 \\
\hline no nin & po n \\
\hline
\end{tabular}

En a, il y a propagation du segment \(/ \mathrm{n} /\) à la position vide ce qui provoque une gémination de \(/ \mathrm{n} /\), mais en b , il ne se passe rien. Si on postule un \(/ \mathrm{h} /\) sous jacent dans le radical de \(/ \mathrm{no}-\mathrm{I}\), on est obligé d'introduire une régle d'élision dans ce contexte. Comparons encore pour constater que nous n'aurons plus besoin de cette regle méme si on associe un suffixe qui commence par une voyelle:
(8) +/-ara/(suffixe imperatif).
a. /no- \(1+/\)-ara/ \(\rightarrow\) [noara]
b. \(/\) po \(/+1\)-ara \(/ \rightarrow\) [poara]


Dans ce cas, nous avons une différence phonologique des deux formes abstraites mais la représentation phonétique est la même.
3. 3. Cas des suffixes commençant par /h/.
3.3.1. Pour un "suffixe" commencant par \(/ \mathrm{h} /\) (seule position d'occurrence du segment) tel que /-ha-ta/('faire'), si le dernier segment du morphème précédent est une voyelle, \(/ \mathrm{h} / \mathrm{se}\) maintient et se comporte donc, comme une consonne ordinaire, mais si le dernier segment est une consonne, il y a gémination de la consonne et fusion de ' \(h\) ', provoquant l'apparition d'une géminee aspirée
(9) + /hata/(verbe auxiliaire'faire') a. /kocu/('domicile':nom) + /hata/ -> [kocuhada] ('vivre')
b./henpok/('bonheur':nom) + /hata/-> [hempokkhada]('être heureux').
a./kocu/+/hata/ \({ }^{\text {b./henpok/+/hata/ }}\)

ANAN +ANANA.NANANAN +ANAN \(11111111||1| 111| 11111111\)
 kocu hataher povo фata
[kocuhada] [heybokk̄̄̄áda] En a, \(/ h /\), qui a une existence phonologique, se maintient phonétiquement, mais en \(b, / h /\) se trouve dans un domaine de gouvernement transsyllabique et comme il ne peut gouverner un segment plus complexe, il cède la position de gouverneur à \(/ \mathrm{k} / \mathrm{ce}\) qui produit une géminée aspirée.
3.3.2. Dans le cas du suffixe causatif ou passif, la distribution complémentaire observée dans les études classiques montre que l'on n'a besoin que d'une seule forme sous-jacente à l'attaque vide \(/-i /\), et que les formes allomorphiques [-hi, ri, -ki, -i] relevées dépendent du contexte et mon explication par le gouvernement transsyllabique les justifie bien.
4. CONCLUSION

En coréen, les consonnes ne se manifestent vraiment qu'en position initiale, ou plus exactement, en position d'attaque on y trouve les trois séries d'obstruentes, les sonantes et ' h '). Un phénomène phonologique capital du coréen est de constamment réorganiser la structure syllabique pour avoir des séquences réinterprétées en suites de syllabes ouvertes: A\&N + A\&N + A\&N, etc., ce qui m'ammène à poser l'existence de syllabes sous-jacentes vides. Mon interprétation de ' \(h\) ' va dans ce sens et un /h/ non-initial n'existe pas: l'aspiration transsyllabique est le résultat d'un type de processus phonologiques que la théorie de KLV[2] appelle: "gouvernement transsyllabique".
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UNDERSPECIFICATION AND PHONOLOGICAL ASSIGNMENT OF PHONETIC STRINGS: THE CASE OF CLASSICAL MANDAIC [qen:a:] 'NEST'
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\section*{ABSTRACT}

The Classical Mandaic (CM) coinage of the verb [qZna:] 'to build a nest' on the basis of the phonologically isolated noun [qen:a:] 'nest' poses a puzile for linear phonology by implying that the underlying representation of the noun was taken to be marked/qen?aa/rather than unmarked/qennaa/. However when the situation is reanalyzed in terms of nonlinear underspecificational phonology the puzzle vanishes, the nonlinear counterpart of /qen?a/ turning out to be unmarked after all.

In [7] Sanford Schane proposed that a phonetic form which is indeterminate with respect to its phonological structure be automatically provided with whatever phonological structure might be determined by universal theory to be least marked for the phonetic string in question. In [4] I adduced a prima facie counterexample from CM, which \(I\) will briefly review here.
The CM noun [qen:a:]'nest had become lexically isolated and hence phonologically opaque. Though its original phonology had been
*qenna/, synchronicaliy it might just as legitimately derive from either/qen?aa/
or /qe?naa/ by assimilation of \(/ 7 /\) to \(/ n /\). In accordance with Schane's hypothesis, [nen:a:] should certainly reaffiliate with its orifinal phonological representation as /qennaa/, /nn/ being patently a less marked origin of [n:] universally than either /n? or / ? \(n /\). Rut in fact the Mandeans' subseruent coinage of \(a\) verb 'to build a nest' on the basis of [qen:a;] clearly revealed that \(/ \mathrm{n}\) ?/ was the underlying solution; see [4] for justification. QED--or so I thought in 1c70. However, the advent of autosegmental, syllabic, and underspecificational phono\(\log y\) (cf.specificaliy for this study \([1,2,3,5,6]\) )has led to a complete revaluation, as I shall now show.
Taking off from the observation that \(/ 7 /\) was merely an SPE-vintage abstrpct segment (though historicaliy the refiex of a true phonetic larynfeal(*[?]) or pharyngeal
(*[C])), and should rather be replaced synchronically by a featurally unspecified melodic unit \((7 b /)\), let us start with the derivation in (1).
First,melodies associate to whatever skeletal positions are syllabically marked. Archangeli's approach[1] allows markinf of syllable heads, indicated in (la) by a vertical line over an \(X\); and also of positions in the
domain of a syllable bead, indicated by a slont line over an X.Hence the melody e associates to the simple nuclem us \(X\) while a associates to the complex nucleus XX. These associations are given in the step (ia) to (1b), making for the short \(\theta\) of the stem and the long \(a\) of the suffix.
Mext, remaining melodic segments are associated with syllabically unspecified positions in the step(lb)to(lc)
Then remaining syllabic specifications are provided in movinf from(ic)to(ld). This is guided in part by uni versal regularities, and in part by lanpuage-specific patterns. Thus for CM, assignment of onset ( 0 ) to the \(x\) associated with \(\phi\) is not hamm pered by the featurel vacuity of the latter,since Mandaicimpossible syllables would result from any other assignment. The \(X\) in question cannot be associated leftward, since Coda (C) adjuncts are admitted only under quite restricted circumstances.Neither can the \(X\) associate rightward, since three-mora Nuclei (N) are strictly disallowed.
Finally, an anchoring convention dictates that an unspecified melody reassociate from its skeletal position to whatever adjacent melody the syllabic assignments will tolerate:to the lefthand melody in this case, only \(n\) but not also (righthand) a comprising a possible Unset.
The derivation in (2), corresponding to the historical /qenna/ analysis,falls out even more simply, since there are no unspecified melodies. Heyond that, the only notable difference from (1) is in step (b) to (c), where the melody \(n\) spreads to two tandem \(\bar{X}\) 's.
However, when we attempt to apply this treatment to a
form with \(n\) second-radical \(\phi\), in(3), an apparent difficulty emerges, since the phonotactics of the language will allow the o to assume either Codal value, in(3d), or Nucleic value, in(3d'), with the conseruence of predicting alongside correct [qen:a:],in(3e),also incorrect [qi:na:]in(3e \() \ldots\) [1:]instead of [e:] following by a rule of raising.
Fut this is not a difficulty per se. Though not considered in [4], this is a potentisliy correct result, one brought out virtually automatically under the joint autosegmentalunderspecificational assumptions adopted here. Though lexical "freezing"forestalls pervasive free variation, the overall reflexes of nouns of this stem shape with orifinel \(2 f\) * \(?\) or - \(S\) are pretty much split between resolutions like [qen:a:], and those like the unattested alternant [ai:na:].
We are now ready to consider how the paradifmatically isolated noun [fen:a:]'nest' mipht "choose"among the likes of \((1,2,3)\) upon the occasion of the Mandeans' fielding a new paradigm to the tune of a denominal verb 'to build a nest'. Which of these, (la) or (2a)or(3a),might provide the best suited underlying representation, all else being equa 1 ?
It seems to me that (la) does, for three reasons: (I) Both (la) and (3a)should be favored over (2a)because each of the former contain three-radical roots, which all hands down represent the unmarked state of affairs in \(C M\) and all other Somitic languages. Thus the root in (la) is fand and that in (3a) is Jqon. So-called geminate roots, on the other hand, are normally analyzed as
biradical autosegmentally (see e.g. \([5,6]\) ). Thus the root in (2a) would be the two-radical/qn.
Two factors give the edge to (la) over (3a):
(II) First of all, (3a), as we have seen, allows vacillation in phonetic stem-shape, between a long-consonant resolution like [qen:a:] and a
long-vowel resolution like [ai:na:]. (la), on the other hand, provides unambiguous stem-stability, in terms of just longconsonantal [qen:a:]. (III) Finally, the verb actually coined on the basis of (la) turns out to be appreciably closer to the unmarked (strong verb) canon [CäCaC]. Thus [qorna:], the actual verb to build a nest', is phonetically closer to a strong verb like [ľ̆Yat] 'to takel than would either [qan], corresponding to (2), or [qa:n], corresponding to (3).

Thus there need be nothing at all maverick about the restructuring of [nen:a:] as phonological/qendaa/. On the contrary, if the analysis just proposed is approximetely correct, it instantiates one of the most mundane of all analofical change types: assimilation to the least marked vallable modela. much like Schane [7] proposed way back in 1968 after all.
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Abstract. The traditional notions of segmental phonetic representation and rule systems formulated in terms of discrete operations have paid little attention to the processes of "phonetic implementation" as opposed to "physiological implementaion". This paper argues that some details of speech, such as timing and cordination of articulatory gestures, have languagespecific conditioning, and therefore should fall within the sope of phonology. Evidence will be provided from implosives in Sindhi and other languages in support of the premise, and the status of low level phonetic implementational phenomena in phonological theory will be discussed.

\section*{1. INTRODUCTION}

Chomsky \& Halle (1968) and Goldsmith (1980) characterize sound contrasts on the phonological level in terms of binary feature values. They consider each feature to be both a component at the phonological level and a single physical scale. Recently, Ladefoged (1981) and Lindau and Ladefoged (1983) have shown that relating a feature to a single physical scale often constitutes an oversimplified view of feature correlates

Sounds of one language may differ from those of another because of the phonetic value of the segments along the same continuum. To take an example, the linguistic specification that distinguishes between [p] and [b] in English is that they are [-voice] and [+voice] respectively. The articulatory instruction that accompanies the feature
[+voice] is "vibrate the vocal folds". In order to implement this instruction, a number of articulatory instructions have to be performed, such as keeping the vocal folds sufficiently lax, reducing the distance between the vocal folds, keeping the airflow through the glottis powerful enough to cause vibration, and maintaining the difference between the subglottal and supraglottal air pressure by lowering the larynx, allowing air to escape through a small velic opening, and/or expanding the walls of the phyarnx. "Vibrate the vocal folds", however, is the primary instruction that is associated with the linguistic feature [+voice], and the rest of the articulatory gestures are ways of implementing this instruction. Speakers of different language backgrounds choose different combinations of parameters for the implementation of voicing in stops. The phonetic implementation of these differences is as much important as those in the sound patterns. In order to illustrate this point, I will discuss some phonetic differences between implosives in Sindhi and few other languages.

Implosives have been traditionally characterized as glottalic ingressive sounds produced by lowering the vibrating glottis (Catford, 1939; Pike, 1943). Lindau (1984, p. 152) notes that Hausa implosives are produced with aperiodic, inefficiently closing vocal cord vibrations and that there is considerable speaker to speaker variation between implosives in languages, and that languages may differ in the way that they maintain distinction between implosives and the corresponding plosives. Ladeofged (1964, p.6) noted that his Igbo implosives only produced negative
pressures \(8 \%\) of the time. Ladefoged (1971, pp. 25-26) therefore observes: " Although these sounds may be called implosives, in ordinary conversational utterances air seldom flows into the mouth when the stop closure is released."

In this connection, Painter (1978, p. 254) observes: " Despite Ladefoged's caveat (1964, p.6) that his Igbo implosives only produced negative pressures \(8 \%\) of the time... my physiological data for Ga, Sindhi and Yoruba show negative pressures most of the time." More recently, Nihalani (1986) has shown that there exist natural languages like Sindhi (spoken in India and Pakistan) and Kalabari (spoken in Nigeria) in which implosives do involve an ingressive air flow in addition to the downward displacement of the vibrating glottis. The quantitative measurements of the air flow dynamics run counter to Ladefoged's assumption that there are no real implosives.

Ladefoged (p. c.) has commented that Nihalani's findings are based on his own speech (one single speaker), and that the aerodynamic data are collected from citation forms. Ladefoged has valid criticism in that we should always use large enough sample to base our generalizations. It is obviously crucial to any study of this sort to have as many speakers as practicable, in order to increase the possibility of making meaningful language-specific generalisations.

The purpose of this study was to expand the data on pressure-flow dynamics from much larger number of informants in order to explore aerodynamic characteristics of implosives in Sindhi and also to determine whether these articulatory strategies are consistent within a language or vary only according to speaker-specific idiosyncracies.

\section*{2. TEST MATERIALS}

Data on the intraoral pressure and oral air flow were collected from 3 speakers ( 1 male and 2 females, based in Los Angeles). A minimal pair representing the bilabial implosive sound positioned syllable-initially was selected. The language informants were requested

\section*{to utter words in a carrier phrase: G.ar's:}

\section*{3. INSTRUMENTATION}

The language informant speaks into a specially constructed mouthpiece pressed against the face, which takes the oral air flow through calibrated resistance so that a pressure transducer provides a signal that is directly proportional to the rate of air flow. If one can find a language informant who is willing to tolerate a nasal catheter, then it is possible to record the pressure build up behind stop closures anywhere in the vocal tract. Alternatively, a simple way of obtaining supraglottal air pressure and air flow data on just bilabial sounds was used by inserting a small tube between the lips.

All these parameters were digitized along with the audio signal from a microphone at the rate of 11000 samples \(/ \mathrm{sec}\). Figure 1 is an example of the aerodynamic data recorded in the Phonetics Lab, UCLA. The top channel records the audio-signal, the middle channel represents oral air flow and the bottom channel represents intraoral air pressure.

\section*{4. RESULTS}

Figure 1 gives the aerodynamic record of the word [Garu] 'child'. The closure phase in the articulation of the implosive sound is characterized by a straight line Q-C (channel 2) indicating absence of air flow in either direction through the mouth. The large periodic fluctuations in the delimited segment R-S on the the pressure tracing (channel 3) reflect the vibrations of the vocal cords A mid-line was drawn through these ripples by hand. The maximum pressure was measured on the mid-line. The measurements of the Psupra were made at the point of release of closure. Table 1 presents the Peak Psupra values of the syllable-initial implosives/explosives.

Table 1. Peak Measurements of Supraglottal air pressure in cm H 2 O .
\begin{tabular}{cccc} 
& b & 6 & Difference \\
HW & 7.5 & -2 & 5
\end{tabular}

In the production of the implosive [6], the vocal folds are brought together before the larynx is lowered. Vocal folds remain fairly tightly together throughout the articulation so that air will not pass through the glottis in such large volume as to destroy the negative pressure necessary for an implosive. Lowering of the larynx obviously enlarges the supraglottal cavity behind the oral closure which results in generating negative pressure inside the mouth. Since the larynx lowers only after the vocal folds are constricted, the lips brought together and velopharyngeal port closed, the rarefaction process in the expanding supraglottal cavities is not affected so much so that the air is sucked in when the outer closure is released. These results are typical of other female speaker as well.

Another interesting feature was noted consistently in the speech of both speakers. Implosives are produced with a relatively short closure duration. Table 2 presents the duration of voicing in both 'implosives' and 'explosives.

Table 2. Duration of voicing in ms.
\begin{tabular}{lrrc} 
& \(b\) & 6 & Difference \\
HW & 14 & 10 & 4 \\
SS & 12.5 & 9 & 3.5
\end{tabular}

Note that the voicing of implosives ranges between \(70 \%\) to \(72 \%\) of the corresponding explosives.

The third speaker, however, produced implosives with a voiceless beginning of the closure. The closure displays highly aperiodic vibration, whereas the voiced plosive [b] in the speech of the third speaker has periodic voicing vibrations during the closure phase. So the voicelessness or aperiodicity in the case of third speaker may serve to keep the implosives apart from the voiced plosive. However, the spectrograms made from the independent recording of the same speaker clearly indicate presence of vocal fold activity throughout the period of closure in the
articulation of implosives. I don't know how to resolve this anomaly.

\section*{5. DISCUSSION}

The aerodynamic records show in the case of 2 out of 3 speakers that the movement of the larynx occurs while the vocal cords are vibrating. This downward movement of the vibrating glottis enlarges the supraglottal cavity behind the closure. These vibrations are maintained by a small amount of lung air which is not of sufficient volume to destroy the partial vacuum caused by the downward laryngeal movement and thus prevent the occurrence of suctio pressure. The negative pressure rangit o between -2 cmH 2 O to -5 cmH 2 O uas generated in the mouth. On separation of the articulators, the airflow was found to be ingressive. Thus the quantitative measurements, on the whole, confirm the results reported earlier by Nihalani (1986).

\section*{6. THEORETICAL ISSUES}

The preceding discussion makes it clear that Sindhi implosives show negative pressure most of the time in contrast to the implosives observed by Ladefoged in which negative pressure was produced only \(8 \%\) of the time. The first question that comes up is: Should the linguistic characterization of implosives be based on negative pressure/suction, with the greater degree of downward displacement of the larynx being a physiological consequence of the need to maintain the pressure difference for suction, OR should the linguistic characterization specify (as Ladefoged implies) the greater displacement of the larynx?

Suppose we took the position that the linguistic instruction that is assoicated with the production of implosives is "lower the larynx". Voiced explosives and the implosives would then be linguistically distinguished from each other in that the instruction to lower the larynx is implementational in the former (the larynx is lowered in order to keep the vocal folds vibrating), while it is phonological in the latter. This distinction in the phonological function of
the articulatory gesture of 'larynx lowering', is parallel to that of 'velum lowering'. In the production of nasal sounds, the instruction to lower the velum is phonological in that it is assoicated with the feature [+nasal], while in the production of voiced plosives in Sindhi the lowering of the velum is only a means of implementing the vibration of the vocal folds (Nihalani 1975).

The distinction between the implosives in Hausa, on the one hand, and Sindhi, on the other, in "not having" and "having" ingressive airflow would then be a difference in the implementation of the instruction to lower the larynx. In Hausa, the oral closure is released only when the supraglottal air pressure is neutralized with the ambient pressure, while in Sindhi the oral closure is released when the supraglottal air pressure is less than that of the atmospheric pressure. As a result, there is an ingressive airflow in Sindhi but not in Hausa.

An alternative would be to hold that the relevant phonological feature oi implosives is [+suction], which is associated with the instruction "create an ingressive air flow". The lowering of the larynx would then be a procedure for the implementation of this instruction. That this instruction is not actually realized in languages like Hausa would then be analogous to the fact that the phonological instruction to vibrate the vocal folds fails to apply prepausally and postpausally during the closure period of voiced stops in languages like English.

An interesting theoretical issue that arises from the study of implosives in Sindhi is the status of implementation phenomena in phonological theory. There has been a growing body of literature in phonetics and phonology during recent years arguing that some details of speech, such as timing and coordination of articulatory gestures, have language-specific conditioning, and theorefore they fall within the scope of phonology (Ladefoged, 1980,1985; Liberman, 1983; Port, Al-Ani and Maeda, 1980; Port and Mitleb, 1983; Mohanan, 1986; Cohn, 1990; Huffman, 1990).

These processes of "phonetic implementation" as opposed to "physiological implementation" pose a challenge to the traditional notions of segmental phonetic representation and rule systems formulated in terms of discrete operations, and are therefore or profound interest.

Until recently, a widely accepted view, following Chomsky \& Halle was that phonetic implementation was universal and this was discussed explicitly in terms of coarticulation. Phonetic implementation or the physical realization of the abstract patterns represented by the phonology was assumed to be mechanical. As a consequence, a phonological output was assumed to have a unique physical realization. It was also assumed that phonetic differences occurred crosslinguistically. Within this framework, the distinction between phonetics and phonology appeared clear-cut. Phonology involved language-specific rules, whereas phonetics was the universal mechanical realization of the phonology. Since the mapping was thought to be universal, little attention was paid to the phonetic implementation of phonological representation from a linguistic point of view. However, the more phoneticians looked for cross-language phonetic generalisations, the more exceptions they found to possible universal phonetic generalisations. Many phonetic processess that were assumed to be mechanical and to follow automatically from physiological factors, on clearer examination, turned out to demonstrate significant differences between languages. Differences of each language therefore will have to be described in terms of language-specific low level rules of "phonetic implementation", and these must form part of the phonological description of natural languages. Thus an understanding of the mapping processes from discrete, categorial and timelesss phonological units to continuous articulatory and acoustic quantitative physical manifestations is a real central issue in the general understanding of phonology, and is the important goal of inguistic phonetics.
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\section*{ABSTRACT}

This investigation deals with the question of whether morpheme- and word-final devoicing in German is a case of complete or partial neutralization. Durational parameters measured from systematically varied utterances of two South German speakers lead to the suggestion that concerning vowel, occlusion and release durations, final devoicing is incomplete in some morphosyntactic positions.

\section*{1. INTRODUCTION}

Final devoicing ("Auslautverhärtung") is one of the standard cases for the neutralization of a phonological contrast [7]. During the last ten years investigations were undertaken to show that neutralization of voicing in German final obstruents is incomplete [3]. In subsequent experiments O'Dell\&Port [4] and Port\&ƠDell [6] reported that in words with underlying voiced stopa the duration of the preceeding vowel is significantly longer, that 'voicing into closure' is also longer on average, whereas occlusion and aspiration are shorter in this case. Since their results were gained in a reading task Fourakis\&Iverion [2] claimed that the incompleteness of neutralization measured might be due to hypercorrection in reading. Therefore they performed an oral word conjugation test instead that gave no hint in favour of an incomplete final devoicing. Charles-Luce [1] draw attention to the question of whether neutralization might depend on the position and context of the affectable wordfinal obintruent in the sentence frame. Although hir results were not zyatematic. in some casen of significant differences between underlying voiced and voiceless alveolars, position and context effects could be detected. PortsCrawford [5]
discuss the effect of speaking styles and task conditions to approach the question of whether incomplete neutralization is artificial (e.g. orthographically induced) or not. In their production experiment they presented three words affectable by neutralization and their counterparta under different conditions (the words disguised in sentences, the words directly contrasted in sentences, and the words in isolation randomly presented). Their resulta suggest a voiced/voiceless contrast in the neutralization position when the crucial word pairz were directly contrasted in single sentences. The contrast they found for the isolated words in our opinion seems to be due to the fact that the word list was so mall that Sa could gain evidence of the experimental purpose
Considering an important the point brought into the discussion by CharlesLuce [1] we looked for a test denign that is (i) zuitable to vary German stops supposed to be affected by final devoicing (FD) syatematically over the relevant contexts and (ii) complex enough to hinder the Sz from recognizing the experiment's objective.

\section*{2. TEST MA TERIAL AND DESIGN}

To meet both requirements in the examination of the range of neutralization in German atops words were chosen that allow the influence of final devoicing to be tested in five different positions: The final position representing the standard case for final devoicing (FD), subdivided into (1) the utterance-final and (2) the word but not utterance- final position, the morpheme- final but not word- rinal porition in compounds, zubdivided into (3) morpheme-final position with voiced and (4) with voiceless contimuation. The inter-
vocalic position (5) was added as control context which should not be affected by neutralization.
Therefore, worda were selected which can be arranged in pairs fullrilling the FD condition in their shymes and can casily be used to build compounds with voiced and voicoless contimuation as well as word forms with the FD-affectable consonant in the intervocalic control ponition. Each place of articulation (labial, alveolar, velar) is represented by three word pairs with at least two different nuclei, one containing vowel+/1/ before the atop. All word forms are hown in Tab. 1.

Table 1: Word Material
Words are arranged according to place of articulation and position of the stop:
(1,2) utterance- or word-final,
(3) morpheme-final in voiced context,
(4) morpheme-final in voiceless context.
(5) intervocalic position
\begin{tabular}{|c|c|c|c|}
\hline \((1,2)\) & (3) & (4) & (5) \\
\hline \multicolumn{4}{|l|}{labial} \\
\hline Bub & Büblein & Bibchen & Buben \\
\hline Hup & Huplaut & Hupverbot & hupen \\
\hline Hieb & Hiebwaffe & hiebfest & hieben \\
\hline Piep & Piepmatz & piepsen & piepen \\
\hline Kalb & Kälblein & Kälbchen & kalben \\
\hline Alp & Alpweide & Alphorn & Alpen \\
\hline \multicolumn{4}{|l|}{alvoolar} \\
\hline Rad & Radlager & Radfahrer & Räder \\
\hline Rat & ratlon & Ratachlag & Rates \\
\hline Ried & Riedweg & Riedkanal & Rie \\
\hline miet & Mietwagen & Mietvertrag & Miet \\
\hline Wald & Wald- & Waldvogel & Waldes \\
\hline & lichtung & & \\
\hline alt & Altmetall & Altflöte & alte \\
\hline \multicolumn{4}{|l|}{volar} \\
\hline Betrug & Truslicht & \multicolumn{2}{|l|}{Trugachluß betrügen} \\
\hline Spuk & Spuk- & Spukschlo & spuken \\
\hline & Bergluft & Bergsteige & r Ber \\
\hline \multirow[t]{2}{*}{Werk} & Werk- & Werks- & Werke \\
\hline & meister & fahrer & \\
\hline Balg & Bälglein & Balgtreter & balg \\
\hline Kalk & Kalklager & Kalkfuhre & kalken \\
\hline
\end{tabular}

In preparation of the tent atimuli these word forma were embedded in a sentence frame "Tch aage ... nochmal". For tho utterance- final condition the word "nochmal" was omitted ("Ich zage...") resulting in 90 test sentences ( 18 words \(\times 5\) conditions).
To ensure that the rubject! have no evidence of the experimental purpose slso worda with fricatives, napal! or liquids instead of the stop were used to construct derivatives of a similar shape and presented in the same frames. These sentences were read from carde containing the orthographic form of one sentence each by two South German native speakers ( \(1 \mathrm{if} / \mathrm{lm}\) ) three times in randomized order.
Subjects were reated comfortably in a chair within a soundproofed room in front of a Neumann 11304-8 cardioid microphone. The zessions were recorded on audiotape (Telefunken M 15). The teat worde were analyzed for durational parameters by means of a Kay DSP Sonagraph 5500 (wide band 8 kHz ). The parameters are the duration of the vowel, the occlusion, the release and the word atem. By definition, vowel duration is measured from F 2 -onset after the preceeding consonant or consonant cluster to F2-offset (including the liquid if present) before the occlusion. Occlusion starts from that point and ends at the beginning of the release consisting of the burst and the following aspiration (if present). If a fricative followed the stop, then the release ends at the point with a clearly visible change in the spectral structure of the frication. Otherwise it ends when no energy was visually detectable in the sonagraph (at an imput sensitivity of 45 dB ). Word duration is counted from the beginning of the consonant or consonant cluster which preceeds the vowel to the end of the release, thua covering the word stem only.
Additionally it was registered whether the stop was realized as voiced or voiceless, whether the consonant following the release was voiced or voiceless and whether it occurred within 40 ms or more.
3. RESULTS

Since the registration of voiced and voiceless bursts showed that only \(51.9 \%\) of the phonologically voiced stops in the inter-
vocalic control position were phonetically voiced and since only one case of a phonetically voiced burst was found in the remaining material, only durational parametera were atatistically analyzed. A 5x2-factorial ANOVA (5 positions and 2 phonation types) was calculated for the durations of the word, vowel, occlusion and release pooled over subjects, words and placea of articulation.
For the analysis morpheme- and word(but not utterance-) final cases were omitted if the pause between the stop and the following consonant was 40 ms or more. Main effects and interactions are shown in Tab. 2, at well as a ponteriori pair comparison reaulte (Scheffe) for significant main effects and simple effects for significant interactions ( \(\alpha=\) 0.01 ). Pozition and phonation type are always of significant influence, the interaction between both only for the variablet occlusion and release. For word duration the rank order of positions as shown by the Scheffe procedure reflects the fact that within a compound the target word stems are shorter than in the

Table 2: Analyais of variance resulte PHON(1,2): Category of underlying atop (voiceles/voiced)
POS(1,5): Stop position (utterance-final word-final, morpheme-final in voiced context, morpheme-final in voiceless context, intervocalic)
\begin{tabular}{lllll} 
Main effecte and interections \\
& d.f. & F & p \\
Vowel & & & \\
POS & 4,464 & 16.638 & \(\mathrm{p}<0.001\) \\
PHON & 1,464 & 11.757 & \(\mathrm{p}=0.001\) \\
POSxPHON & 4.464 & 1.478 & \(p=0.208\)
\end{tabular}
\begin{tabular}{lrrrr} 
Occluwica & & & \\
POS & 4.464 & 78.292 & \(p<0.001\) \\
PHON & 1,464 & 55.766 & \(p<0.001\) \\
POSXPHON & 4.464 & 10.025 & \(p<0.001\)
\end{tabular}
\begin{tabular}{lccc} 
Releaso & & & \\
POS & 4,464 & 74.286 & \(\mathrm{p}<0.001\) \\
PHON & 1,464 & 36.017 & \(\mathrm{p}<0.001\) \\
POSxPHON & 4,464 & 3.556 & \(\mathrm{p}=0.007\) \\
& & & \\
Word & & & \\
POS & 4,464 & 77.268 & \(\mathrm{p}<0.001\) \\
PHON & 1,464 & 27.783 & \(\mathrm{p}<0.001\) \\
POSxPHON & 4,464 & 0.926 & \(\mathrm{p}=0.449\)
\end{tabular}

Simple effoote within significent intercoctions
\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{4}{|l|}{Oochadon} \\
\hline \multicolumn{4}{|l|}{PHON within} \\
\hline POS(1) & 1.422 & 11.348 & \(p=0.001\) \\
\hline POS(2) & 1.422 & 3.683 & \(\mathrm{p}=0.056\) \\
\hline POS (3) & 1.422 & 2.853 & \(p=0.092\) \\
\hline \(\operatorname{POS}(4)\) & 1.422 & 3.851 & \(p=0.050\) \\
\hline POS(5) & 1,422 & 136.771 & \(p<0.001\) \\
\hline \multicolumn{4}{|l|}{Release} \\
\hline \multicolumn{4}{|l|}{PHON within} \\
\hline POS(1) & 1,422 & 13.473 & P<0.001 \\
\hline POS(2) & 1.422 & 6.943 & \(\mathrm{p}=0.009\) \\
\hline POS(3) & 1,422 & 1.493 & \(\mathrm{p}=0.222\) \\
\hline \(\operatorname{POS}(4)\) & 1,422 & 0.085 & \(p=0.770\) \\
\hline POS(5) & 1,422 & 38.990 & \(p<0.001\) \\
\hline \multicolumn{4}{|l|}{Scleffe a poateriori pair comparioue (p<0.01) for eigulfoent main effeots} \\
\hline Vowel & \multicolumn{3}{|l|}{\(4<3<2<5<1\)} \\
\hline \multirow[t]{2}{*}{Occlurior} & \multicolumn{3}{|l|}{\(4<5<3<2<1\)} \\
\hline & \multicolumn{3}{|l|}{\(\mathbf{x}-\mathbf{x} \quad \mathbf{x}-\mathbf{x}\)} \\
\hline \multirow[t]{2}{*}{Relene} & \multicolumn{3}{|l|}{\(4<5<3<2<1\)} \\
\hline & & & \\
\hline \multirow[t]{2}{*}{Word} & \multicolumn{3}{|l|}{\(4<3<5<2<1\)} \\
\hline & & & x \\
\hline
\end{tabular}
intervocalic control position while they are longer in word- and utterance- final position. The fact that word duration in utterance- final position (1) is aignificantly longer than in any other position might at least partly be due to final lengthening which should not occur in the other positions. On the other hand, in powition (4) being the only position in voiceless context it is aignificantly shorter than in all ponitions with voiced context which are statistically not different from one another.
Scheffe pair comparisons for vowel duretion separate the morpheme- final ponition separate the morpheme- final poni-
tione hand from the utterancefinal and the control ponition on the other hand. For occlusion and releace pair comparimons show the same structure. Duration in word and utterance- final poritions are aignificantly larger than the
others. The morpheme- final positions differ from one another with the control position in between, which can be explained with respect to the significant plained with restions that were encountered coninteractions that were encountered con-
cerning occlusion and release. In both cases the interaction is based on the phonation effect which occurs as expected for the control position and the fact that as expected as well there is no effect of phonation within the morpheme- final positions. Interestingly, there is a clear effect of phonation in the utterance- final position and additionally in the wordfinal position for release only (occlusion and release are longer in the voicelesa case). The varying influence of phonation on the occlusion and release durations in different positions can be seen in Fig.1. Especially, in the control position (5) the durational differences between voiced and voiceless atops are evident.

\section*{4. DISCUSSION}

Taking the results overall, it emerges that neutralization in final stops in German is not simply final devoicing. Even for the control word forms with intervocalic non- neutralized stops phonetic voicing plays no important role, since only half of the realizations have voiced releases, while the durational differences are distributed according to phonation types under several conditions. For morpheme- final positions in compounds no effect of phonation type could be found in terms of vowel, occlusion and release durations. On the other hand, there is a clear effect for release in word- final and for release and occlusion in the utterance- final position from which the standard examples for final devoicing in German stops are taken, so that in these cases definitely no neutralization occurs.
As these results are taken from durational data in future work we will measure the distribution of spectral parameters over phonation types. Since the data are taken from only two South German speakers we plan to include Mid and North German speakers as well. Furthermore we intend to expand the material to contain fricative pairs as well.


Fig. 1: Durations of vowel, occlusion and release for positions 1 to 5 (lower bar: voiceless; upper bar: voiced)
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\section*{ABSTRACT}

Since each language system is a unique segmentation of universal substance shaped into its elements, ultimate phonological units are not items inuniversal inventorles of so-called distinctive features' to be incorporated into language systems. Each phonological system segments the universal human arsenal of sound-distinctive capacity in its own way, forming a specilic set of neuromuscular impulses, of which each activates a fully automized aggregate of articulations.

Phonological theory experiences today tremendous difficulties on account of its growing isolation from the needs of modern phonetic technology, which, finding little response to its requirements, has ta rely on its own groping solutions of phonological problema. This gap between theory and practice is the inevitable result of the failure to rork out an adequate answe to the fundamental question of the ultimate phonological unit.
It is widely believed that phonology as a linguistic science started by assigning that status to the pho-
neme - hence its other name 'phonemics'. However, as early as in I936 Josef Vachek showed that the phoneme was not the smallest indivisible phonological unit, because it could contain smaller non-successive simultaneous units, e.g. sonority, palatality etc. [I3]. The idea was developed by Bohumil Traka at the 3rd International Congress of Phonetic Sciences in Ghent [I2]. Then Roman Jakobson devoted four decades of pioneering work to the search for the phonological quantum - the ultimate language unit named 'distinctive feature' [7; 8; 9]. The best-known result of the quest is the universal inventory of a dozen items, of which phonological systems are built for all languages. The inventory was later revised theoretically and enlarged threefold by Noam Chomsky [4].
While fully recognizing the great scientific and practical value of R.Jakobson's achievements, we have to admit nevertheless that the entities he discovered and catalogued are not what he thought they were, 1.e. the ultimate phonological units. It stands to reason that no items from a universal set can be directly employed as units in a language system
[5]. H.Chomsky was thereiore quite consistent in stressing the language-independent nature of his inventory of 'features' [3]. That R.Jakobson and N. Chomsky really inventoried is indeed universal, it is the common human arsenal of sound-distinctive capacity. Naturally, all phonological systems are based on it as their aubstance foundation. But no part of underlying aubstance can be directly integrated into any system and language systems are not exceptional in this respect. The elements of the universal antbropophonic distinctive potential listed in the above-mentioned inventories are certainly not ready-made unita to be selected by and included into a concrete language system. A language unit is not a mere piece of substance, but subatance shaped as an element to ift into the unique structure of the given language aystem. Consequently, elements of different syateme cannot be 1dentical with elements in other systems, however close they might seem in substance this has long been accepted for phonemes, but not for distinctive features', which; according to R.Jakobson, coincide with the same 'reature' in other languager - [8]. Regrettably no theoretical explanation was offered for this deviation from the general principle that precludes the compilation of universal inventories for phonemes, morphemes; words frem all. languages.
The phonologieal system of any language is a specific way of segmenting the universal potential of phonic diatinction and molding the
segments obtained into language units - ultimate pho nological quanta. The segments are not produced by selecting some 'features' as relevant and discarding the rest as redundant; they are rather aggregates of several articulatory movements together with their auditory correlates. In acquiring the sound pattern of a language a child achieves automatic combination of the uniquely aggregated movements, and the whole aggregate is then activated by a single neuromuscular impulse. The impulse is in fact the substance vehicle for the realization of the corresponding ultimate phonological unit.
In many languages (e.g. German, French) vowel labiality and tongue position are separate units, while in many others (e.g. Russian) they are parts of the same aggregated unit; in the latter case there is no point in regarding one of them as relevant and the other as redundant - they are jointly relevant within the same unit in the given phonological system. As for the part which each of these phonic actions plays within the aggregate, its automatic regulation is performed at a lower sublinguistic level. In French and English the consonantal subsystems contain ultimate units of postcentrality combining in their aggregates the phonic features of velarity, palatality and alveopalatality [7; 8; 111. But the features are diflerently grouped and realized in the two languages, and despite their similarity together with the unavoidable common designation each unit is unique in being an element of a specific language aystem.

Full recognition of the status of language units for the phonological quanta calls for the creation of a suitable term, the, customary designation as distinctive festures \({ }^{\text { }}\) being valnerable in its two components. To begin with, the word 'feature' is incompatible with the status of a language unit in its own right, as a feature is a mere attribute of a unit of high er rank. Indeed, the term appeared when the phoneme was regarded as the basic phonological unit possessing certain characteristic Peatures. Now, when that notion has been replaced by establishing the uitimate phonological unit as belonging to an independent tier in the system, it must be given a designation that would correspond to the new status and not be an adjunct to the phoneme.
Secondly, the new designation should avoid a reference to distinction as the primary function of the unit in question. Units of every language level fulfil that function, and all language units are equally distinctive. At the same time they are all constitutive within higher units. Consequently, language systems have no need for separate distinctive unita, for all distinction is achieved by the use of different constitutive elements. The ultimate phonological unit is no exception: phonemes are distinguished by containing different units of this level. Together with the customary designation we must therefore decline the term 'merism' [2]. The best term for the unit in question was suggested by Jan Baudouin de Courteney at the beginning of the
century - the blend 'kinak eme' [1], containing the Greek roots for 'movement' and hearing together with the suffix-eme.
Like all the other language units of every level in the macrosystem, the kinakemes are el ements in a subsystem of their own, which is naturally not a mere inventory but a well-structured body. Its structure displays two principles. One is thorough binarism - all kinakemes are paired into oppositions of positive va. negative. Positive kinakemes are materialized as neuromuscular impulaes to perform the respective movement or recognize the respective auditory signal; their negative counterparta are realized in the absence of the impulse The other structural principle provides for a hierarchy of tiers in the kinakemic subsystem: it always contains two categories (modal and local) with possible subcategories in them and with a further division into kinakemic oppositions. The resulting variety of. structural patterns is vast, so that each language usually has a very individual organization of its kinakemic subsyatem [IO; 11].
The purely negative atep of discarding the obsolete.notion of universal inventories for ultimate phonological units is obviously insufficient. It must be followed by constructive ateps in two directions: first, the kinakemic subsystems are to be described for as many languages as possible; second, a typology of kinakemic subsystems is to be worked out to find their common properties as well as possible diversity in them.

REFEREANCES
[1] BAUDOUIN DE COURTENAY, J. (I9IO), "Les lois phonétiques", Roczaik slawistyzzny, III.
[2] BENVENISTE, E. (I966), Problèmes de inguistique générale", Paris: Gallimard. [3] CHOMSKY, N. (I972),
"Language and. Mind", New.
York: Harcourt
[41 CHOMSKY, N. \& HALLE, M. (I968), "The Sound Pattern of English", New York: Harper \& Row.
[5] FISCHER-JøRGENSEN, E. (1975), "Trends in Phonological Theory: A Historical Introduction", Copenhagen:
Akademisk Foriag.
[6] GRUCZA, F. (I970),
"Sprachliche Diakrise im
Bereich der Ausdrucksebene des Deutaten. Beitrage zur allgeqeinen Sprachtheorie", ornan: PWN
[7] JAKOBSON, R. (I962),
"Selected Writings" I,
The Hague: Mouton.
[8] JAKOBSON, R. (I976),
"Six leçons sur le son et le sensen, Paris: Editions de Minuit.
(9] JAROBSON, R. \& WAUGH, L. (I979), "The Sound Shape of Languagen, Harviester Press.
[IO] PLOTKIN, V. (I976),
"Systems of Ultimate Phono-
logical Units", Phonetica, 332.

11] PLOTKIN, \(\nabla\). (I978)
"The Kinakeme as the Uitimate Unit of Languagen, Kwartalnik Neofilologiczny, XXV, 3.
[I2] TRNKA, B. (I939), "On the Combinatory Variants
and Neutralization of Phonemes", Proc. 3rd Int. Cong. of Phonetic Seiences.
[I3] VACHEK, J. (I936),
"Phonemes and Phonological Units", TCLP VI. Reprinted in: "A Prague School Reader in Linguistics" (I964),
Bloomington: Indiana, Univer-
sity Preme.

MEDIEVAL AND EARLY MODERN ENGLISH SYSTEMS OF VOWEL ORDER: FROM ALPHABETIC TO ORGANIC SCHEMES

\author{
Horst Weinstock
}

Institut für Anglistik, Aachen, Germany

The paper traces the evolution of the vocalic subsystem from its Classical, Medieval, and Early Modern English alphabetic but inorganic order a eiou to its organic but nonalphabetic scheme \(i\) e a o \(u\). The essentials of the cardinal-vowel system date. back to cardin
1762.

Greek and Latin copied the alphabetic pattern of Hebrew. All Hebrew letters formed a macroalphabet or pansystem of names and meanings. Its purely consonantal acrophones and acrographs served as a microalphabetic pansystem of sound- and number-values. The practice of syllabography worked without scripting vowels. Eventually, sound-evolution vocalized acrophonic Aleph, He, Waw, Yod, Ayin.
After the vocalization, the Phoenician alphabet reached Greece. The Greeks incorporated, complemented, and regularized the vocalic subsystem. They specified the new vowels as epsilon, omicron, ypsilon, omega. The compounded names signalized psilon 'plain, simple' ', i.e. 'monophthongal ', micron 'small, short', and mega 'large, long'. The quantitative and qualitative distinctions expanded the Greek subcatalogue to seven vowelletters. Dionysius Thrax (2nd cBC) rendered their linear sequence as \(\alpha \in \eta\) ८ov \(\omega\). Roman usage up to Varro (1st cBC) established the Latin scheme a e iou, standardizing the 'megaphonic' type of vocalic length and canonizing the graphic norm and optics of vowel-letters in spelling. In Ireland, the Roman Christian mnemonic a eiou soon ousted the Gaelic Celtic
order a o u ei.

An early breakthrough in anatomic organic, or phonetic letter-sounds of the microalphabet occurred between the 3rd and the 6th century AD. In the cabbalistic Sepher Yetsira or 'Book \(0^{+}\) Creation', an anonymous Talmud' scholar classified letters according :o the flow of their breathstream from throat to mouth. \({ }^{2}\) He identified the places of articulation as those stretches of the oral tract along the comparat ively static or immovable speech organs which faced the protruding back, front, blade, or tip of the dynamic or movable tongue. Describing a purely consonantal alphabet, the Sepher Yetsira quite naturally skipped the (nonexistent) scripted Hebrew vowel-scheme. Yet in spite of its organic transposition of dentals after labials verbalized for consonants, a merely hypothetical classification of vowels according to the throat-tomouth arrangement would suggest uoaei.
Although lingua as both 'tongue' and 'language' must remain of prime significance for anything linguistic, subsequent grammarians and commentators of the Sepher Yetsira could not fail to adjust the monocausal but polyfactorial model of vowel articulation Dunash Ben Labrat (10th c) and Solomon Ibn Gabirol (11th c) improved the anatomical description of speech-organs and corrected the order of lettersounds to gutturals, linguals, tectals (or tectals, linguals), dentals, and labials. \({ }^{3}\)

The ways and habits of Roman thinking as well as Patristic epistemology ignored the monocausal but polyfactorial considerations. Not only from

Varro (1st cBC) via Tertullian (2nd/3rd cAD) to Donatus (4th cAD) and Priscian (early 6th cAD) did Roman and Latin grammarians hold on to the mnemonics of the vowel scheme a e i ou. Taking on trust any letter's harmony within nomen-figura potestas, the everyday practice of the Latin Middle Ages managed to perpetuate alphabetic aspects in both Romania and Germania. Apart from the identical order of the vowels, the growing neutralization of vowel-length in Romania led to the alphabetic subscheme and mnemonic pattern \(\breve{a} \breve{e} \breve{l} \breve{o} \breve{u}\) as against the lengths preserved \(\bar{a} \bar{e} \bar{l} \bar{o} \bar{u}\) in Germania. For the phonemic and paradigmatic triad nomen-figura-potestas, Boniface (8th
cAD) observed but underemphasized cAD) observed but underemphasized
the phonetic and syntagmatic transience of contextual vocalization and coarticulation outside the microalphabet.
Aelfric's Grammar before 1000 presented the pansystem of the Latin alphabet, expressly adding the unaltered subsystem a e i o u. \({ }^{4}\) Byrhtferth's Manual in 1011 appended a column with a vocalic \(A E I O V\). About 1150, the First Grammatical Treatise just integrated the Germanic umlauted tone-colours of Old Icelandic into an otherwise stable Latin scheme. ts alphabetic insertions followed graphic conventions and largely etymological antecedents. \({ }^{6}\)
 Aelfric's Grammar and Byrhtferth's Manual based their vowel schemes upon the figurae or written shapes of the letters. Clinging to the alphabetic order, it must have dawned upon the First Grammarian that inadvertent teachers of a harmonious Latin nomen-figura-potestas doctrine had been neglecting nomen and potestas."
An early insular attempt at considering articulatory and acoustic aspects of vocalic order stems from mid-13thcentury Oxford. An Oxford Bodleian, a London British Library, and a Paris Bibliothèque Nationale manuscript each hold some pseudo-Grosseteste treatise. \({ }^{7}\) Elaborating upon the Aristotelian differentiation of a vocalic sonus in motu from a consonantal sonus in
potentia in the Bodleian Digby version the pseudo-Grosseteste defined vowels as simpliciter and consonants as secun dum quid. A vowel's 'substantial' motion (motus) flows without any ob struction, whilst a consonant's 'acci dental' motion takes shape from an obstruction at one or more of the speech-organs. With all its inconsisten cies, a further treatise by the Digby phonetician (in accordance with the pseudo-Grosseteste) construed the table of vowels upon the particular motions along the speech-organs and points of articulation guttur, lingua, palatum, os, labia. The phonetic scheme a uio evw rendered what the pseudo-Grosseteste held to mirror the spectrum of apertures within the oral cavity. Diagrammatically, the types of articulatory motions and acoustic generations resembled geometrical figures and concentric configurations (lines, curves, circles, triangles, and columns).
Roger Bacon (1214-1292) in Linguanum Cognitio closed his mind to Robert Grosseteste's (1175-1253) metaphysics of light, acoustics, or cosmology, and to their obvious echoes in the pseudo-Grosseteste. Bacon propagated the Latin scheme a eiou and their Continental pronunciation. His essentials of Hebrew transliterated syllabographic \(b\) as \(b a\) be \(b i\) bo \(b u\). Even his supralinear equivalents for Aleph and Ayin just as his phonographic guide to Hebrew punctuation adhered to Latin alphabetic a e iou. \({ }^{8}\)
The 14th century yielded no vocalic schemes in sources such as John Mandeville or John Trevisa.

In the 15th-century "De Vigilia Pentecostes", John Mirk recalled the universal importance of the vowel letters and the Varronian and Donatian subsystem \(A E I O V_{:}^{9}\) In 1499 , the anonymous Promptorium Panulorum provided no entry under vocalis or vowel. The entry under vocalis in the anonymous Ortus Vocabulorum of 1500 lacks complete schematic exemplification and enumeration.
In the 16 th century, the initial phase of the Great Vowel Shift might have stimulated the grammarians' and phoneticians' awareness to reconsider
the hitherto unsuspected conception of harmony in the problematic nature, correlation, coordination, and interdependence of nomen-figura-potestas. Yet on the whole, insular Renaissance humanists and Tudor scholars widely studied written sources from a graphic and alphabetic angle; they stabilized the Classical Latin five-vowel subset. Some 23 Tudor authorities went on arranging the vowels in alphabetic order. \({ }^{10}\) Smith differentiated between still alphabetic semivowel-plus-vowel clusters and nonalphabetic digraphic monophthongs or peak-and-glide diphthongs. This practice, however, failed to convince prompt imitators.
The 17 th century brought no fundamental change. Some 35 publications went on propagating the alphabetic schemes a iou or AEIOU. Sporadically since about 1550 , a minor change started taking firm ground: 17th-century phoneticians used to add the Greek allograph \(y\) for \(i\). As marks of a major change, pretty regular inclusions of syllabophonic ba be bi bo bu (and \(a b e b\) ib \(o b u b\) ), dual schemes of \(\bar{a} \bar{e} \bar{l} \bar{o} \bar{u}\) versus \(a^{\prime} \check{e} \bar{l} O \bar{u}\), and a supplement "a ei o \(u\) silent" betray a growing sensitivity to nonalphabetic aspects. Realizing shades of timbre or duration as well as a disharmony between vowel-names and sound-values, the corpus attracts attention to contextual (allographic, phonetic, syntagmatic, transient) views of the phonic structure. In principle, the sources did not break with the graphic tradition of the pansystemic alphabet.
Prepared to some extent by Robinson's (1617) "Scale of Vowels" uo a e ifrom back to front, by Price's (1665) "Throat Vowels" \(u\) o e \(i\) a, and by Wilkins's (1668) "Sound Chart" and "Organic Alphabet", William Holder's Elements of Speech (1669) advanced the phonetic sciences considerably. \({ }^{11}\) Conceding a concurrent share of lips and throat in the generation of vowels, Holder recognized the free passage of "Breath Vocalized" through the cavity of the mouth. The shape and mechanism of tongue and oral cavity form the main cause of the number and the main reason for a natural or organic order of the various vowels.
\(\ldots\) and then the Series of the Vowels ac cording to their degrees of aperture, and \(i e, a, a, \alpha, 0,00\); to which may be added \(u\)

Although Holder's theory did succeed in beating a path to phonetics, his (like Price's and Wilkins's) practice fell back upon the old vice of alphabetic order. The graphic schemes a e iou(y) or \(A E I O U(Y)\) continued to survive in some 24 late-17th-century teachers.
18th-century documents carried on alphabetic schemes and aspects in some 42 arts of poetry, dictionaries, dissertations, elementaries, essays, grammars, guides, institutes, introductions, repositories, rudiments, spelling-books, and treatises. Again, slightly more than one in four authorities thought fit to specify the morphophonemic sound-values by means of syllabographic ba be bi bo bu (by) and \(a b\) eb ib ob \(u b\).

Confronted with notational needs in a period of no adequate transcription, 18th-century phonologists resorted to diacritical, numerical, or typological devices. Some augmented the alphabetic order of vowels by supraposing accents or figures above polyphonic characters; others implemented an etymological alphabet of historical "representatives" or allographs for phonemic transcription.
All in all, the tentative solutions in marking, listing, and ordering the spectrum of vocalic timbres got phoneticians nowhere.
In 1762, Henry Home (1763 Lord Kaims/Kames) published his threevolume Elements of Criticism which, within seven years, went into four editions. Referring to Harris's Hermes (1751) and to the then contemporary anatomists, John Rice in 1765 rejected Lord Kaims's suggestion that the five vowels showed the same extension of the windpipe but different openings of the mouth, and that the vowel scheme formed a regular series of sounds descending from high to low in the organic orderieaou.
"Neither a higher nor lower Note can proceed from the Lips of the Mouth, than Rice compared the musical notation of alphabetic a eiou with the rise and
fall of the syllabophones bat bet bit bot but. He produced evidence that
"... they are not all equally grave or acute.. \({ }^{14}\) Sequencing the musical notation in a steady series from high to low

the orthoepist concluded from the reverse bit bet bat bot but that
":. there must at least be Syllables of five different Lengths: And this is what I mean by the natural Length of Syllables."1
Whatever John Rice's "natural length" and "glottal tone" may have meant (duration, fundamental frequency, harmonics, timbre, wave-length rather than pitch), none of the celebrated authorities after him seems to have recognized the gigantic stride of his contribution. Rice's doctrine failed to gain acceptance with some 33 British and American authorities before 1800 .
Nevertheless, John Rice anticipated Daniel Jones's cardinal-vowel system as a standard invariable scale. For the sake of a universal and uniform phonetic notation, Rice abandoned the alphabetic order and graphic orientation of the vowel-scheme. The long lost harmony of nomen-figura-potestas had ended up in an uncontrolled history of partly etymological or allographic and partly contextual or syllabophonic inconsistencies. Rice promoted a nonalphabetic method which keyed one chief cause to several companion factors. He integrated the static firmament of the more or less immovable speech-organs into the dynamic zeniths of the movable tongue-positions, fixing the soundvalues of vocalic articulation and modulation to a scale from "front high" via "mid low" to "back high". Under the circumstances of the reverse directions of thinking and writing, the new order perfectly agreed with the old of the Sepher Yetsira. John Rice's phonic model of 1765 as an oral alphabet converted the alphabetic but inorganic and unnatural order of the graphic sub-
system a e iou into the nonalphabetic but organic and natural scheme i e a ou of the cardinal-vowel system.
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\begin{abstract}
This study attempts to show the statistical importance of the realisations [ \(\pm\) ] of the french voyell \(/ \partial /\). It also brings out the phonological rules of its obliteration on a phonetic level. Finally, the influence of the consonantical context on this voyell is brought out.
\end{abstract}

\section*{1. INTRODUCTION}

La voyelle / / / appelée couramment "muette" ou "latente" et plus spécifiquement "schwa" par les phonologues, constitue un des particularismes du français. Elle se caractérise par une variation de réalisations [ \(\pm\) ] dans la chaîne parlée. A cause de cette alternance vocalique unique en français, nous qualifierons ce \(/ 2 /\) de "bifide" pour donner l'image de deux unités séparées dont chacune d'elles appartient à la même entité. L'élaboration des règles d'effacement ou de maintien de cette voyelle sur un plan phonologique et phonétique, est d'autant plus complexe que les facteurs déterminant son fonctionnement sont nombreux et qui plus est, se situent à des niveaux différents ( \(p\) honétique, phonostylistique, sociolinguistique..)

\section*{2. EVALUATION QUANTITATIVE DE L'ALTERNANCE DU /a/}

Nous nous proposons de présenter tout d'abord des ressultats statistiques [4] concernant la double réalisation du/o/a partir d'un corpus de français vernaculaire, à caractère spontané et implicatif, de 17000 phones environ [3]. C'est dans ce type de français que les effacements du/o/ sont les plus frequents en effet, le nombre d' occurrences de sa réalisation [-] le classe au deuxième rang après le [a], par rapport à l'ensemble des unités vocaliques et consonantiques recensées. D'autre part, parmi les autres unités phoniques réalisées \([-]\), le \(/ \mathrm{l} /\) représente, à lui seul, plus de \(80 \%\) de ces
effacements. Le nombre de \(/\) / réalisés [-] par rapport à ceux réalisés \([+]\) est trois fois supérieur. Par ailleurs, \(65 \%\) des réalisations du \(/ \rho /\) sont en position interconsonantique dont un quart seulement se réalise \([t]\). Son rôle de liant ou d'isolant consonantique est bien un des plus importants et ceci explique que la majeure partie des travaux de recherche porte sur la bifidité du /o/dans cette position. Le pourcentage des groupes consonantiques résultant de l'effacement du \(/ 2\) / correspond à \(33 \%\) de l'ensemble des groupes recensés. Le pourcentage de chaque type de groupes augmente proportionnellement en fonction du nombre de consonnes contenues dans ces groupes: le /a/ est responsable de la réalisation de \(30,4 \%\) des groupes de 2 consonnes, de \(50,2 \%\) des groupes de 3 consonnes, de \(90,5 \%\) des groupes de 4 consonnes et des quelques rares groupes de 5 consonnes. Parmi ces groupes, \(80 \%\) se situent à la frontière de mot.
Enfin, dans la mesure où le / / / peut toujours passer du zéro phonique à sa réalisation effective, il peut apparaître aussi pour jouer le rôle de processus d'attente ou d'hésitation et cela représente statistiquement \(37 \%\) de ses realisations [ + ]. Il existe d'autres pauses vocaliques mais le \(/ \partial /\) représente de loin le pourcentage le plus élevé, soit \(66,8 \%\) des occurrences de ce type de processus d'attente.

\section*{3. APPLICATION DES RĖGLES PHONOLO GIQUES D'EFFACEMENT DU / / /}

Nous avons ensuite testé la validité des règles phonologiques d'effacement du \(/ \rho /\) [2], à partir de notre corpus. Ces règles concernent majoritairement le /a/ en contexte consonantique et nous nous limiterons à ce type de contexte problématique.Il existe de nombreux facteurs qui expliquent la bifidité du/ \(/ /\) en position interconsonantique, tels que
sa place par rapport à l'accent, par rapport a la coupe syllabique. Intervient aussi le type de français réalisé en fonction d'une situation de communication donnée. F. DELL a retenu surtout la place du \(/ \partial /\) par rapport à la pause, le nombre de consonnes précédant ou suivant le/ \(\partial /\) et la nature de ces consonnes. C'est le nombre de consonnes précédentes qui détermine principalement les réalisations de la voyelle bifide. Interviennent ensuite, dans certains cas seulement, celles qui suivent le/ / en fonction du nombre de celles qui le précèdent. Enfin, la nature des consonnes entre en jeu et leur place les unes par rapport aux autres.
Nous rappellerons brièvement les règles de F. DELL en donnant pour chacune, des exemples cités par lui-même et les résultats obtenus tirés de l'application de ses règles sur notre corpus.

\subsection*{3.1. Précédé d'une consonne.}

En début de groupe rythmique et en syllabe initiale de mot " \(v(e) n e z\) ici", "d(e)vant moi". La règle d'effacement est facultative et le \(/ 2 /\) tombe d'autant plus facilement qu'il est éloigné de l'accent principal de groupe rythmique. Précisons que F. DELL considère que les /a/ appartenant à des monosyllabes fonctionnent de la même manière que ceux en syllabe initiale de mot. Le /e/ne s'efface pas, en revanche, dans un contexte consonantique occlusif "te casse pas la tête", " de quoi tu te plains". Nous avons rencontré plusieurs contreexemples dans des monosyllabes, " \(j^{*}\) trouve", mais aussi dans des polysyllabes, " \(d^{*} p u i s\) ". Dans ces exemples, les deux consonnes en contact, après effacement du/e/ sont sourdes, de nature ou par assourdissement. Le caractère sourd du contexte semble faciliter l'effacement du /a/ et nous observerons ce phénomène dans bien d'autres positions. Retenons malgré tout qu'il s'efface une fois sur cinq environ dans ce type de position sauf dans le mot outil " \(j e^{x}\) très fréquent dans le français vernaculaire. En effet, plus de \(77 \%\) de \(/ \partial /\) dans cette position se sont réalisés [-], que ce soit dans un contexte assourdi après effacement, "j* prends", ou dans un contexte sonore, " \(j^{*}\) vois".
A l'intérieur du groupe rythmique et toujours en syllabe initiale de mot, le /a/ s'efface facultativement, "la \(s(e)\) crétaire". Cette règle d'effacement est facultative. Dans notre corpus, une forte majorite de \(\mathrm{p} /\) se sont effacés dans cette position. Par ailleurs, F. DELL parle d'exceptions à cette règle, des mots tels que "guenon", "peser", "vedette". Parmi les dites
exceptions le \(/ \partial /\) se réalise [ + ] pour éviter des groupes consonantiques rares en français,"guenon","guenille" et inexistants dans cette position. IL se maintient aussi dans certains entourages consonantiques tels que \(-b+e+d-=\) "bedeau", - l, s + e + vr - "levraut", "sevrer" dans lesquels interviennent les consonnes qui suivent. Dans de nombreux mots dits "littéraires" et souvent bisyllabiques le \(/ \rho /\) ne s'efface pas non plus, "semonce", ledit". Enfin, rares sont malheureusement les cas d'opposition phonologique du type "belette", "blette".
A l'intérieur de mot, "ach*teur", "massiv*ment", le lo/ s'efface obligatoirement. F. DELL relève par ailleurs des exceptions à cette règle, "champenois", "attenant", "dépecer", et considere ces mots d'un usage peu fréquent. Mis à part dans le premier exemple, il y a la présence de préfixe; le /a/fonctionnerait alors comme en syllabe initiale de mot. Dans notre corpus, nous avons rencontré le même phénomène "enregistré", "démesure". F.DELL précise aussi que le/o/se maintient devant un groupe [lj] même s'il n'est précédé que d'une seule consonne "hôtelier". Ceci montre que les consonnes qui suivent interviennent aussi dans le fonctionnement \(\mathrm{du} / \mathrm{s} /\).
En fin de polysyllabe, "une vieill* courtisane", le /o/ tombe obligatoirement. F. DELL exclut évidemment les cas où les mots qui suivent commencent par un "h" aspiré. Il écarte aussi les contextes où le /2/ est suivi du mot "rien", dans lesquels sa réalisation est variable, "il mang(e) rien". Dans notre corpus, la régle d'effacement s'est appliquée sauf lorsque le /a/ était un processus d'attente car il peut apparaître parfois, dans le groupe rythmique, "une page spéciale".
En finale de polysyllabe à la fin du groupe rythmique, "elle est trop petii*", la règle d'effacement est obligatoire. F. DELL propose de considérer les mots "lorsque, puisque etc.." non comme des exceptions mais comme des mots composés dont le deuxième terme est "que". Il fonctionnent alors comme des monosyllabes qui ne s'effacent jamais en fín de groupe rythmique devant une pause. Hormis ces mots outils, nous avons dénombré de nombreux contextes dans lesquels le \(/ 2 /\) a été maintenu. Il joue alors le rôle de processus d'attente. A quel niveau doit-on formaliser des règles rendant compte de ce type de réalisation [ \(\pm\) ]?
3.2. Précédé de deux consonnes La chute du \(/ 2 /\) dépend essentiellement de la nature des consonnes qui le précédent.
En syllabe initiale de mot et à l'initiale ou à l'intérieur de groupe rythmique, lorsque les deux consonnes appartiennent au même mot le / \(\partial /\) n'est jamais réalisé [-], non pas à cause de sa position, mais parce que les groupes consonantiques dans cette position, sont des suites - occlusive + constrictive -, "prenez tout", sauf dans le mot "squelette", dans lequel le /o/ sera aussi maintenu.
En syllabe initiale de mot, lorsque les deux consonnes sont séparées par une frontière de mot, "j'arriv* demain", le/o/ ne s'efface jamais sauf dans certains mots qui seraient prononcés avec un débit très rapide, "quell* \(s^{*}\) main"". Nous avons \(^{2}\) trop d'exemples dans notre corpus dans lesquels le /a/ s'est réalisé [-] pour considérer qu'il s'agit d'exceptions, "pour d*main", "j'ai pas mal c* matin". Son effacement dépend, dans ce cas, de la nature du groupe consonantique le précédant. En effet, si ce groupe commence par un [R], il peut se réaliser [-]. S'il commence par un [1], cette liquide doit être suivie par une constrictive; si au contraire elle est suivie par une occlusive le / \(\%\) se maintient, "pas mal de copains".
A l'intérieur dun polysyllabe, "surgelé", "entretien". Pour F. DELL, le \(/ /\) ne s'efface jamais dans cette position. Comme en syllabe initiale, tout dépend de la nature des consonnes. Dans nos exemples, le / \(\partial\) / s'est effacé après un groupe consonantique commençant par un "R] dans des mots comme "gouvern*mental", "charg*ment", "vers*ment" etc. On a des réalisations [+] du \(/ 2 /\) dans un même contexte consonantique mais dans des mots peu "réquents,"prosternement", "regorgement", "ressourcement". On peut en conclure que le / \(\rho /\) s'effacerait dans ce contexte à condition que le groupe de consonnes qui le précèdent commence par un \([R]\) et à condítion que le mot soit très fréquent.
En fin de groupe rythmique, le problème est identique à celui du / \(\partial\) / précédé d'une consonne. La voyelle bifide peut se réaliser [ + ] et jouer alors le rôle de processus d'attente.
2.3. En syllabes contiguës
F. DELL traite à part les suites de / / / contenues dans des syllabes qui se succèdent. Il Enonce un principe fondamental qui régit sa réalisation \([-]\) : les règles d'effacement peuvent supprimer autant de schwas qu'on veut tant que leur
effacement n'engendre pas de groupes de trois consonnes dont les deux dernières étaient isolées par un /o/. Autrement dit, dans la suite - vcoce - le premier/o/peut s'effacer, le deuxième est alors précédé de deux consonnes et doit être maintenu; seul un schwa peut s'effacer dans cette suite. D'après lui, l'énoncé "il veut que ce travail soit bien fait" n'a que deux realisations possibles: "veut \(q u^{*}\) ce travail" ou "veut que c* travail". La formation de groupes de 3 consonnes dus à l'effacement de cette voyelle est malgré tout possible si la distribution des eléments consonantiques par rapport au( \(x\) )/o/permet l'application des regles d'effacement. Dans l'exemple de F. DELL "prenez \(l^{*}\) train", le /o/ du monosyllabe n'est pas maintenu car il n'est précédé que d'une seule consonne. Nous avons rencontré 16 contextes de \(/ 2 /\) en syllabes contiguës dans lesquels deux effacements successifs se sont produits en contradiction avec le principe fondamental énoncé par F. DELL, "il faut que* \(j^{*}\) travaill*". Le caractère sourd par nature ou par assourdissement des consonnes, apres la chute du / \(\partial\) / semble faciliter son effacement.

\section*{4. CONCLUSION}

La fréquence des réalisations [ \(\pm\) ] du /o/ est extrêmement élevée dans la chaîne parlée et cette voyelle pose encore de nombreux problemes quant à son fonctionnement Pour expliquer cette variation de réalisation il faut tenir compte des différents facteurs déterminant son fonctionnement et tenter de les hiérarchiser les uns par rapport aux autres de telle sorte que l'on puisse trouver des règles conditionnelles contextuelles d'effacement. Ces règles devraient expliciter d'une part, les exceptions aux règles obligatoires, d'autre part, le caracterre facultatif des règles de F. DELL.
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\section*{ABSTRACT}

Syllabic languages where the syllable is always a mi-nimally meaningful unit and represents one morpheme possess phonological features which are common for these languages irrespective of their genetic relationships (relevant syllable division, monosyllabism, tones specific syilable structure with syilable initials and finals differing both in number and quality). The subject of this paper is to trace phonological Changes in Germanic languages which increase their affinity with syllabic languages.
1. CHANGES IN CONTACT TYPE AND SYLLABLE DIVISION
One of the most important changes in history of Germanic languages is the change of the correlation between vowel length and syllable division within the world.In old Germanic languages CVCVsequances had open syllables irrespective of vowel quantity and such free length is preserved in some modern High Alemannic, South Bavarian and Scandinavian dialects. In modern Germanic languages the syllable is always closed after a short vowel (close contact) and open after a long one (loose contact). Thus modern Germanic languages show the development from CV-CV language to CVC-V one. In the overwhelming number of close
contact words of \(\operatorname{CVCV}(\mathrm{C})\) type CVC sequences represent a root morpheme and the syllable and morpheme boundary coincide Standard High German is a typical example of a language with the contact correlation where the type of contact reflects chiefly the preceding opposition V:C-VC: .However in many Germanic languages the number of close contact words increases at the expense of loose contact words, thereby increasing the number of words with the coinciding syllable and morpheme boundaries. The first change that increases the number of close contact words and leads to the monophonemisation of original vc-sequances is the contact shift in the combinations \(v\) : \(+j, w\) that occurred in Middle English icf. OE growan, Mode grow), in Frisian,
Dutch and Low German dialects. This trend is quite obvious if we compare middle West Frisian which possessed 6 so called long diphthongs (i.e. biphonemic combinations of \(\mathrm{V}+\mathrm{C}\) ) with the modern Frisian dialect of Schiermonnikoog where 5 of them were shortened and \(j\) and w got incorporated into the syllable nucleus [1]. Though this change is not often the case in High German dialects it can be observed even there (cf. Low Alemannic /saua /, /sdeia / Standard High German sagen, steigen)[2]. The same type
of change is now taking place in Danish (cf. /bre'vod/> /breu'ad/ brevet, /fla'fon/ >/flai'3n/flagen. Not only [j] and [w] are apt to change the contact type and to become a part of a monophonemic diphthong but also the resonants \(/ \mathrm{r} /, / 1 /\) and \(/ \mathrm{n} /\) can vocalize merging with the preceding vowel. Such is the development of the postvocalic /r/ in English, Danish, Low and High German dialects, the development of /1/ in Low and High German dialects, Dutch and English (cf. modern trend to vocalize /l/ both in filling and feeling) and the incorporation of /n/ into the nasalized vowel in various modern Germanic vernaculars.
The other type of contact shift leading to the increased number of close contact words affects root morphemes with voiceless stops and nigh vowels. We know that the vowel duration is dependent on the vowel height and on the quality of the consonant (the shortest are narrow vowels followed by voiceless stops). The degree of \(\mathrm{V}+\mathrm{C}\) contact seemes to depend on the same factors [3]. The change of the contact type (loose>close) of vowels (especially narrow) + voiceless or tense plosives can be observed in English, Frisian, Dutch,Low German and Danish dialects. In Frisian this change affects chiefly the combinations which are most suitable to be shortened (narrow vowels + voiceless stops). In many words here the contact shift is already completed (e.g. dyk, bite, buk) in some words it is still in progress (cf. free variations of contact type in siik /si:k/ - /sik/ or broek /bru:k/ - /bruk/). If Selkirk [4] and Kukolshchikova [5] are right and the sylla-
bles with postvocolic tense stops in English are always closed irrespective of the quantity and the quality of quantity and the quality of
the preceding vowel (words the preceding vowel (words
like pity and peaty having the same type of contact and the same type of syllable division), we can suggest that the close contact ousted the loose one in all words with original long vowels followed by tense stops. In Dutch the contact type changes in the combinations of original/i:/./y:/ and /u:/ with any consonant exept /r/. Vowel length and syllable division in the words like gieten and boeken are the same as in the words pitten and putten In both cases we have the same type of closing command after the short vowel [6].
2. INCREASE IN DIFFERENCE BETWEEN INITIALS AND FINALS One of the most apparent phonological features of the syllabic languages is the qualitative and the quantitative difference between initials and finals. This difference coupled with morphologically determined syllabification indicates a particular manifestation of the morphological boundaries in a text. The number of initials chiefly consisting of released consonants, glottal stop, \(/ \mathrm{h} /\) and consonant clusters exeeds considerably the number of finals which can vary from 13 in Mon Khmer languages to 3 in eo ( \(i, u\) and \(n\) ). Consonant clusters are intolerable as finals. The processes resulting in forming the same type of correlation between initials and finals are going on in Germanic languages. The simplification of final clusters CC occurs here according to two patterns: vocalization and nuc-
ieation of the first consonant or deletion of the second consonant. In both cases the pattern CVCC is ousses the pattern cice by the pattern cVC. Vocalisation affects at the first place the resonants and it is characteristic of English, Dutch, Afrikaans, Frisian, Danish, Low and High German dialects (cf. the changes \(V r C>V C, V 1 C>V C\). Vnc>V̆ \(C\) ). The second pattern is the deletion of stops. In Afrikaans two types of stop final clusters were simplified chiefly by the deletion of final stop/t/ after obstruents and all stops after resonants [7]. The deletion of final stops is a characteristic feature of the Jutlandic Danish [8], some Low German and English vernaculars.
3. TONES

Every morphosyllable in the syllabic languages is characterized by a special tone. Most typologically similar to the tones of the syllabic languages are tones in Danish (Jutlandic) and Low German dialects where they occur exclusively in monosyllabic words. The tonal distinctions reflect here the original distinctions of monosyllabic and bisyllabic words (cf. Jutlandic Danish / hu:s/-/ hu:s/ Standard Danish hus, huse). In Franconian dialects the tonal distinctions are also largely characteristic of monosyllabics and reflect original opposition of mono- and bisyllabic words but due to the so called spontaneous and combinatory accentuation the tone of the apocope can occur both in original monosyllabic and preserved bisyllabic words. Even though the problem of the origin of the tonal distinctions in Germanic languages can not be considered as finally
solved there is much evidence that the traditional idea that the tones in Danish, Low German and Franconian dialects appeared in the period of the apocope is valid. spontaneous and combinatory accentuation in words with original long broad vowels and voiced consonants in original monosyllabics and preserved polisyllabics in Franconian can be explained as depending on their longer duration connected with the quality of the corresponding vowels and consonants. The tonal distinctions become relevant in the period of the apocope, one of the phonetic features of the apocopated words being length. At this moment phonetically longer duration of the broad vowels and of the vowels before the voiced consonants become apocopically accentuated even in words which were not affected of the apocope. Thus the Low Franconian dialects where the conian dialects where the
longer duration is one of the features of the apocopated words and of the words with spontaneous and combinatory accentuation reflect the older stage of the development whereas the central Franconian "Scharfung" in apocopated and spontaneous/ combinatory accentuated words is the result of metawords is the result of min ish there is a trend to an abrupt ("entering") tone to be formed in the words with unreleased tense stops. In West Jutlandic dialects we can see two types of the same kind of abrupt tones.

All above mentioned changes in spite of their seeming differencies are the expression of one trend, the trend of morphosyllabism which is characteristic of the development of Germanic languages.
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\section*{ABSTRACT}

Similar and distinctive phonetic and phonological features of a number of languages of diverse types analytical English, symthetical Russian and Jkrainian, and agglutinative Caucasian languages with some touch of polysynthetio oharacteristics in northwestern branch and fusion in north-eastern branch) have bean ascertained.

The main methods used in the investigation were: method of analytical comparison and questionnaire method.

\section*{1. INTRODUCTION}

The choice for analysis of the languages of diverse types was conditioned by the fact that their fundamental characteristic features matter not only to the morphological and word-building levols, but also to other ones, including phonetics and phonology. For example, the leading feature of the agglutinative languages is haplosemy that is the attachment of one element of the form to one element of the content, which provides a higher degree of stability of the language syotem than the availability in the inflexional languages of symthetosezy (simultaneous polysemy) creating asymmetry. The latter involves fluctuating articulatory norms.
2. RESULTS AND DISCUSSTON

If we compare such IndoEuxopean languages as English, Russian, Ukrainisn with the caucasian languages, we shall observe more advanced articulation of the former set of languages. The sound systems of the caucasian languages contain velar, pharyngal and partly lar, pharyngal and partly laryngal phonemes. In both is only ond pharyngal phoneme (rendered by the letter " h " in English and " \(\Gamma\) " in Ukrainian). Russian has no pharyngal sounds at all. In all three languages there are no laryngal consonants.

Cne may note some tendency for rapprochement of Caucasian phonological systems to those of the Germanic and Slav languages under review. We mean the advance of the articulations of pharyngal and laryngal series in the caucasian languages. The etrong glottalized affricates turned into the corresponding aspirate sounds this way in Tindin.

Separate phonemes of the Caucasian languages are articulated differently:for example, lateral consonants in some Caucasian lenguages (Georgian, Zan, Rutul, Udi) are similar to the corresponding Russian and Ukrainian phonemes (dental), in some (Lezgian, Lack, Dargi,

English ones (alveolar), in some - different from the corresponding phonemes of the Indo-European languages under review (front palatal - in Budukh ond Hinalug noisy - in Kabardian).

Besides the privative
binary opposition according to a distinctive feature Tresonance/lack of resonancen, inherent in consonantal syetems of all the languages under review, in the Gauoasian languages there is one more opposition closely interwoven with the former,breath consonants cen be aspirate and check can beat piruipolient check d. That equipollent oppoeition embrace only obstruent sounds. It does not epply to spirants.

English is vocalic, while the Caucasian languages, as well as Ukrainian and Russien, belong to a consonantic type. The consonantal setem is especially develpped in Ubykh ( 80 consonents), Abaza ( 66 conson-: mts), Hinslug ( 59 consonants), etc. The availability of the mall number of vowels (2-3 vowels in Bome Cauasian languages) predetermines the absence of restrictions in their ue and vice verss: the vailability of the large availability of the large number of vowels create prerequisites for such initation. concluded with short vowels in Engliah, where there are many (21) चowels.
kccumulation of a great number of diverse conso-
nants is a rare phenomenon for all the languages. This universel is connected with the tendency of effort economy: it is difficult to pronounce the great number of consonants without vowels. But in a small quantity of cases such olusters are found even in vocolic English. As to the
possibility of flowing several diverse consonants together, it is on the ave rage more characteristic of Caucasian languages than of English, Russian and Uikrainian because there are fewer vowels in the former. The location of adjacent consonants and their highest possible number is individual for each language. For example, consonants clusters in the final position are typical for Svan and Tabasaran whereas ones in the initial position and inside the word are typical for Georgian. Russian can tolerate a cluster of four consonants in preposition, while English permits only three.

Some Caucasian languages (different sets) have oppositions: analogous to English - short/long vowels (Chechen, Ingush, Hunzib, Lack), open/close vowels (Chechen); analogous to (Chechen); analogous to Russian and Ukrainian hard/soft consonants (Adyg, is necessary to mention that the force of the opposition "open/close vowels" is great neither in English, nor in Chechen.

Some Caucasian languages (different sets) have phonological oppositions absent in English, Russian and Ukrainian: a) palatalization/ lack of palatalization of a vowel (Svan, Udi); b)orality (naselity of a vowel (Batsby, Botlikh, Godoberin, Karatin, Hunqib); c)labialization/lack of labialization of a consonant (Abaza, Abkhazian, Adyghe, Kabardian, Ubyikh).

From suprasegmental unite we shall dwell on accent. The accent in all the languages under review, exoept the Rutul language and the Munib subdialect of Andy charaoterized by tonic (mucharaoterized by tonic mu-

It is in Russian where the accent is expressed most strikingly, a little bit less - in English, still less - in Ukrainian, and quite slightly - in many Caucssian languages.

Within the Caucasian languages themselves, even closely related, the accent has different intensity. For example, it is weaker in Andy than in Aver (both refer to Aver-Ando-Tsez subgroup of Daghestan group of languages); it is weaker in Georgian and zan than in Svan (all three refer to Kartvel group of Caucasian languages). Weak stress of Modern Georgian literary language resembles the sea after a storm /5,14/.

The degree of unstressed rowels reduction is connected by direct dependence with accent intensity. That is at the bottom of intensive reduction of unstressed vowels in Russian. That is the reason of stability for phonetic changes in Modern Georgian where there is weak stress and, on the other hand, frequent reduction of vowels (right up to their falling out) in the old Georgian lenguage, where strong stress dominated. The relatively strong accent of Modern Svan, Abkhazian, Abaza, Lezgian also results in the reduction of unstressed vowels.

English prefers clobe syllables, Russian and Ukrainian give preference to open ones. Caucasian languages are not identical in this respect. Even within one south-Caucasian oranch the indices, according to our calculation, are quite different: close syllables prevail in Svan, whereas open ones dominate in Georgian and zan, share of open syllables in zan exceeding their share in

Georgian. Note should be taken that a close syllable was typical for Georgian historically /2, 29/. In the course of the Georgian language development the quantity of open syllables was being increased. For instance, the number of close syilables is greater in "Hero in tiger's fell" by Shota Roostavelli than in the works of literature by modern Georgian writers, although even there the quantity of open syllables prevailed over close ones.

Vowels serve as syllab-le-building sounds in Lack Russian and Ukrainian, while in English not only vowels but also sonorous consonsnts " \(n\) " and "l" can fulfil that function: \([k a: 1 \mathrm{tn}],[\mathrm{cu} \mid 1 \mathrm{~d}]\).

Let us dweil on Living
phonetic processes.
In contrast to English, Ukrainian, and Kabardian, where the neutralization of the opposition "voicelessness/resonance" in the final consonants does not take place, in Russian, Budukh, Lezgian the final voiced consonants are devocalized.

The neutralination of that opposition occurs in an ultima in Ingush, but the direction of the phonetic process is opposite: voiceless fricative affixal consonants "c", "而", "X" are sonorized.

The notions "accomodation" and "assimilation" are often mixed being used as absolute synonyms. We consider that accomodation presupposes the adaptation within the bounds of one phoneme, while assimilation presupposes the substitution 1 one phoneme for another.

In the languages under review one can meet both regressive and progressive assimilation. But their proportion in various languages is different. In some

Caucasian languages (aimilar to Russian and Ukrainian) regresaive assimilation prevails over progressive (Bezhitin, Zan, Adyghe, (Beer), and in some (similar Tser), and in some (simi reverse (Chechen, Tabasaren).

Vowel harmony - noncontiguous assimilation of affix vowels to root ones - functionates in some Caucasian languages like in Turkic languages (and often under their influence) A \(A\) final vowel is lisble to likening in Avar. Preverbs receive vocalism depending on a vowel in the root of the verb in Tabasaran. That phenomenon is not observed in the Indo-European
languages under review.
Dissimilation is peculiar to a number of Caucasian languages (Abkhazian, Andy, Lack, Svan, Zan). It is found comparatively
seldom in Fnglish, Russian, and Dkrainian (English
"laurel" came from "leurex" Russian " веролод " came from " велблюд ", Ukrainian " лпцар * came from " pиー пар "). pean languages under review the speech of male and a female is less differentiated than, for instance, in Hushtadin subdialect of the Bagvalin language. Intervocalic "II + turns into "p* in women's speech, while in men's speech \(n\) I \(^{+\prime}\) is not changed.

\section*{3. GONCIUSTON}

The comparetive researoh of the given languages is interesting not only from the point of view of typo logical theory but also from the standpoint of practical application for the intensification of education process.

Reference to the isomorphous phenomena in \(a\)
mother tongue will save time on explanation, while attention to the allomorphous phenomens will help to avoid interference.
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\section*{ABSTRACT}

The study of speech communt cation presupposes a preliminary segmentation involving the identification of cues segments and their characteristics.The task of the present investigation consisted in the determination and comparative description of different speech segments correlated in duration in spoken utterances for German, Fnglish, Swedish and Danish.
1. INTRODUCTION

The organization of spoken connected speech implies the selective extraction of linguistic objects which is impossible without segmentation.There are three principal difficulties arising in the process of solving a task of speech recognition both in the context of natural speech communication and intthe application of automatic recognition devices: optimum segmentation of an object whish is very difficult for the units to be recognized have no clear-cut boundaries;accounting for the variability factor of object characte ristics ( for instance,variability of articulation and acoustic characteristics of a speaker) iidentification of a set of key characteristics.The orientation to -
wards key segments enables us to differentiate between micro-,medi- and macrosegmentation. In microsesmentation key segment we include audial and acoustic intrasound/intersound transient processes, occlussions, frictions, explosions, subsound and soundsegments, syllabic segments.The following can be cited as segmentation universals at the audial level: segmentation at the neuron level with the orientation towards changes on the domain of \(F_{0}\); reaction onthe maximum values of spectrum energy and changes in timing of speech signal energy.Certain acoustical characteristics of the microsegmentation can also be defined as universals: presence/absence of \(\mathrm{F}_{0}\); instantaneous change of \(F_{0}\) at the transition from a consonant to a vowel and from a vowel to a consonant; presence/absence of spectrum noise; noise localisation at the frequency scale; noise intensity; noise duration; presence of low and/or high frequency spectrum energy. The objects of macrosegmentation are phrases, sentences and fragments of spoken text. Between the objects of micro- and macrosegmentation is the phonetic word (the accentual group with proclitic and enclitic syl-

Iables), which makes it poanible to separate medisegmentation, where we are guided by the following characteristics: specific reallzation of prosodic and spectral characteristics of juncture sounde; time correlation between segments within phonetic word; integral intensity of phonetic word; qualitative and quantitative characteristics of stressed/unstressed vowels within phonetic word. In implementing the macrosegmentation of speech prosodic characteristics are the principal ones as well as an account for syntactic and semantic information.
2. FROCEDURE

The investigation was based on the German, English, Swedish and Danish material. We have recorded 20 speakers male and female for each language. The experimental corpus contained a set of interlingual identical word which were included into a set of sentences having identical rhythmic and syntactic structures. All acoustical characteristics were extracted at the first stage by intonograph and at the second stage by MICKO SPEEBCH LaB-ver.3. One aim of our investigation is to nybematically descrive and to define realizations of duration of dirferent zpeech segments in connected text. To discover correlation for duration data of different speech segments the correla tion coefficient \(\bar{\rho}\) was do tempined:
\(\bar{\rho}=\frac{\frac{1}{n} \sum_{i=1}^{n} x_{i} y_{k}-\bar{x} \bar{y}}{\sigma_{x} \sigma_{y}}\)
The \(\mathrm{H}_{0}\)-hypothesis of the
independence of relation of data was tested by means of t-criterion with \(\mathrm{p}=5 \%\). It was necessary to determine: a)the nature of the time
correlation between the adjoining subsound segments within syllable of the following types:occlusion ( separately for voised/unvoiced segments), explosion,friction aspiration, transition!b)the nature of the time correlation between adjoining sound segments within phonetic word;c) the nature ofthe time correlation between the syllables within phonetic word; d) the nature of the correlation in duration between unstressed and stressed yowels within sentence.

\section*{3.DIBCUBEION}

In the course of the study of speech behaviour it was discovered that the temporal and structural organization of speech movements calls for a complicated speech prosramme in the brain. It should be noted in this connection that at present the following problems are being studied on the domain of the temporal orsanization of spoken utterance: -the determination of synthesis algorithms offrhythmic pattern of the utteran ce (the problem which is often referred to as preprogramming of the temporal organization of speech signal being part of a more general problem of synthesis ( generation) of prosodic patterns of an utterance:
-the determination of speech signals used in the information exchange between linguistic and physiological levels of speech analysis and synthesis;
-the determination of the rules for the conversion of transformation of the rhythmic patterns of an utterance into real time intervals betweon articulatory positions and movements[1].
As a result on the data pro-
cessing it was demonstrated that the level of subsound segments allowed us to es－ tablish a specific tempozal correlation between such so－ gmente as，for instance，a To iceless occlusion and folla wing Irication．In Swedish a tendency was observed for establishing a statistical relevant correlation between the duration of a voichess occlusion of a tense occlu－ sive consonant and the dura－ tion of the following frica－ tion segment．In Danish a re－ gular correlation was traced between the duration of the frication segment of a tens occlusive consonant and the duration of the following and the preceding vowels［2］ It was demonstrated that the consonant and vowel segments are characterized by diffe－ rent degrees of a suificien－ tly reliable temporal corre： lation．Thus，for instance， it was proved that in Ger－ man and English exists a ne名ative temporal correlation between sound segments in the VC－sequence．The Eng－ lish language was characte－ rized with the negative tem－ poral correlation between the vowel and the follow－ ing consonant in the sylla－ ble and phonetic word irres－ pective of its posivion in sentence．In German the con relation of the same type was revealed for tne seque－ nce＂vowel－consonant＂，but it was mainiy observed in the tinal position of sen－ tence．It snould be noved that tnis data were gotten for two－syllable words with a short stressed vowel．For the long stressed vowels in German there exists tempo ral correlation between a long vowel and a preceding consonant．No such correla－ tion was observed between a long vowel and a following
consonant．The temporal co－ rrelation established for the＂vowel－consonant＂sequ－ ence underwent no substan－ tial change dependent on po sition，whioh show a rela－ tive stability of the tem－ poral relations between the sound segments which form closed syllables in the lan guases．The data obtained indicate that the pattern of temporal compensation at the microsegmentation level is not substantially modifi ed even in those cases，when the sound－and subsound se quence becomes part of a rhythmic structure of a hi gher linguistic ordex．This rule is typical for connec－ ted speech in German and English．Iil Swedish the si－ tuation is somewhat diffe－ rent，and the temporal cor－ relation may be registered for sequences of sound se－ gments＂consonant－vowel＂， as well as for sound segme－ nts＂vowel－consonant＂．This type of temporal correlati－ on was observed not only ja different words but also different words but also nish the temporal correla－ tion should be noted betwe－ en sound sezments only in the sequences＂rowel－con－ sonent＂．It follows from sonant It follows Iro
that the temporal relation at the level of microsegmen tation within a syllable in connected speech is looser in some languages and stron ger in other languages．This means，that the involvement of sound segments into a ge quence of the speech conti－ nuum may substantially mo－ dify the type of the tempo－ ral selation between adjoi－ ning microsegments，or may have no significant impact leading to a temporal redi－ stribution．In the former
case，the temporal relation between the constituents of a sjllable is mufficiently mobile，which brings about now types of temporal corre lation，while in the latter case，the temporal relation between the constituents is sufficiently strong，which preserves the relative in－ preserves the relative an－ ructure in the connected speech．This conclusion ap－ pears rather well－founded， －which is an evidence of natural flexibility of the syllable as a Iundamental material quantum，on which the whole speech＂building＂ places．For the medisegmen－ tation positive temporal correlation between sylla－ bles of different type wi－ thin a phonetic word is che racteristic of some langue－万es．The temporal correla－ tion was observed between CVC and CV－segments with－ in phoneric word．No corre－ lation was observed between other types of syllable combinations：\(C V-(C) C . . V\) within the same phonetic words in utterances．The comparison of duration da－ ta for rowel－sequences in sentences in case of ma－ crosegmentation revealed a positive temporal correla－ tion between them．The data obtained suggest that the duration of units of micro， －medi－and macrosegmenta－ tion in connected speech may be realised with diffe rent degrees of regnatarity and harishierarchic charac－ ter．It may be concluded that the architectonics of a speech utterance does not merely amount to a si－ mple sum of duration data of a set of micro，－medi， macrosegments，but emer－ ges instead as a more com－ plex structure，comprisi－
ng some relatively autono－ mous units，the temporal or ganization of which is pre－ determined by theis own micro，－medi－and macrosegme－ ntal properties，as well as by the cosreponding proso－ dic properties of the who－ le speech structure in ge－ nersi［j］．

4．CONCLUSION
The variability of the pro sodic organization of a uti terance is brought about by the interaction of the fol－ lowing factors：the physio－ logical one as predetermi－ ned by the constitution of human speech organs；the physiologically－linguistic one as predetermined by the law of cosinticulation 1n accordance with the featum res of the pronunciation be sis of a given language；the linguistic one as predeter－ mined by the phonemic；mor－ phemic and syntactic rules of a language；the psycho－ linguistic ane as predeter－ mined by the commanication act as a whole．The above mentioned factors are orer－ lapping in the process of temporal programming and all tjpes of segmentation of a spoken utterance．
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\section*{PHONOLOGICAL COMPONENT}
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As the ABSTRACT is anguage is a system connecting meaning and sound, the connection itself must be systemic. Hence, the complete typological characteristics of the language system should include information concerning the mode of correspondence between sound and meaning.

\section*{1. INIRODUCTION}

The phonological typology of the basic language unit - the word reflects its constitutive and paradigmatic relations,
its fun-ctional-semantic and grammatical characteristics and as such correlates with the morphological typology [1,2]. This makes it possible in addition to morpholosical and syntactic indices of the quantitative typology suggested by J.Greenberg to introduce: 1) indices disclosing constitutive hierarchical relations of the units of different levels; 2) indices reflecting the degree of variability/uncertainty of the units of different levels (in their interrelation); 3)indices characterizing the sound shape of morphemes and words and not only their syllabic and suprasegmental organization (as suggested by V.Scalička), but their phonemic structure depending on functional and semantic characteristics as well. As different word groups may not have similar typological tendencies, all indices should be determined both for the word as a whole and for separate parts of speech.
2.CONSTITUTIVE RELATIONS' INDICES In constitutive relations betweer language units the frequency of factual coincidence of the units of one level with the units of another one is of special typological significance. On the one hand, the frequency of one-word sentences, one-morpheme words, one-phoneme (one-syllable) morphemes essentially characterizes the plane of expression of each of the meaningful units. On the other, the frequency of words separately making up a sentence, morphemes making up a word, phonemes (syllables) making up a morpheme indicates the degree of autonomy of the lower-level units towards the higher-level ones. The higher is the frequency the less is the degree of autonomy. Taking into consideration the last index a phoneme must be regarded as the universal minimal functional sound unit. Even in languages with the high index of grammaticality in the majority of usages a phoneme functions as a purely phonological entity. In classical agglutinative languages the degree of autonomy of a phoneme increases and reaches its maximum value in isolating languages as being most "lexemic". The notion of a syllabeme seems irrelevant because of non-autonomy of a syllable in reference to a morpheme even in syllabic isolating languages.
3.VARIABILITY/UNCERTAINTY INDICES 3.1.On the Level of Words It's been noted that typological differences in the degree of
extension of lexical polysemy correlate with differences in the degree of synthesis and the length of a word: simple and short words tend to have more shico-semantic variants (meanings) than derived and long (meanings) than derived and long words. This tendency is apparent in the opposition between analy-
tic and synthetic languages and in synthetic languages in the opposition between the underlying members of derivational chains and high-stage derivatives.
and high-stage derivatives.
3.2. On the Level of Norphemes
The degree of semantic uncertainty (polysemy) of words and morphemes is inversely proportional to the degree of allomorphic variability. It is extremely limited in isolating languages and more or less developed in synthetic languages. In accordance with the principle of morphological structuring of a word and monosemy or polysemy of inflexional affixes in agglutinative languages allomorphic variability occurs mostly in affixes and is normaly automatic, predictable, whereas in inflecting languages it occurs in roots and is mainly unpredictable Meanwhile inflecting languages reveal clear parallelism between semantic and allomorphic variability between words of different stages in derivational chain. According to the data of Russian, polysemy and polymorphism of a root/stem in inflexional paradigm (fusion tendency) is more typical for the basic (non-derived) words. The higher the derivational stage, more limited are polysemy and allomorphic variability. Highstage derivatives usually possess one meaning and are characterized by monomorphism of a root/stem (agglutinative tendency).
3.3.On the Level of Phonemes

Due to a greater length in syllables and in phonemes and thus a greater occurence probability of phonemes in positions of neutralization, high-stage derivatives differ from non-derived words by a greater phonematic uncertainty. It is not accidental
that the Russian scientific text with the degree of synthesis of a word equal to 3.21 morphemes and the average word length equal to 3.4 syllables contains \(45 \%\) of weak phonemes, whereas in the colloquial speech with the degree of synthesis equal to 2.47 morphemes and the length equal to 2.8 syllables the frequency of weak phonemes decreases to \(36 \%\).
Apart from phonolosically conditioned uncertainty of phonemic identification of sound segments in the analysis of variability on the level of phonemes the frequency of phonemes manifesting themselves as marked (derived) members of morphonological alternations should also be taken into account.
This group of indices sides with indices characterizing the degree of preferable use of consonants in a definite position within morpheme/word and, respectively, the degree of differentiation between positions: within the morpheme, at morpheme juncture and at word juncture. The and at word juncture. The coefficients of rank correlation
of consonents in comparable positions may serve as the abovementioned indices. Since the position of morpheme juncture (opposite to word juncture) reveals good positive correlation with within-the-morpheme position the degree of positions differentiation in consonantal structure of a simple word and in the root enables one to consider the type of the affixation used and its functional load. Positional differences are weakened in the following order: root-isolating languages, prefixing languages, suf fixing languages, languages with developed bilateral affixation.
4. MEANINGFUL UNITS SOUND SHAPE INDICES
The sound shape of morphemes and words is indispensable to meaning. Fundamental typologically significant semantic difference is the difference between lexical and grammatical meanings.

Contrasting of lexical and grammatical is reflected in constitutive and distinctive functions of sound units and in the degree of phonematic uncertainty. For example,in the Russian speech the coincidence of a morph with a syllable is more frequent in prefixes and roots as more lexical units, the coincidence of a morph with a phoneme -in suffixes and inflexions as more gremmatical ones. The phoneme is quite autonomous in respect to the autosemantic morpheme. With lessening of lexicality and increase of grammaticality of morphemes, phonemes become less autonomous and may not possess this quality, if the given type of a morpheme always or mostly expressed by one phoneme as, for instance, is the case with inflexions in Marathi and Arabic.
Phonemes constitute a morpheme not as an autonomous element but as an integral part of the word. In line with the degree of autosemanticity of a word the phoneme in the Russion language obtains maximum autonomy in reference to a substantive root, less autonomy in reference to a verbal root and still less autonomy in respect to a pronoun root. The distinctive properties of phonemes within a morpheme go in line with the main rules of segmental word structure. Since the middle part of the word as distinct from marginal positions is usually irrelevant to distributive restrictions, the distinctive possibilities of phonemes in middle-of-the-word morphemes prove to be more effective For example, in the Russian speech the frequency of weak phonemes in roots and suffixes amounts to 33-34\% and in prefixes and flexions - to 62 and 59\%. The part-of-speech function of a word is also significant for distinctive function of phonemes. In notional parts of speech performing nominative function the frequency of weak phonemes is higher than in pronouns performing substitutive and demonstrative
functions.
Morphonologica
differences between parts of speech are also essential for sense discrimination. For example, in the Indonesian language the voiceless consonants/nasals interchange frequency in the root-initial position amounts to 81-85\% in predicatives, and to \(51-53 \%\) in nouns. The opposition between lexical and gramatical greatly influences the indices which characterize the sound shape of meaningful units.
4.1. Phonemes' Inventory

In autosemantic morphemes making up an open list all phonemes and their combinatory possibilities are realized on a larger scale. In syntactic morphemes making up a closed list the inventory of phonemes is restricted: the more so, the less the number of the given morphemes and more grammatical their meanings. For example, in Russian and English in derivational suffixes the number of generally used phonemes amounts to more than \(80 \%\), in flexions it lessens to \(33 \%\) in Russian and to 18x in English. The degree of restriction as to the phonemic inventory of morphemes is differerent in different parts of speech. In particular, the number of phonemes constituting Russian derivational suffixes lessens in the consequence: nouns (78.5\%) - adjectives - adverbs verbs (31\%).
4.2.Phonemes' Quality

More or less strong tendency to attach phonemes to certain meanings first and foremost manifests itself in preferable usage of vowels to express grammatical meanings, and consonants to express lexical meanings. The degree of lexicalization of consonants and the degree of grammaticalization of vowels as well as the degree of lexicality/grammaticality of morphemes themselves may be indirectly observed in the consonantal coefficient, which reflects the proportion of consonants and
vowels in accordance with their frequency of occurence within different types of morphemes. In the Russian speech inflexions possess the minimum ( 0.43 ) and roots - the maximum (2.13) value of the given coefficient. The more lexical is the root the higher is the coefficient. Consequently, it is higher in noun roots than in verb roots.

In derivational morphemes, combining lexical and grammatical meanings, the proportion of consonants and vowels is more equal (consonantal coefficient in suffixes equals to 1.44 , in prefixes to 1.17 ).
4.3.The Meaningful Units' Length in Phonemes and Syllables It is already known that concrete meanings are expressed by longer than the abstract one elements. The syllabic or non-syllabic form of meaningful lower-level units is determined by their free or bound position within higher-level units and finally by degree of autosemanticity. In tendency grammatical morphemes and words are shorter than lexical ones. For example, in isolating Yoruba and in inflecting Russian the syntactic root is shorter than the autosemantic root(respectively 1.00 and 1.35 syllables in Yoruba, 0.9 and 1.28 - in Russian), the pronoun root is shorter than the notional one(1.12 and 1.42 in Yoruba, 0.7 and 1.4 in Russian), the verbal root is shorter than the noun root (1.13 and 1.57 in Yoruba, 1.1 and 1.5 in Russian). 4.4.Morph Junctures and Syllable

Bourdaries Interrelation Strong coincidence of syllable and morpheme boundaries in syllabic (isolating) languages is determined by lexicality of morphemes and their possibility to manifest a word. In non-syllabic languages different types of morpheme junctures in many ways correspond to syllable boundaries as the mode of combination and variability of morphemes depend
on their meaning, position within a word, and on whether they are added to the stem or to the word as a whole. For example, in Russian in accordance with the agglutinative character of prefixes and fusional character of flexions the coincidence of morpheme and syllable division is more probable at the prefix-root juncture and very rare at root/suffix-flexion juncture. 4.5.Morphemes' Suprasegmental

Characteristics
The frequency of morphemes (autosemantic morphemes in particular) marked by suprasegmental meens seems also to reflect the degree of lexicality/gramaticality of the language. It is not by chance that such prominence can be observed more often in tone isolating languages which are most "lexemic".

\section*{5. CONCLUSION}

The language system integrity and mity can be clearly seen in good or average sufficient correlation of monophonemic morphs' frequency and the frequency of morpheme junctures within a syllable with indices of lexicality/grammaticality ( +0.918 and +0.775 ), agglutination/fusion \((+0.898\) and +0.837 ) and synthesis ( +0.716 and +0.536 ) in 11 languages of different types. The lower is the lexicality index and thus the higher the index of grammaticality, the higher are the indices of synthesis and fusion, hence more of tener occur in the text monophonemic morphs and respectively more frequent are morph junctures within the syllable.
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\section*{ABSTRACT}

A tendency towards the neutralization of oppositions between \(/ a /\) and \(/ 5 /\), on the one hand, and \(/ a /\) and \(/ \varepsilon /\) on the other hand, is observed in the speech of Ie-deFrance and Parisian youngsters.This phenomenon is also reflected in children's spelling.

\section*{1. APERCU DES TRAVAUX}

\section*{ANTERIEURS.}

La neutralisation de l'opposition/az/ vs \(/ \mathbb{E} /\) au seul profit de \(/ \tilde{\varepsilon} /\), déjà mentionné en 1821 par le père DESGRANGES [2] et un siècle plus tard par H. BAUCHE [1], semble aujourd'hui en voie d'aboutissement en français standard. H. WALTER [10] et P. LEON [7] signalent la corrélation positive qui s'établit entre l'âge du locuteur et la distinction des deux voyelles nasales.L'étude de O. METTAS, menée auprès de locutrices parisiennes âgées de 18 à 35 ans, montre que le plus souvent \(/ \mathrm{a}^{*} /\) "se confond avec / \(\varepsilon\) /" [9].
A ce phénomène déjà ancien s'ajoutent deux nouvelles tendances de neutralisation. En effet depuis 1972 certains auteurs signalent des déplacements ou des chevauchements entre les voyelles \(/ z /\) et \(/ a /\) d'une part et entre \(/ a /\) et 13/ d'autre part. Pour O.METTAS, le "phonème /a/ tend à se rapprocher de [ 5 ] du parler neutre [...] Cette dernière realisation est I'un des indices les plus
fréquents du sociolecte, dans cette génération". De même/ \(\mathfrak{\varepsilon} /\) est "identifié comme une réalisation de / \(\mathrm{A} /\), oral ou nasal" dans certains cas. H. WALTER signale aussi le cas d'un locuteur parisien prononçant \(/ a /\) "avec un arrondissement qui peut compromettre la distinction de l'opposition / \(\tilde{a} /\) vs \(/ \tilde{5} /\). ." I. FONAGY étudie le traitement des nasales chez sept jeunes parisiens [3]. "La tendance générale du déplacement de in vers an n'a pas empêché un locuteur et deux locutrices à s'opposer à ce courant, et de substituer dans certains cas \(/ \tilde{s} /\) à \(/ \mathfrak{a} /\)." Pour un des locuteurs, le \(\check{0}\) a été perçu "comme /ã/ par la moitié ou la plupart des auditeurs."
P. LEON attache à ce chevauchement une valeur sociolinguistique "de certain parler chic" [8]. I. FONAGY et G. BOULAKIA supposent aussi cette valeur stylistique."On a l'impression que les variantes \(/ \tilde{\varepsilon} /\) qui s'approchent de \(/ \tilde{a} /\) font 'plus jeune', 'plus branché', 'plus désinvolte'."[4].
Ce type de glissement est aussi réalisé dans la parole des enfants d'lle de France.
" Tu aurais pu metre que les chevals, ils ont tous un nom (A.V., 10 ans).
- C'est pas vrai! Ils ont pas tous un an! (S.B., 9 ans) "

Nous avons mené une étude systématique dans deux écoles primaires rurales du sud de l'Oise où sont scolarisés des enfants âgés de 5 à 12 ans.

\section*{2. TEST DE PERCEPTION}

\subsection*{2.1. Test}

Nous avons enregistré quatre enfants de 8 ou 9 ans lisant un corpus presentant 6 triplets minimaux en position finale. Un test de perception à choix limité a été effectué auprès de l'ensemble de la classe où étaient scolarisés les quatre locuteurs.
Ainsi nous avons calcule l'indice d'audibilité IA \({ }^{1}\) de chaque locuteur sur chaque énoncé, chaque phonème et sur l'ensemble du test.

\subsection*{2.2. Résultats}

La locutrice A.T.C. se ditingue par \(100 \%\) de IA égal à 1. Notons que sur l'enregistrement d'une saynète (style moins formel) nous avons constaté que A.T.C. produit des nasales ambigües.

Chez les locuteurs C.D. et V.H. les IA globaux sont respectivement de 0,93 et 0,94 . Chez ces deux enfants, la neutralisation des voyelles est faible dans ce style formel. De même la conservation des oppositions n'est pas non plus effective à \(100 \%\). La moitié des énoncés chez C.D. et \(81 \%\) chez V.H. ont des IA inferieurs à 1 . Les indices tombent à 0,76 (C.D.) ou 0,80 (V.H.) pour certains énoncés. De plus, bien que les écarts restent faibles, ces locuteurs effectuent des traitements différents pour les trois phonèmes: les indices varient de 0,91 pour \(/ 3 / a 0,95\) pour \(/ \mathrm{E} /\) chez C.D. et de 0,93 pour /a/ a 0,96 pour /z/ chez V.H.. La locutrice P.M. obtient à peu près les mêmes résultats que les deux garçons pour les phonèmes /z/ et/5/. Par contre, le /a/ dans la parole de P.M. est perçu [ 5\(] 107\) fois sur 131 dans le test, soit un IA de 0,18 pour ce phonème. Trois enoncés obtiennent un IA égal à 0,05 .

\footnotetext{
1.IA: indice de perception en accord avec l'Enoncé proposé au locuteur dans le corpus.
}

Ainsi chez P.M. le déplacement obéit à une règle pratiquement catégorique. Néanmoins, elle perçoit correctement les trois voyelles nasales lorsqu'elle participe aux tests de perception. Un énoncé portant sur le phonème /a/atteint un IA de 0,65.
2.3. Statuts des oppositions

Ce test permet d'observer que chez ces enfants les oppositions entre / \(/ \mathrm{k} / \mathrm{et} / 5 /\) sont les plus fragiles, celles entre \(/ \bar{\varepsilon} / \mathrm{et} / \overline{3} /\) les plus stables. Par ailleurs les déplacements repérés sur d'autres enregistrements ne concernent que la paire \(/ \bar{a} /, 15 /\). Ces résultats \({ }^{2}\) sont en partie en accord avec les travaux antérieurs. En effet, si des confusions de voyelles nasales sont réalisées dans la parole des enfants et des jeunes parisiens, il n'existe pas de loi genérale établissant une neutralisation plus avancée qu'une autre, ni un sens privilégié de déplacement."Le /e/ s'approche de \(/ \mathrm{a} /\) dans certain cas, dans tel mot plus souvent que dans tels autres, dans la parole de certains locuteurs plus souvent que dans celle d'autres locuteurs" [3]. D'autre part il nous semble difficile de considérer cette perte d'opposition comme une variante stylistique. Les enfants qui se sont prêtés à cette étude appartiennent à des classes socio-professionnelles de type 'ouvrier' ou 'employe' et habitent à la campagne dans des villages de moins de 1500 habitants.

\section*{3. CE QUE REVELE L'ORTHOGRAPHE \\ 3.1.Données}

Nous avons été confronté à des fautes d'orthographe assez atypiques. M.R. écrit jombon pour "jambon"; P.M. écrit on pour "en" et inversement; P.C. dent pour "dont"; L.A. versans pour

\section*{2.Tableau 1}
"versons"; G.C. ayont pour "avant"; O.B. resomble pour "ressemble" et je mon nuis pour "je m'ennuie"; A.V. elle sont les odeurs pour "elle sent..." etc... A la suite d'I.FONAGY, on peut affirmer que "les fautes d'orthographe d'enfants de 6-7 ans refletent souvent leur conception phonologique." [3; 5]. Nous pensons pouvoir étendre cette constatation à tout individu de plus de sept ans, enfant ou adulte, en difficulté vis àvis de l'écrit.
Les divers manuels de français issus des derniers programmes officiels ne proposent aucun travail quant à la discrimination orthographique des voyelles nasales pour les enfants de 8-12 ans. Cet état de fait souligne le caractère récent de la perte partielle des oppositions entre voyelles nasales.Les manuels s'attachent par contre à faire acquérir les différentes graphies in,ain,un. Pour les élèves du \(C E 1^{3}\), on trouve quelques rares exercices concernant l'opposition /a/ vs \(/ 5 / .[6]\).

\subsection*{3.2. Test}

Nous avons proposé la série de trois exercices \({ }^{4}\) à 118 élèves (6-12 ans) d'une
3. Cours Elémentaire \(1^{\text {l̀re }}\) année.(7 ans).
4. 1 Complète les mots avec an ou on.
Les hir...delles s...t mainten...t de retour. Dès les premiers ray...s de soleil, elles arrivent en volet...t, en ras...t le sol et en cri...t. Qu...d il fait froid, elles v...t en Afrique.

\section*{2 Choisis le mot qui convient.}
1. Est-ce que les oiseaux ont une (langue, longue)?
2. Il y a des \{rongées, rangées) d'hirondelles sur les fils.
3. Le faisan a brusquement disparu à
(l'angle, l'ongle) du bois.
3 Complète les mots avec en ou on.
école en mai 1989, à 71 élèves du même établissement en mai 90 , et enfin à 41 enfants (7-12 ans) d'une seconde école en septembre 90.
Nous avons constaté des confusions orthographiques de nasales dans tous les cours y compris chez les plus vieux. Notons que P.M. n'a fait aucune erreur au test; dans son cas l'orthographe est bien fixée et ne révèle pas les déplacements mis en évidence dans sa parole lors des tests de perception.
Sur 4208 réponses exprimées apparaissent 368 "erreurs" 5 , soit un taux global de réussite de \(91 \%\). Dans le 3 ème exercice, nous avons accepté renger, antree,et monten. Selon les mots en référence, ce score varie de 76 ("angle") à \(98 \%\) ("serpent"). Les lexèmes les plus usités n'atteignent pas systématiquement les meilleurs scores : "sont" 92, "quand" 87 , "vont" 93. Par contre si on considère les onze lexemes entrant dans une paire minimale ("vont" vs "vent"), la moyenne des scores est de \(89 \%\) contre 94 pour les autres.
L'appartenance à une paire minimale favorise donc les confusions orthographiques de nasales.
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Tableau 2: Pourcentages d'erreurs selon les mots en reférence:
\begin{tabular}{|c|c|r|r|}
\hline \begin{tabular}{l} 
mots en refé- \\
rence
\end{tabular} & \begin{tabular}{c} 
nbre. \\
occu.
\end{tabular} & \begin{tabular}{l} 
nbre. \\
emeurs
\end{tabular} & \begin{tabular}{l}
\(\%\) de \\
erears
\end{tabular} \\
\hline hirondelle & 223 & 8 & 4 \\
\hline sont & 225 & 17 & 8 \\
\hline maintenant & 224 & 13 & 6 \\
\hline rayons & 223 & 12 & 5 \\
\hline voletant & 216 & 39 & 18 \\
\hline rasant & 219 & 32 & 15 \\
\hline criant & 222 & 28 & 13 \\
\hline guand & 226 & 19 & 13 \\
\hline vont & 224 & 16 & 7 \\
\hline langues & 220 & 20 & 9 \\
\hline rangés & 223 & 7 & 3 \\
\hline angle & 222 & 54 & 24 \\
\hline serpent & 229 & 4 & 2 \\
\hline entrée & 227 & 13 & 6 \\
\hline gronder & 228 & 10 & 4 \\
\hline jongler & 228 & 16 & 7 \\
\hline enfoncer & 210 & 21 & 10 \\
\hline menton & 210 & 22 & 6 \\
\hline environ & 209 & 15 & 7 \\
\hline
\end{tabular}

Universitaire de France.

Tableau 1 : Nombre d'occurences et répartitions des percptions:
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{3}{|c|}{ह̃} & \multicolumn{3}{|c|}{万} & \multicolumn{3}{|c|}{a} \\
\hline sont perçus & \(\underline{\varepsilon}\) & 万 & ã & 5 & ã & \(\underline{\text { E }}\) & ă & \(\underline{E}\) & 5 \\
\hline C.D. & 97 & 2 & 3 & 93 & 7 & 2 & 96 & 5 & 1 \\
\hline V.H. & 111 & 0 & 4 & 108 & 6 & 1 & 128 & 3 & 7 \\
\hline P.M. & 124 & 5 & 3 & 127 & 5 & 0 & 23 & 1 & 107 \\
\hline
\end{tabular}
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\section*{ABSTRACT}

In this paper results are presented of an extensive listening experiment on the evaluation of male and female voice and pronunciation characteristics. Thirty male and thirty female speakers from three profession categories were recorded while reading aloud several texts. Three main research questions were involved: 1. Are voice and/or pronunciation of men and women evaluated differently? 2. Do listeners' judgments and subjects opinions about these characteristics reveal similar results? 3. Can speakers from different professions be distinguished by voice and pronunciation cues only?

1 INTRODUCTION
Clear differences in acoustic characteristics exist between male and female voices. An interesting question in this connection is which perceptual characteristics would be related more to male voices and which to female voices. A study by Kramer [2] revealed that some perceptual characteristics were more associated with female speech (e.g. gentle, melodious), while other characteristics were associated more with male speech (authoritative, loud). In the present experiment, it was tested to what extent male and female voice and pronunciation would be evaluated differently. Judgments based on actual presentation of voices and subjects' opinions were compared. All evaluation scores were collected by means of semantic scales [3]. Another question was whether voices of different professions would be evaluated differently. If so, this would imply that listeners are able to distinguish voices with respect to
profession (see also [4]).

\section*{2 METHODS}

\subsection*{2.1 Speakers and listeners}

Thirty male and thirty female represen tatives from three profession categorics (nurses, managers and information agents) were selected. These particular speaker groups have been chosen, because these groups differ clearly from one another with respect to the number of men and women working in these professions, and because speech is an important aspect of the work in all three categories. Twenty male and twenty female students of the University of Amsterdam (all native speakers of Dutch) participated as listeners in the experiment.

\subsection*{2.2 Stimuli and Recordings}

The speakers were asked to read aloud text passages taken from actual speech. Three texts dealt with topics associated with the three professions. An additional text was included which dealt with a neutral topic with respect to the speaker groups. The sixty speakers were recorded at various places. They were allowed to prepare the texts in the way they desired; also, they were free in choosing their own tempo and intonation. At the end of the recordings, the speakers gave their opinion about their own voice and pronunciation by means of the already mentioned rating instrument (results in 3.3).

\subsection*{2.3 Perceptual evaluation}

Voice and pronunciation were evaluated by means of the semantic 'twin scales' (seven - pairs of related notions) as (seven - pairs of related notions) as
developed for Dutch by Fagel et al. [1].

In addition, four new scales were included that were supposed to differentiate between the profession categories, if the professions would differentiate at all. The English translations of the Dutch scales as used in the present experiment are shown in Table 1. The four scales at the bottom of the table are the additional ones.

\subsection*{2.4 Experimental procedure}

The listeners were instructed to evaluate the voices by means of the eighteen scales (results in 3.1). The seven texts as well as the sixty speakers were randomized. The listening sessions were performed at the Language Centre of the University of Amsterdam, where listening facilities were available that allowed for selective presentation to listeners individually and simultaneously. During the listening sessions, the forty listeners were also asked to identify the profession of the speakers presented by choosing from a list of six possibilities (results in 3.4).
Apart from evaluating the voices, the listeners were also asked to give their opinion about typical voice and pronunciation characteristics of men and women in six profession categories, including the three already mentioned (results in 3.2). This task was also performed by means of the same rating instrument.

\section*{3 RESULTS}
3.1 Evaluation of speakers' voice and pronunciation
Mean scale scores were derived for all three speaker groups for men and women separately (see Table 1). It appeared that the differences between male and female voice and pronunciation are not very large, although except for scales no. \(1,9,11,12\) and 18 , the scales appeared to be significantly different (t-test; sign. level was set to 0.003, because of the repetition of \(t\)-tests). Not surprisingly, the largest differences are found for the scales 'high-low' and 'shrill-deep'. Smaller differences are found for the scale 'dull-clear', with female voices considered to sound clearer than male voices. Furthermore, female nurses and managers were evaluated as more monotonous than male
nurses and managers. Some scales differentiated the profession categories. Managers were evaluated as speaking in a little more polished and cultured way. Factor analyses were performed on the correlations between the scales in order to look for the underlying patterns of relationships between the data. Analyses performed on the male and female data separately, revealed that four factors explained about \(50 \%\) of the total variance in rather well interpretable dimensions that can be characterized as 'Appreciation quality of the voice', 'Personality evaluation', 'Pronunciation quality' and 'Pitch' respectively, with some minor differences between the two sexes. The scales 'broad-cultured' and 'pleasant-unpleasant' attained the highest communality estimates, which implies that these scales are responsible for a considerable part of the variance.
3.2 Opinions about typical voice and pronunciation characteristics
The mean scale scores obtained by the non-auditively based judgments reveal that there a smaller number of assumed differences between the voices of the two sexes exist in comparison to the the voices of the three profession categories. Only the scales 'high-low' and 'shrilldeep' differed significantly for male and female voices.
Most extreme scores were found for the scales 'slovenly-polished' and the related scale 'broad-cultured'. Managers (male as well as female) were supposed to possess the highest degree of culture and polishment in their pronunciation. Also, rather extreme mean scores are found for attributes like powerful, authoritative and business-like with respect to managers. One more appealing finding was the high mean score for male information agents with respect to melodiousness.
3.3 Evaluation of voice and pronunciation by the speakers themselves The mean scores as given by each of the speakers with regard to their own voice and pronunciation also tended to the centre of the interval. Nevertheless, female information agents judged their pronunciation as more polished and cultured than the other speaker groups.

Table 1.
Mean scale scores for female (F) and male (M) nurses (20), managers (20), and information agents (20) as evaluated by all (40) listeners over all text presentations. In the last two columns the overall means for female and male speakers are presented. The 18 scales used were seven-point interval scales.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|c|}{SCALES} & \multicolumn{2}{|l|}{NURSES} & \multicolumn{2}{|l|}{managers} & \multicolumn{2}{|l|}{infagents} & \multicolumn{2}{|c|}{All} \\
\hline & & F & m & \(F\) & m & F & m & F & m \\
\hline 1. siovenly & pollshed & 4.58 & 4.39 & 4.87 & 4.75 & 4.35 & 4.63 & 4.60 & 4.59 \\
\hline 2. broad & cultured & 4.28 & 4.42 & 4.67 & 4.59 & 4.08 & 4.85 & 4.34 & 4.55 \\
\hline 3. high & low & 3.76 & 4.98 & 3.90 & 5.05 & 3.50 & 4.85 & 3.72 & 4.89 \\
\hline 4. shrill & deep & 3.88 & 4.80 & 3.99 & 4.90 & 3.47 & 4.49 & 3.78 & 4.73 \\
\hline 5. dragging & brisk & 4.34 & 3.89 & 4.38 & 3.97 & 4.19 & 4.65 & 4.30 & 4.17 \\
\hline 6. slow & quick & 4.14 & 3.56 & 4.10 & 3.70 & 4.06 & 4.33 & 4.10 & 3.86 \\
\hline 7. husky & not husky & 4.13 & 4.37 & 4.24 & 4.28 & 4.31 & 4.47 & 4.23 & 4.37 \\
\hline 8. dull & dear & 4.59 & 4.05 & 4.78 & 4.06 & 4.75 & 4.30 & 4.71 & 4.14 \\
\hline 9. weak & powerful & 4.25 & 4.21 & 4.56 & 4.38 & 4.32 & 4.48 & 4.38 & 4.36 \\
\hline 10. soft & loud & 4.14 & 3.97 & 4.31 & 3.94 & 4.51 & 4.18 & 4.32 & 4.03 \\
\hline 11. ugly & beautiful & 4.23 & 4.02 & 4.35 & 4.19 & 3.72 & 4.15 & 4.10 & 4.12 \\
\hline 12. unpleasant & pleasant & 4.49 & 4.29 & 4.63 & 4.44 & 3.96 & 4.43 & 4.36 & 4.39 \\
\hline 13. monotonous & melodlous & 4.40 & 3.95 & 4.68 & 4.09 & 4.34 & 4.25 & 4.47 & 4.10 \\
\hline 14. expressionless & expressive & 4.37 & 3.91 & 4.68 & 4.08 & 4.37 & 4.22 & 4.47 & 4.07 \\
\hline 15. severe & sweet & 4.45 & 4.14 & 3.96 & 3.98 & 4.07 & 3.96 & 4.16 & 4.01 \\
\hline 16. business-llike & emotional & 4.07 & 3.74 & 3.59 & 3.53 & 3.99 & 3.57 & 3.88 & 3.61 \\
\hline 17. nulgar & distinguished & 3.87 & 4.06 & 4.31 & 4.40 & 3.80 & 4.16 & 3.99 & 4.21 \\
\hline 18. Uimid & authortative & 3.86 & 3.97 & 4.40 & 4.17 & 4.14 & 4.23 & 4.13 & 4.12 \\
\hline
\end{tabular}

Female managers and information agents scored their voices as more expressive than the other speaker groups. Male speakers regarded their own voices less husky than the female speakers did.

\subsection*{3.4 Identification of profession by voice cues alone}

Most listeners reported that identification of the profession of a speaker was a difficult task. The alternative options of 'shop assistent' and 'teacher' (categories that were actually not present in the speaker groups) appeared to be options that were rather frequently chosen. It appeared that female nurses were iden-
tified correctly more often than male nurses. Moreover, female nurses were scarcely confused with female managers in contrast to male nurses with male managers. Male information agents were classified most often as teachers, whereas female information agents received most scores on the categories of nurse and shop assistent. The significance of the different scores was tested in an analysis of variance. The Anova analysis (mixed model with repeated measures on the factors

Table 2.
Results of the analysis of variance (mixed model; repeated measures) on the correct profession identification scores. \(\mathrm{Sl}=\mathrm{Sex}\) of listener; \(\mathrm{Ssp}=\mathrm{Sex}\) of speaker; \(\mathrm{Psp}=\) Profession of speaker.
\begin{tabular}{|c|c|c|c|c|}
\hline FACTOR & DF & SS & F RATIO & SIGN. OF F \\
\hline \hline SI & 1,38 & 10.37 & 1.48 & .23 \\
\hline Ssp & 1,38 & 27.26 & 5.94 & .02 \\
\hline Psp & 2,76 & 143.52 & 11.49 & .00 \\
\hline Ssp * Psp & 2,76 & 136.41 & 13.87 & .00 \\
\hline SI * Ssp * Psp & 2,76 & 4.25 & .43 & .65 \\
\hline
\end{tabular}
'speaker sex' and 'profession of speaker') gave rise to the results as presented in Table 2. From that table it can be seen that sex of speaker was one of the differentiating factors.
Also, speakers with different professions were identified differently and the interaction between sex of speaker and profession of speaker also reached the level of significance, which implies that male and female nurses, managers and information agents received different scores. From the differences in percentages between the three speaker groups, it appeared that the manager scores are higher when manager voices had been presented. The same holds for the nurse scores. Although not tested in the Anova, the influence of text condition on the profession appointments appeared to be very clear as well. The scores on each of the categories were increased when the text content fitted with that particular profession.

\section*{4 DISCUSSION}

Although considerable differences existed between the individual speakers of each group as evaluated by the listeners, in general the differences between male and female speakers as well as between managers, nurses and information agents appeared to be rather small. More differences were appointed with respect to male and female speakers if voice and pronunciation characteristics were evaluated without actual presentation of voices. These supposed characteristics were also more extreme. The finding that the differences are considered to be
larger than were actually found, may point to the existence of prejudices. The differences between 'high-low' and 'slow-quick' were enlarged for male and female managers. Differences in 'highlow', 'ugly-beautiful' and 'monotonousmelodious' were enlarged for male and female information agents. The differences between the three professions were even more enlarged; managers are supposed to speak e.g. very polished and with authority in comparison with the other groups. Evaluation by the speakers themselves revealed not such clear group differences.
Identification of profession on the basis of someone's voice was far from perfect, but neither a random choice.
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\section*{ABSTRACT}

This project examines differentiation in voice quality setting across varieties of English in urban Vancouver, Canada. Two different techniques of long-term average spectral (LTAS) analysis are used to investigate extended samples of continuous text across groups collected in a sociolinguistic survey. The first procedure uses smoothed spectra and canonical discriminant analysis. The second procedure uses nonsmoothed spectra and the SDDD dissimilarity measure. Results thus far suggest that overall SES effects are greater than aging effects, particularly for the MMC group.

\section*{1. THE VANCOUVER SURVEY}

Data are drawn from the Survey of Vancouver English, conducted in 197980 [4] [5]. Analysis focuses on 192 ran-domly-selected male and female English speakers native to the Vancouver region, in the three age groups of the survey: 0 (over 60), M (35-60) and Y (16-34) Four socioeconomic status (SES) categories, middle and upper working class (MWC/UWC) and lower and middle middle class (LMC/MMC), are compared. The sample text is drawn from a reading passage with local content.

\section*{2. INITIAL LTAS PROCEDURE} 2.1. Method

In the initial LTAS procedure, frames below voicing threshold (silences and voicelessness) are discarded, and FFT power spectra of voiced speech with smoothing applied are integrated over successive nonoverlapping 20 ms windows of the first 60 s of the survey reading text [2]. LTAS distributions are
compared using principal component and canonical discriminant analysis to compute the Mahalanobis distance. Initial analysis focuses on the older and middleaged groups.
The relationship of SES-group spectra with the LTAS of articulatorily modelled settings (by the first author) are expressed in generalized squared distance. Categories of the phonetic description of voice quality settings used to compare and evaluate LTAS results from the sample are those defined by Abercrombie [1] and Laver [10]. Sets of models for LTAS analysis based on these categories have been assessed by Nolan [11] and Harmegnies, Esling \& Delplancq [9].

\subsection*{2.2 Results}

Results of initial LTAS analyses are summarized in tables 1 and 2. The generalized squared distance measure of intragroup variability in LTAS indicates that SES groups are more homogeneous for female subjects than for male subjects in the survey in general. For middle-aged males, only the LMC and MMC groups are differentiated by the LTAS analysis of voiced speech used in this study, corroborating the significant separation between LMC-MMC men found using vowel formant data.
Classification of each model setting by group is inconclusive. The association of the velarized setting with UWC males is tentative.
Middle-aged MWC and UWC women contrast in LTAS with middle-aged MMC women, in conformity with the vowelformant distributions separating these groups. Other LTAS relationships, however, do not confirm over the long term the more vowel-specific findings of formant analyses [3]. LTAS peak

TABLE 1. LTAS relationships between middle-aged and older male groups. Canonical Discriminant Analysis; Probability > Mahalanobis Distance.
(Figures in bold represent groups which are significantly separated.)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{\multirow[t]{2}{*}{}} & \multicolumn{4}{|c|}{Older} & \multicolumn{3}{|l|}{Middle-aged} \\
\hline & & MWC & UWC & LMC & MMC & UWC & LMC & MMC \\
\hline \multirow[b]{4}{*}{Middleaged} & MWC & 0.76 & 0.59 & 0.46 & 0.38 & 0.07 & 0.33 & 0.45 \\
\hline & UWC & 0.12 & 0.39 & 0.01 & 0.31 & & 0.35 & 0.004 \\
\hline & LMC & 0.15 & 0.84 & 0.02 & 0.12 & & & 0.01 \\
\hline & MMC & 0.42 & 0.06 & 0.94 & 0.23 & & & \\
\hline \multirow{3}{*}{Older} & MWC & & 0.31 & 0.40 & 0.65 & & & \\
\hline & UWC & & & 0.12 & 0.37 & & & \\
\hline & LMC & & & & 0.39 & & & \\
\hline
\end{tabular}

TABLE 2. LTAS relationships between middle-aged and older female groups. Canonical Discriminant Analysis; Probability > Mahalanobis Distance. (Figures in bold represent groups which are significantly separated.)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{\multirow[t]{2}{*}{}} & \multicolumn{4}{|c|}{Older} & \multicolumn{3}{|c|}{Middle-aged} \\
\hline & & MWC & UWC & LMC & MMC & UWC & LMC & MMC \\
\hline \multirow{4}{*}{Middleaged} & MWC & 0.09 & 0.33 & 0.05 & 0.002 & 0.36 & 0.52 & 0.13 \\
\hline & UWC & 0.01 & 0.27 & 0.04 & 0.001 & & 0.46 & 0.02 \\
\hline & LMC & 0.20 & 0.86 & 0.42 & 0.03 & & & 0.43 \\
\hline & MMC & 0.84 & 0.28 & 0.31 & 0.34 & & & \\
\hline \multirow{3}{*}{Older} & MWC & & 0.19 & 0.25 & 0.47 & & & \\
\hline & UWC & & & 0.74 & 0.04 & & & \\
\hline & LMC & & & & 0.20 & & & \\
\hline
\end{tabular}
locations suggest a similarity between older MWC women and middle-aged MMC women. Middle-aged MWC women, on the other hand, contrast with the LTAS pattern of both older MWC and MMC speakers, as well as with the middle-aged MMC distribution.
Older MWC women, where the formant shift suggests tongue retraction as for uvularization or pharyngalization, are classified together with the faucalized, uvularized and velarized models in descending order of probability.

\section*{3. SDDD LTAS PROCEDURE \\ 3.1. Method}

The second LTAS analysis procedure adopts the SDDD statistical techniques introduced by Harmegnies \& Landercy [6] [7] [8] to improve the reliability of interspeaker LTAS comparisons.

The 192 speakers in the survey were split into categories according to three main variables: sex (male, female), age (younger, middle, older) and socioeconomic status (middle working class, upper working class, lower middle class, middle middle class). A full factorial partitioning model was used, and therefore resulted in 24 subsamples ( sexes x 3 ages \(x 4\) SES categories) of 8 speakers each.
Interspeaker comparisons of the speakers' LTAS were performed by means of the SDDD dissimilarity index. This was considered the dependent variable of the study.
Age and SES were, in turn, each considered as the independent variable of the study. Both these analyses were performed separately in the male and in the female group.

TABLE 3. Average SDDD values for intra-and inter-age comparisons ( 96 male subjects)
\begin{tabular}{|c|c|c|c|c|}
\hline & & 0 & \[
\begin{gathered}
\mathrm{AGE} \\
\mathrm{M}
\end{gathered}
\] & Y \\
\hline \multirow{3}{*}{AGE} & 0 & 5.4 & 5.7 & 5.8 \\
\hline & M & & 5.7 & 5.8 \\
\hline & Y & & & 6.0 \\
\hline
\end{tabular}

TABLE 4. Average SDDD values for intra- and inter-age comparisons (96 female subjects)
\begin{tabular}{|c|c|c|c|c|}
\hline & & 0 & \[
\begin{gathered}
\text { AGE } \\
\mathbf{M}
\end{gathered}
\] & Y \\
\hline \multirow{3}{*}{AGE} & 0 & 6.3 & 5.9 & 6.4 \\
\hline & M & & 5.4 & 5.7 \\
\hline & Y & & & 6.0 \\
\hline
\end{tabular}

\subsection*{3.2 Data Analysis - Age Effects} Both inter- and intra-age-class comparisons are considered. Each comparison of one class to another involves 496 interspectral dissimilarity measures. Each figure in TABLES 3 and 4 is therefore the average of 496 values.
The intraclass dissimilarity is, on the average, slightly less than the interclass on (males: \(5.69<5.78\); females: \(5.89<\) 6.04), suggesting overall weak aging effects: the LTAS drawn from a given age group tend to be more similar to one another than they are to spectra drawn from other age groups.
The greater intraclass homogeneity is nevertheless most sensitive for middleaged subjects (both males and females), and older males: in those cases, the intraclass value is less than all the interclass values involving the considered class.
3.3 Data Analysis - SES Effects Both inter- and intra-SES-class comparisons are considered. Each comparison of one class to another involves 276 interspectral comparisons. Each figure in TABLES 5 and 6 is herefore the average of 276 values.
The intraclass dissimilarity tends, on the whole, to be less than the interclass one (males: \(5.65<5.95\); females: \(5.69<\)
6.14), suggesting overall SES effects greater than the aging effects.
The relationship is particularly strong in the MMC both for males and females, and also for UWC females.

\section*{4. DISCUSSION}

LTAS distributions are found to contrast across social varieties of Vancouver English for some SES groups, particularly for middle-aged female UWC and MMC speakers. These results suggest that long-term voice quality settings differ systematically between the respective social groups, at least in acquired oral-reading style.
These descriptive relationships will be subject to further examination using inferential analysis to determine probabilities. The results and methodologies of both the SDDD dissimilarity measure and the initial LTAS procedure will also be compared in relation to group-by-group vowel formant class analyses [3] for age and SES classes.
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TABLE 5. Average SDDD values for intra- and inter-SES-class comparisons (96 male subjects)
\begin{tabular}{|c|c|c|c|c|c|}
\hline & & MWC & \[
\begin{aligned}
& \text { SES } \\
& \text { UWC }
\end{aligned}
\] & \[
\begin{aligned}
& \text { ASS } \\
& \text { LMC }
\end{aligned}
\] & MMC \\
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\section*{ABSTRACT}

L-deletion in French clitic pronouns and definite arricles is studied here using a corpus of adolescent speakers from North Bay, Ontario, a town with a \(17 \%\) minority of Francophones. The variable is found to be socially stratified, speakers of workingclass background generally showing higher rates of L-deletion. Speakers with lower French language dominance tend in most cases to delete fewer Ls in object clitics and articles. Male and female speakers delete Ls in equal proportions, except in "elle", where males delete fewer.

\section*{O. INTRODUCTION}

On se propose ici d'étudier l'effacement du \(/ / /\) des pronoms clitiques et des articles définis dans le français parlé par les adolescents de la minorité francophone d'une ville du Nord de I'Ontario, North Bay. Tout en analysant le jeu des facteurs sociaux et linguistiques traditionnellement considérés dans les enquêtes sociophonétiques, on s'interrogera sur le rôle que pourrait jover le degré de dominance linguistique, dont la variation est considérable entre les individus de cette communauté franco-ontarienne, qui constitue 17\% de la population de North Bay.

\section*{1. TRAVAUX ANTÉRIEURS}

Le problème de la suppression du /I/ dans ce contexte morphonologique a atfiré l'attention de nombreux chercheurs, dont Bougaieff \& Cardinal [3], Laliberté [4], Léon \& Tennant [5] et Thomas [11]. Les études empiriques sur la question, notamment Poplack \& Walker [8], reprenant Sankoff \&

Cedergren [9] et Santerre, Noiseux \& Ostiguy [10], pour Montréal, ainsi qu'Ashby [1], pour Tours, démontrent que l'élision du M/ des morphèmes grammaticaux est plus avancée en français canadien qu'en français européen, et qu'elle semble être socialement stratifiée.

On se propose d'introduire dans l'étude de la chute du /// une autre variable sociale, celle de la dominance linguistique, dont l'importance a déjà été bien démontrée par Beniak \& Mougeon [2] en ce qui concerne la variation morpho-syntaxique et lexicale chez les Fronco- ontariens. Chez les moins francodominants des adolescents de cette communauté, étant donné leur usage très restreint du français en dehors du milieu normatif que constitue l'école, on pourrait s'attendre à trouver un taux moins élevé d'élisions du \(/ \mathrm{I}\), un taux élevé d'élisions étant .. les études citées cidessus le prouvent .. un trait saillant du vernaculaire franco-canadien.

\section*{2. CORPUS ET MÉTHODE}

Le corpus utilisé pour cette enquête a été gracieusement fourni par Raymond Mougeon. Il s'agit d'entrevues d'en moyenne trois quarts d'heure conduites en champ libre avec 36 locuteurs dans une école secondaire française de North Bay. Les sujets sont tous des élèves de cet établissement, âgés entre 15 et 18 ans. Les proportions des locuteurs masculins (19) et féminins (17) sont à peu près égales. Les sujets sont groupés dans trois calégories de classe sociale, selon le métier des parents. On trouve une description détailée de ce corpus dans Mougeon et al. [7]. Un indice
de dominance linguistique basé sur la frequence d'emploi du français a élé calculé pour chaque locuteur. Pour plus de précisions sur cet indice, voir Mougeon \& Béniak [6]. On a analysé environ 20 minutes de parole pour chaque sujet, en éliminant le début de l'interview et en choisissant au hasard des intervalles de 4 ou 5 minutes. Toutes les occurrences de la variable ont été codées dans une transcription orthographique saisie sur ordinaleur, selon la nature du morphème en quesfion et sa réalisation (LO pour effacement du ///; L1 pour prononciation du / / / , ainsi que selon le contexte phonologique. Ce codage a permis la quantification des données à l'aide d'un logiciel de concordance textuelle, WordCruncher. Les scores ainsi obtenus pour chaque locuteur ont été ensuite regroupés selon les cotégories de sexe, classe sociale 13 groupes: I Supérieure, Il Moyenne, III Ouvrière), et dominance linguistique ( 3 groupes de 12 sujets selon l'indice: G1 .01..49; G2 .50.70; G3 .71-1.00).

\section*{3. RESULTATS ET DISCUSSION}

\subsection*{3.1. Résultats globaux}

Le tableau 1 montre les taux d'effacement du \(/ / /\) des pronoms et des articles dans le français de North Bay, ainsi que les résultats obtenus par Poplack \& Walker [8] pour OHawa-Hull. On constate d'emblée certaines ressemblances. Le taux d'effacement du "il" personnel est moins élevé que celui du "il" impersonnel, pour lequel le \(/ /\) tombe de façon presque catégorique. Cela confirmerait à nouveau I'hypothèse de Sankoff \& Cedergren [9] selon laquelle la quantité d'information contenue dans le morphème serait un facteur dans l'effacement du \(/ / /\). La seconde constatation que l'on peut faire, c'est que le patron observé par Poplack \& Walker [8] concernant l'ordre des morphèmes par fréquence de syncope, est reproduit à North Bay: pronom sujet > pronom objet > arricle.

Ces résultats semblent au premier abord indiquer que la suppression du /// est moins fréquente à North Bay qu'd̀ OHawa. Cependant, vu la situation de dis-

\section*{Iobleov 1.}

Effocement du \(/ 1 /\) dans le franccis de North Boy, of d'Onowa-Hull (selon Poplock \& Wollien [8])
\begin{tabular}{|c|c|c|c|c|}
\hline & \multicolumn{3}{|c|}{North Boy} & OHowo.Hull \\
\hline PRO SUJ & 10 & N & \% & \% \\
\hline \(i l\) (pers) & 378 & 416 & 90.9\% & 100.0\% \\
\hline il (imp) & 369 & 374 & 98.7\% & 100.0\% \\
\hline ils & 491 & 530 & 92.6\% & 99.0\% \\
\hline ello & 91 & 136 & 66.9\% & 84.0\% \\
\hline elles & 0 & 0 & ... & 33.0\% \\
\hline \multicolumn{5}{|l|}{PRO O8J} \\
\hline lui & 138 & 15 & 86.7\% & 91.0\% \\
\hline los & 17 & 55 & 30.9\% & 50.0\% \\
\hline leur & 6 & 21 & 28.6\% & 4.0\% \\
\hline 10 & 2 & 14 & 14.3\% & 32.0\% \\
\hline lo & 11 & - 117 & 9.4\% & 8.0\% \\
\hline 1 ' & 4 & 116 & 3.4\% & 5.0\% \\
\hline TOTAL & 53 & 338 & 15.7\% & 28.2\% \\
\hline \multicolumn{5}{|l|}{art def} \\
\hline la & 142 & 560 & 25.4\% & 38.0\% \\
\hline les & 76 & 510 & 14.9\% & 17.0\% \\
\hline le & 55 & 558 & 9.9\% & 7.0\% \\
\hline 1 & 27 & 373 & 7.2\% & 18.0\% \\
\hline TOTAL & 300 & 2001 & 15.0\% & 19.0\% \\
\hline
\end{tabular}
cours plus informelle dans laquelle Poplack \& Walker [8] ont recueilli leur corpus, il se peut qu'il s'agisse là de divergences stylistiques, au lieu d'une véritable différence entre les réalisations de la variable dans les deux communautés.

\subsection*{3.2. Facteurs Sociaux}

\subsection*{3.2.1. Sexe}

Le graphique 1 montre les taux d'élision du /l/ des pronoms sujets "il" (personnell, "ils" (masc. et fém. dans ce diaiectel, et "elle", selon le sexe des locuteurs. On a éliminé le pronom "il" limpersonnell de l'analyse de la variation socialinguistique, l'élision du \(/ /\) étant presque catégorique pour ce morphème. On constate que les différences sont très minimes pour les pronoms masculins: "il" (Femmes: \(93,3 \%\); hommes: \(89,1 \%\) ), et "ils" (femmes: 91,3\%; hommes: \(94,1 \%\) ). Quant au pronom féminin "elle", on remarque un certain conservatisme chez les hommes ffemmes: 70,4\%; hommes: \(57,9 \%\), ce qui vo al'encontre de la tendance observée dans d'autres études.

L'élision dans les pronoms objets (femmes: 15,4\%; hommes: \(15,9 \%\) et les articles définis flemmes: \(15,4 \%\); hommes: \(14,6 \%\) ), comme on peut le voir dans le graphique 2 , semble \(n\) 'avoir aucune


Graphique 2. Effacement du \(/ 1 /\) des pronoms objets et
des orficles selon le sexe des locuteurs.
corrélation avec le sexe du locuteur dans notre corpus.

\subsection*{3.2.2. Classe sociale}

Les données présentées dans les graphiques 3 et 4 confirment en grande partie la tendance observée dans d'autres géolectes du français en ce qui concerne la stratification sociale de la variable, la classe ouvrière faisant plus d'élisions que la classe supérieure: "il" personnel |I: 69,9\%; II: \(94,3 \%\); III: 96,2\%), "elle" |I: 46,7\%; II: \(55,3 \%\); III: \(78,4 \%\) ), pronoms objets (I:


Graphique 3. Effacement du I/ des pronoms sujets selon la dasse sociale des locuteurs.


Graphique 4. Effacement du \(/ 1\) des pronoms objets et des articles selon la closse sociale des loculeurs.
4,0\%; II: \(12,4 \%\); III: \(21,1 \%\), et articles (I: \(8,1 \%\); II: \(13,9 \%\); III: 18,6\%). Le pronom "ils" semble cependant faire exception, mais les différences entre les groupes sont peu importantes (I: 92,5\%; II: 94,8\%; III: \(90,4 \%)\). A North Bay comme ailleurs, il semble s'agir d'un marqueur sociolinguistique stable.

\subsection*{3.2.3. Dominance linguistique}

Les graphiques 5 et 6 illustrent le rapport entre la chute du \(/ \mathrm{I}\) et l'indice de dominance linguistique. Pour "il" personnel (G1: \(82,5 \%\); G2: \(90,7 \%\); G3: \(96,2 \%\) ) et "ils" (G1: 85,2\%; G2: 93,8; G3: \(99,4 \%\) ), ainsi que pour les pronoms objets (G1: \(12,4 \%\); G2: \(11,6 \%\); G3: \(21,2 \%\) ) et les articles (G1: 9,0\%; G2: 15,0\%; G3:


Graphique 5 Effacement du IV des prone
selon l'indice de dominance linguistique.
\(20,4 \%\) ), le taux d'élisions est plus élevé chez les plus francodominants que chez les plus anglodominants. Cela semble confirmer I'hypothèse que nous avons émise ci-dessus, àsavoir que les locuteurs dont le français est la langue la plus utilisée se rapprocheraient davantage de la norme statistique du vernaculaire. Cependant, les scores pour le


Graphique 6. Effocement du \(M /\) des pronoms objets et des articles selon l'indice de dominance linguistique.
pronom "elle" (G1: 76,1\%; G2: 73,0\%; G3: \(54,7 \%\) ) contredisent cette observation Cette contradiction serait peut-être attri buable àla grande variation interindividuelle que l'on a pu observer, les moyennes des réalisations à l'intérieur de chaque sousgroupe étant accompagnées d'écarts types très élevés.

\subsection*{3.3. Facteurs phonétiques}

Pour le pronom "elle", le contexte /_C est très favorable à la chute du /I/ (84,6\% de suppressions) par rapport au contexte /_V \((59,6 \%)\).

Quant aux pronoms objets et aux articles, le \(/ \mathrm{l} /\) est effacé plus souvent derrière voyelle (pronoms: 19,6\%; articles \(21,0 \%\) ) que derrière consonne (pronoms: 7,0\%; articles: 12,7\%)

\subsection*{3.4. Facteurs morphosyntaxiques}

Le /I/ des articles est effacé le plus souvent dans les groupes prépositionnels, notamment suivant "dans" (39,7\%), "sur" \((37,9 \%)\) et "à" \((30,7 \%)\).
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\section*{ABSTRACT}

This paper reports the results of an experiment investigating a) native speaker reactions to common non-native pronunciations on the three dimensions of perceived importance of error, perceived friendliness of speaker and perceived educational level of speaker, and b) the effect of information about speakers' ethnic origin on the reactions of native speakers from two socially distinct, but otherwise comparable groups to non-native pronunciations.

\section*{1. INTRODUCTION}

It is important to distinguish between, on the one hand, attitudes to ethnic groups, which can evidently be elicited using more or less accented speakers as stimuli (e.g. the classical matched-guise work of Lambert et al., [1] and on the other hand, attitudes to the non-native accents associated with these groups. Here we are concerned with the relationship between the way native speakers of Swedish see different immigrant groups and the way they react to different phonetic features of immigrants' pronunciation of Swedish.

\section*{2. EXPERIMENT 1}

\subsection*{2.1 Hypotheses}

In order to access phonetically conditioned attitudes to foreign accent, we can look at a number of non-native phonetic features which crop up in several different accents of Swedish. Our hypothesis is that different phonetic features of a certain non-native speaker's pronunciation cause native listeners to react in different ways (HYPOTHESIS 1). This kind of discrimination is clearly independent of the listener's attitude to the ethnic group he believes the speaker to represent.

We know a good deal about the way the Swedish population views various immigrant groups from investigations such as that reported in [2]. Given this, we would expect to find that native speakers will perceive non-native speech differently depending on what they know, or believe they know about the speakers' linguistic, and, therefore, ethnic, origin (HYPOTHESIS 2).

Westin [2] reports that blue-collar workers are, on average, less tolerant of immigrants than are other groups. We hypothesize that
native listeners with a lower educational standard (for example, those 17-19 year-olds studying to be blue-collar workers - electricians, mechanics, builders etc) will be more influenced by what they believe about a speaker's linguistic origin than will similar students on theoretical courses (directed at university admittance to subjects such as engineering) (HYPOTHESIS 3).

\subsection*{2.2 Material}

From non-native readings of a short text, we listed a large number of NNPs, from which we chose five which occurred in a number of different accents. Five versions of each of these non-native pronunciations each taken from one of two places in the text, produced by non-native speakers, were chosen with the smallest possible total number of speakers, such that the maximum number of comparisons between native reactions to a single speaker's deviant pronunciations could be made. This gave us a total of 25 tokens from 11 speakers, with up to three tokens from each speaker.

In order to let us test hypothesis 3 we used two groups of native speakers: (a) 72 native Swedish students on three-year theoretical courses at upper secondary school (T3), and (b) 33 native Swedish students on two-year practical courses (P2). The only difference between groups P2 and \(T 3\) is assumed to be their educational, and therefore social status (cf [3]), in relation to the employment they will be expected to have at the end
of their studies, We have performed extensive preliminary experiments on T3type listeners (c.f. [4], [5]).
Previous work on linguistic attitudes (for example, [6]) has shown the need for two basic dimensions to describe speaker characteristics elicited from linguistic stimuli. We have used three dimensions representing the perceived importance of eliminating each NNP as uttered by a particular speaker, and the perceived friendliness and educational level of each speaker when he or she uses particular NNPs.

\subsection*{2.3 Results}

Hypothesis 1 predicted that different phonetic features of a single non-native speaker's pronunciation cause naive native listeners to react in different ways. The NNPs spoken by different speakers were often found to be judged differently from each other as regards how important it is to eliminate each NNP. This is also true of the perceived educational level of the speakers, but the perceived friendliness of a speaker is only in one case influenced by the various NNPs he or she uses. It is, however, clearly the case that non-native pronunciations from a single speaker can be judged very differently. This gives us corroboration for hypothesis one.
Our second hypothesis was that the same phonetic feature in different non-native accents will elicit different native responses. We found that the variation between judgements of dif-
ferent non-native speakers' productions of single NNP categories is usually significantly greater than the variation within speakers. This means that our hypothesis is supported. There is no significant tendency for similar non-native pronunciations to be judged in the same way.

The third hypothesis predicts that a speaker's pronunciation will be judged differently depending on what the native informants know, or believe they know about the speakers' linguistic origin. This was tested by comparing the judgements of stimuli where the same NNP from the same speaker is presented more than once with conflicting information about the speakers' linguistic backgrounds). The fact that the listeners accepted this information is a reflection of their limited capabilities of identification of foreign accents, as mentioned above. Hypothesis 3 is not corroborated for either listener group on any dimension. There are very few significant differences between the judgements of the speaker guises. This means that, while the listeners were not aware that they were hearing the same speaker more than once, they were uninfluenced by the information about the speakers' backgrounds when making their judgements.

\subsection*{2.4 Discussion}

We have here a clear case of distinct phonetically conditioned attitudes to different non-native pronunciation features. A
single speaker's NNPs can be judged differently by
naive native listeners as regards the importance of the NNPs used and, more surprisingly, how friendly (in one case) and highly educated the speaker is perceived to be. If a nonnative speaker is perceived as having a lower level of education when he or she lets a final velar nasal be followed by a voiced velar stop than when he or she inserts a vowel in a consonant cluster this can have serious social consequences for the speaker. This has, therefore, implications for the teaching of Swedish as a second language, and is an important finding, since it shows that impressions of accent strength may change while hearing a speaker, and indicates that these impressions may be influenced by the systematic elimination of stigmatized non-native features from the individual's speech.

It would clearly be useful for immigrants to learn to avoid the stigmatized NNPs. Our five NNP categories can only give an indication that differences exist here. Obviously we must have more NNP categories if we are to investigate this area in more detail. The following experiment is an attempt to establish which kinds of NNPs elicit the least favourable reactions from native listeners.

\section*{3. EXPERIMENT 2}

NNPs occurring in both the readings of texts (once again, "The North Wind and the \(S u n^{\prime \prime}\) ) and in spontaneous speech (the speaker was encouraged to tell the "story of his life") were
extracted from the data
base, along with as little
accompanying material as was deemed appropriate. The NNPs were divided into categories. All in all, 94 stimulus tokens were selected, falling into 26 NNP categories. 21 speakers of 13 languages were involved.

Only one listener group was used for this experiment, although they were tested in smaller groups of 20-30. This group was composed of 91 of the same kinds of upper secondary school students of technical subjects in the final year of a three-year theoretical course as the T3 group in the last experiment, although none of the students took part in both experiments. The same three judgement dimensions were used as in the first experiment: NNP importance, friendiness and education.

The second experiment showed again that there was more difference between the judgements made by a new listener group (similar to the T3 group) of the speakers than of the various NNPs. A list of the speakers and a list of the NNPs occurring in our material were compiled in the order of the judgements they elicited from the listeners. The NNPs associated with the least favourable overall impressions would, naturally, be worth avoiding for non-native speakers. These results have obvious pedagogical implications.
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EVOLUTIOE DE L'ACCENT MERIDIONAL EE FRANCAIS IICOIS: LES HASALES
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\section*{ABSTRACT}

A mini-survey of Southern French pronunciation was carried out in the Nice area to determine to what extent and on what points of the system the local vernacular is influenced by standard French pronunciation.

Interviews with speakers from three generations, featuring both spontaneous and formal speech, provide useful information on the evolution of nasal vowelsthe subject of the present paper - and other features of Nicois pronunciation.

\section*{1. INTRODUCTION}

L'interet des dialectologues pour les francais regionaux etant relativement recent, nous sompes encore mal renseignes sur les differences phonetiques entre le françals standard (FS) et celui d'un grand nombre de locuteurs, dont le parler est encore marque par les substrats regionaux. Ceci est particulierement vrai pour le francais méridional (FK), qui nous intaresse 1ci, et sa variante nicoise qui, \(\quad\) notre connaissance, n'a fait l'objet d'aucune etude phonetique. De plus, parmi les travaux existants, les preoccupations diachroniques font defaut, malgre I'interat evident que presente \(1^{\prime \prime}\) aspect Evolutif des parlers regionaux.

C'est en partie pour combler cette lacune que nous avons constitue un mini-corpus de français nicois, ou plusieurs generations sont representees, de manière a pouvoir observer, en "synchronie dynamique" [3], 1 'evolution de certaines caracteristiques phonetiques du FM. Une analyse de type labovien permettra de determiner si celles-ci se perdent en milieu nicois et, si oui, a quel rythme, et selon quelles modalites stylistiques et sociolinguistiques. On se bornera ici a l'analyse des nasales.
2. PROTOCOLE D' EHQUETE

Le manque d'espace nous limite \(a\) une presentation squelettique. Pour tous details complementaires, veuillez consulter [4].
2.1. Sujets
- Choisis a partir des contacts personnels de l'enqueteur, sans souci des regles de representativite.
- 13 sujets, repartis entre trois families et trais generations, tous originaires des Alpes-Maritimes (surtout Hice et environs immediats). - Age et condition sociale relativement homogenes l'interieur de chaque generation. 3e. generation: travailleurs manuels, 62-83 ans; 2e: petite bourgeoisie (surtout enseignants), 35-43 ans; lere: lyceens ou etu4iants, 16-22 an@.
2.2. Interview
- Conversations d'une demiheure en moyenne sur des sujets d'interet general, au sujets d'interet general, au domicile des sujets, qui ont
ets interviewes individuellement (sauf un couple presse) et par le meme enqueteur non-meridional, mais connu des familles ou presente par une personne de confiance.
- Atmosphere tres détendue.
- Lecture, "ausei naturelle que possible", de phrases et d'un article amusant de Mice-Matin. Cette epreuve etait justifié par notre intention d'obtenir deux niveaux de formalite verbale et un enonce commun a tous les locuteurs pour faciliter les comparaisons.
2.3. Choix des variables
- Celles oil le contraste est normalement le plus marque entre FM et FS: voyelles double timbre, E muet, /R/ final et voyelles nasales.
- Pour ces dernières, on a examint l'epenthese d'un appendice consonantique (1) en finale absolue ou devant voyelle (sauf cas de liaison), et devant consonne (2) dentale, (3) labiale et (4) velaire.
- Variables sociologiques limitees au sexe et surtout a l'age, qui recouvre en partie des distinctions sociales (cf. ci-dessus).
2.4. Iraitement des donnees - Analyse auditive des textes lus et d'au moins 10 mn de parole par sujet: nous avons attribue une valeur phonetique binaire a chacune des occurrences prealablement reperees sur les transcriptions + ou - epenthese), les realisations intermediaires ayant ete comptees dans la categorie dont elles se rapprochaient le plus.
- Le nombre \(n\) de realisations "meridionales" a ensuite ate rapporte au nombre total \(N\) d'occurrences de la
variable. On a ainsi obtenu un "degre de maridionalite". c'est-a-dire un pourcentage representant l'ecart entre la prononciation du sujet et la prononciation du sujet et
la norme du FS ( \(0 \%\) ), utilila norme du FS (0\%), utili-
sée comme point de réfrence connu des Micois et commode pour l'analyse.

\section*{3. RBSULTATS}
3.1. Variation phonktique

Tableau 1. Taux d'épenthese en fonction du contexte
\begin{tabular}{|c|c|c|c|}
\hline Contexte & Parale 6 c & \multicolumn{2}{|l|}{Lecture H} \\
\hline V. \#\# & 58614 & 169 & 17 \\
\hline C den. & 117719 & 1001 & 18 \\
\hline C lab. & 57221 & 338 & 16 \\
\hline C vel & 28323 & 234 & 21 \\
\hline
\end{tabular}

Sur 4360 occurrences de yoyelles nasales dans l'ensemble du corpus, seulement \(18 \%\) sont suivies d'un appendice consonantique, ce qui parait bien peu en regard des observations de Detrich [1], qui en trouve \(47 \%\) (d'apres nos deductions) dans la lecture des Lettres de mon moulin par Fernandel. Mais cette comparaison est douteuse, puisqu'il s'agit la d'un artiste age, probablement peu representatif du parler peu representatif du parler ocal, limite au style de la lecture, et lisant un texte forte connotation meridio nale. On ne peut donc rien en tirer sur d'eventuelles differences regionales entre Marseille et Nice.

Quand on considere separeQut les 4 contextes definis plus haut, on constate que les pourcentages s'scartent peu de la moyenne (14<n< 23\%), surtout en lecture. On pourrait donc avancer 'hypothèse suivante, en incorporant les resultats de Detrich [1]: la probabilite
d'epenthese serait indépendante du lieu d'articulation de la consonne sulvante unos donnees), mais dependante de sa nature (dures plutot que douces) et de sa position par rapport au mot considere (interne plutot qu'externe; Detrich).
3.2. Variation stylistique

Le tableau 1 montre clairement que les locuteurs interviewes \(n\) 'ont aucunement modifie leur realisation des nasales en passant de la parole spontanee a la lecture. Il en est de meme, d'ailleurs, pour les autres variables meridionales analysees a partir de ce corpus. Cette uniformite contraste avec les travaux de Le Douaron ([2]; sujets des Bouches-du-Rhone), qui suggere que cette variable 'est conditionnee par le degre de formalite de la situation \(d e\) parole". contrairement au \(E\) muet.

Plusieurs explications possibles viennent a l'esprit: 1) 1 'insuffisance des donnés; 2) une distinction regionale Nice-Marseille; 3) un degre de formalite similaire en lecture et en parole spontance dans notre corpus; 4) "l'oro-nasalite en syllabe atone serait la composante meridionale que les locuteurs auraient le plus de mal a controler" [2]. ce qui rendrait son hypercorrection (dans le sens labovien du termes difficile en contexte formel; 5) 1'absence de besoin d'hypercorrection, d'ailleurs confirme par les commentaires dea sujets euxmémes, qui acceptent aussi bien leur prononciation regionale que celle du FS.

Le choix entre ces explications ne pourra se faire qu'au prix de nouvelles enquetes, plus vastes et mieux controlees.
3.3. Variation sociophonstique

Les differences relatives au degra de formalite et a l'environnement phonatique de la variable Etant faibles (cf. ci-dessus), on a ras semble les pourcentagea partiels en un seul pourcentage global d'épenthèse pour chaque sujet.
3.3.1. LE SEXE

Etant donne la petite taille du corpus et afin d' climiner autant de facteurs que possible autres que le sexe des locuteurs, on \(n\) 'a retenu ici que les quatre couples disponibles, Ggalement divises entre la generation des parents et celle des grands-parents.
Les resultats (voir tableau 2 , ci-dessous) indiquent que les hommes ralisent l'epenthèse au moins deux fois plus souvent que les femmes, qui se situent beaucoup plus prea de la norme nationale que leurs maris, illustrant ainsi une tendance souvent abservee en sociolinguistique labovienne.
3.3.2. L'AGE

L'ecart entre maris et femmes etant assez 1 mportant, on a da IImiter lee comparaisons diachroniques aux sujets d'un meme sexe, ce qui reduit grandement la valeur des resultats. Deux mesures ont fte faites comparant les pourcentages obtenus par les peres et leurs fila ou les mères et leurs filles (8 sujets) et d'autre part, par les grands-pères et leurs
petits-file (4 sujets; 11 petits-file (4 sujets; 11 "jeunes"). Cela a permie d'observer en synchronie dynamique, sur une puis deux generations, l'evolution phonetique dans les troie familles interviewes.

Tableau 2. Taux d'epenthese en fonction du sexe et de l'age des sujets.
\(\left[\begin{array}{lcc}\hline \text { Variables } & \% & \text { Ecart }(\%) \\ \text { Sexe F } & 18 & \\ \text { Sexe M } & 39 & +21 \\ \hline \text { Enfants } & 8 & \\ \text { Parents } & 28 & +20 \\ \hline \text { Enfants } & 3 & \\ \text { Gds-parents } & 48 & +45\end{array}\right]\)

Dans les limites de validite des chiffres proposes, qui ne reposent dans le dernier cas que sur 4 sujets, les resultats suggèrent une nette diminution de l'Epenthese, qui semble s'effectuer au rythme minimum de 20\% par generation. L'evolu tion est particulierement frappante quand on compare les grands-parents, chez qui l'épenthese est fréquente, \(z\) leurs petits-enfants, qui la connaissent a peine.

Notons au passage que cette diminution n'est probablement pas attribuable aux differences sociales existant entre nos sujets, puisqu' on observe des differences sensibles entre les deux premieres gemerations. qui sont pourtant de meme condition sociale.

\section*{4. CONCLUSION}

Notre etude de l'epenthese consonantique nasale a permis de documenter (du moins pour quelques sujets de la région niçoise et si 'on accepte que la synchronie dynamique est un substitut acceptable de l'etude proprement diachronique) une rapide evolution vers les formes non-epenthetiques du FS, particulierement chez les sujets feminins, Cette rapidite s'explique peutetre par le fait que les
facteurs externes (omnipresence du FS dans les medias, chez les migrants internes et les touristes, ajoutee \(a\) une regression du nissart, oi 1 'epenthese est la norme) convergent ici avec la dynamique interne du FM, qui suit le méme chemin que le FS, mais avec quelques siecles de retard <chute des consonnes finales, et en particulier des nasales, depuis le latin vulgaire).

Ces conclusions - d'allleurs similaires a celles obtenues pour \(E\) muet (cf. [4]) - sont evidemment sujettes a caution, atant donne le nombre réduit de sujets et les criteres de selection appliques ici. Nous les proposons simplement comme piste a suivre vers une meilleure connais sance du françals meridional.
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This experiment examined listener abilities to identify the language in which a message is spoken. Short samples in five languages were presented to listeners for identification. All groups of listeners identified the samples at better than chance levels. The respective native languages and English received the highest identification. Confusions among samples varied according to native language.
1. INTRODUCTION

People who work in environments where they commonly hear foreign langdevelop the ability to develop the ability to understanding any of them. Surprisingly, whether people indeed have this ability has never been investigated in spite of the fact that anecdotal accounts are common and claim considerable sophistication.

House and Neuburg [7] examined the possibility of identifying languages from a statistical distribution of segment types. This work dealt with feasibility rather than human performance.

The vast literature comparing the phonetic structures of languages has dealt
with similarities and differences rather than with information which identifies a particular language. The consonant and vowel inventories have been investigated from the point of view of interference with language learning [5]. Languages have been compared according to their phonetic implementation of a linguistic process [4], the relative timing of syllables [3] or their overall use of fundamental frequency \([1,6]\). Considerable effort has been devoted defining the rhythmic patterns of various languages, [2]. Although some of these differences are undoubtedly responsible, none of the work directly addresses the question of how listeners use phonetic properties to identify languages.

The purpose of this experiment was to determine how well listeners of various language backgrounds are able to identify spoken samples of languages which they do not speak.

\section*{2. METHOD}
2.1.Materials.

Two native speakers of Chinese, Japanese, Spanish, Arabic and English recorded short paragraphs taken from newspapers. These are languages commonly spoken by students at ohio University.

11 the listeners would have had some exposure to them.

To prepare samples for presentation, the speech was digitized and four twosecond samples per speaker were excerpted. The samples ere fluent without hesiwere fluent without hesi tations or long pauses After normalization to the same peak amplitudes, two samples for each speaker were digitally mixed with noise at a \(S / N\) ratio of 3 dB. The noise condition was included to examine the contribution of vowel and particularly consonant inventories to the identification of the languages.

The samples were recorded in random order for a listening test consisting of 40 test items ( 5 languages, 2 speakers of each, 2 speech samples from each speaker, 2 listening conditions).
2.2 Subjects.

Seven groups of listeners were tested. First, 14 native English speakers, undergraduate students at Ohio University, limited in experience with foreign languages. Second, 13 native English instructors in the Ohio Intensive English Program. These listeners are very familiar with speakers of other languages and each had spent at least one year in a non-English speaking environment. Third, ten native speakers of each of the other languages used in the test: Arabic, Chinese, Japanese, and Spanish. Finally, ten native speakers of languages other than the sample languages, that is, Korean (6), Bahasa Malaysia (3), and Bukusu, a Bantu language of Kenya (1). For these listeners, all the ample languages are fo reign, though they know English well.
2.3.Procedure.

The listeners were tested in a quiet room, in small groups. They were a asked to identify the languages in a forced choice format.
3. RESULTS
3.1. Identification.

The percent correct identifications of the all four samples of the language are given in Fig. 1. The data are combined for all listeners. All listeners identified English samples at very nearly 100\% in quiet. Arabic, Chinese, and spanish were identified at slightly lower rates, while Japanese was identified least accurately. The pattern of correct identification in noise corresponded exactly to the pattern obtained in quiet, simply with more errors present.
3.2. Language background.

The identification scores of each listener group are given in Fig. 2. As might be expected, the teachers experienced with languages had the highest scores, in quiet. The Japanese lis teners performed best in noise while the Spanish listeners had the lowest isteners had the lowest scores. Overall, all lang uage groups identified the languages at above chance rates. This was most clearly true when the samples were presented in quiet.

Table 1. gives identification scores for all five languages and all listener groups. Each group identified its respective native language and English at very high rates. In the noise for for all condition, scores for all groups and languages were depressed.

The ranges of scores were relatively consistent for isteners from different backgrounds. In all groups, some listeners made perfect,
or nearly perfect, scores in quiet. In all groups, other listeners made relatively low scores. The lowest individual score was made by a Spanish listener, 8 out of 20 items correct in quiet. The ranges of scores in noise were depressed for all groups of listeners.

Table 1. Percent correct identifications of languages by listeners from different backgrounds. The top row gives identification scores in quiet, the bottom row gives scores in noise.
\begin{tabular}{|c|c|c|c|c|c|}
\hline & EN & AR & CH & JP & SP \\
\hline \multirow[t]{2}{*}{EN(s)} & 100 & 88 & 91 & 78 & 73 \\
\hline & 79 & 59 & 34 & 31 & 46 \\
\hline \multirow[t]{2}{*}{EN(t)} & 100 & 92 & 79 & 69 & 88 \\
\hline & 73 & 58 & 56 & 33 & 56 \\
\hline \multirow[t]{2}{*}{AR} & 98 & 98 & 65 & 50 & 93 \\
\hline & 58 & 90 & 43 & 25 & 53 \\
\hline \multirow[t]{2}{*}{CH} & 100 & 65 & 100 & 85 & 65 \\
\hline & 68 & 53 & 93 & 48 & 53 \\
\hline \multirow[t]{2}{*}{JP} & 93 & 73 & 98 & 85 & 73 \\
\hline & 80 & 50 & 78 & 90 & 58 \\
\hline \multirow[t]{2}{*}{SP} & 88 & 63 & 45 & 45 & 95 \\
\hline & 50 & 38 & 20 & 10 & 63 \\
\hline \multirow[t]{2}{*}{OTHR} & 95 & 78 & 90 & 80 & 58 \\
\hline & 68 & 64 & 78 & 63 & 40 \\
\hline
\end{tabular}
3.3. Confusion patterns.

The most obvious confusion pattern affected Chinese and Japanese. Listeners who were not Asians tended to confuse these two languages, as if they were operating with a broad category Oriental Language. Asian listeners, including those from Korea and Malaysia, seldom confused the two. The Spanish listeners in particular, had difficulty identifying these two languages. The Asian listeners, in turn, tended
to confuse Spanish and Arabic.

\section*{4. DISCUSSION}
4.1. Limitations.

There are two limitations of the experiment. The first is a lack of control of the amount of experience the different listener groups have had with languages. The language backgrounds of the listeners are confounded with experience hearing various languages. At this time, we do not know how much and what kind of exposure to languages allows listeners to identify them.

The second problem con cerns confounding of tre language samples with speaker characteristics. Each language was represented by only two speakers. Although all the samples used were different, it is possible that listeners relied on speaker characteristics in making language identifications. A listener may have adopted a strategy of identifying, for example, a relatively high pitched voice as a Chinese speaker or a fast rate of speech as Japanese.

The conclusion is that listeners are able to identify languages which they do not know. since noise decreased the identification scores rather than altering the patterns, it is possible to infer that listeners are relying on suprasegmental properties of languages as much as, or more than, consonant and vowel inventories.

Listener experience with various foreign languages was a major factor in their ability to identify languages. Asian listeners with experience with Asian languages identified Chinese and

Japanese accurately. Arabs and Spanish listeners from South America have had little experience with Asian languages and tended to confuse them.

Some listeners from each group were very good at the task while others made many misidentifications. Whether the differences in scores are a result of individual talent or experience is, at this time, unknown.

How do listeners identify a language? They may proceed by a process of elimination: 'I don't understand it, so it's neither English nor my native language. It must be .' Alternatively, they may have developed prototypical auditory patterns which characterize languages.
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Fig. 1. Identification of languages by all listeners.


Fig. 2. Identification scores of listener groups.
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\section*{ABSTRACT}

This is a study of how well naive human listeners can interpret the vocalizations of stumptail macaques (Macaca arctoides). The monkey vocalizations were recorded in different behavioural situations. The human listeners were asked to classify 18 vocalizations into one of 7 semantic categories. The listeners were quite unanimous in their judgements, which indicates that they may have based their interpretations on some kind of common "feature analysis" of the vocalizations. The interpretations of the listeners were also mostly "correct", i.e., the listeners were able to infer the situation in which the monkey had produced the sound. These results may be taken to suggest a possible common basis for the vocal behaviour of all primates.

\section*{1. INTRODUCTION}

It is well known from everyday life that people and their pet animals can understand each other (or that they at least seem to reach a consensus on certain issues). The owner of a cat or a dog should find it easy to make very accurate interpretations (according to personal judgement) of the behaviour of the pet, e.g. of its vocalizations. Similarly, an animal sometimes reacts to the speech of its human companion as if it understands the human language. These cases are not, however, indications of language comprehension in the strict sense. The reactions of an animal are determined primarily by all kinds of non-verbal cues, and the most important phonetic aspects of the human speech are its prosodic characteristics - rather than the purely phonological structure of the utterance.

To put it simply, comprehension of a vocal message is an interpretation or understanding of the "internal state" of the sender. The correctness of the interpretation can be inferred from the reaction of the receiver. Humans can react verbally, but in the case of other species we have to deduce the interpretation of the message only on the basis of other kinds of overt (non-verbal) behaviour.
Because of their common evolutionary history, the basic mechanisms of sound production are similar in all mammals. There are similarities in the vocal apparatus as well as in the neural control of behaviour. Vocalizations of non-human primates are taken to be mainly reflections of their emotional-motivational state. In human speech, indications of such 'internal' states are often conveyed by prosodic or paralinguistic features. There may be enough acoustic similarity in the emo-tional-motivational vocalizations of human and non-human primates for comprehension across species.

In human speech, the various emotional and motivational states are reflected primarily in the general voice quality and the prosodic characteristics of speech, i.e. pitch, rhythm, and loudness (e.g. [4, 7]). These auditory characteristics normally co-occur with different kinds of facial expressions and body movements, but the auditory cues are usually sufficient for the identification of the speaker's emotional state.

Human beings are used to inferring the emotional state of a speaker from the acoustic characteristics of his/her speech. An interesting question would be how well these "inference rules" can be applied to the vocalizations of another species.

In this study [3], we explored the ability of the representatives of one species to interpret the vocalizations of another species. More specifically, we tried to determine how well naive human listeners can interpret the vocalizations of another primate species, viz. stumptail macaques (Macaca arctoides). "Interpreting" is here defined as identifying the emotional-motivational state of the monkey during the production of different sounds.

The ultimate aim in studies like this is to resolve the question of a possible common control of emotional-motivational vocal behaviour in mammals. In other words, we are looking for universals in communicative behaviour.

\section*{3. RESEARCH MATERIAL}

Sounds. Recordings of the macaque vocalizations were made in many different behavioural situations at the Department of Physiology, University of Helsinki, in the colony of stumptail macaques (Macaca arctoides) at present consisting of 12 monkeys (Marantz CP430 tape recorder, AKG C 568 EB microphone). On the basis of the situation and the total behaviour of the monkey, the sounds used in this study were taken to represent seven different categories of psychological states: (1) aggression, (2) fear, (3) sexual arousal, (4) dominance, (5) submission, (6) contentment, (7) calling / informing (contacting). The criteria used in this classification were based on, e.g., the posture and facial expressions of the monkeys, as they are generally used in primate behavioural studies [1, 2].

The vocalization sequences were digitized and tapes for the listening test were prepared, where the vocalizations occurred in a random order. The vocalizations in the test material were analyzed acoustically using sound spectrograms and computerized FFT spectra (Fig. 1). The acoustic characteristics of the vocalizations are described elsewhere [3].

Listening test. Eighteen sound sequences ("whole vocalizations") were selected from all the recorded material for the listening test. The 18 sounds represented different behavioural situations.
A total of seventy-five subjects ( 50 women and 25 men ) participated in the listening test. They were 19-62 years of age, most of them students (of medicine,
dentistry, and anthropology), but there were also some speech therapists, medical doctors, technicians, and nurses. The subjects were not familiar with the vocalizations of the Macaca arctoides, but 43 of the 75 listeners had daily contacts with domestic or pet animals.

In a forced-choice test, the subjects were asked to classify each vocalization into one of the seven response categories, each of which was described by (the Finnish equivalents of) the following adjectives:
1. angry, cross, raging
2. frightened, timid, terrified
3. ecstatic, excited, orgasmic
4. commanding, threatening, domineering
5. submissive, pleading, begging
6. satisfied, satiated, delighted
7. calling, informing, addressing

The subjects were given two minutes to become acquainted with the response classes by thinking about each adjective momentarily.

The sounds were presented in a random order. Five of the 18 sounds were included twice in the test tape in order to find out the replicability of the subjects' classifications. (Thus, there was a total of 23 sounds to be judged.) The subjects heard a sound sample twice before a 10 second response interval during which they had to write down the number of the response class that best characterized the sound.

\section*{4. RESULTS}
4.1. Listener agreement

The responses were not distributed randomly, i.e., the subjects were quite unanimous about the "meaning" of most of the monkey vocalizations (Table 1). The most variable responses were elicited by the vocalizations produced by aggressive monkeys, whereas the listeners were most unanimous in their responses to the "dominance roar" of the leading male.

\section*{4.2. "Correct" interpretations}
2. "Correct" interpretations
On the average, 60 per cent of the listeners' interpretations were "correct". A response was defined as correct when it corresponded to the original behavioural classification of the monkeys' vocalizations. Somehow the listeners could infer he situation where the sound had been produced.

It has to be noted that certain sounds were originally taken to reflect at least two behavioural classes simultaneously. For example, one of the vocalizations was produced by a female macaque in a situation where her non-vocal behaviour indicated both aggression and fear. These alternatives have not been taken into account in Table 1, where only the responses falling on the diagonal are considered "correct", on the basis of the primary characteristic of the monkey's behaviour.
There were no general differences between the interpretations of men and women, or between those of younger and older listeners, although some individual vocalizations were classified differently In contrast, daily contact with animals had a significant effect: those listeners who owned animals had more correct answers than those who did not have pets at home (61.5 \% vs. \(56.8 \%\) ).

The sounds that were best identified were a vocalization of a female monkey associated with pleasure ( \(85 \%\) of the subjects had the correct classification) and a dominance roar of a dominating male monkey ( \(84 \%\) ). All meaning categories included vocalizations that were classified correctly by more than half of the listeners. Most of the subjects gave the right answer to 13 different vocalizations. One vocalization (threat grunts of a female monkey) was misclassified by all subjects. The distributions of the classifications of the five vocalizations that were presented twice remained stable.

\section*{5. DISCUSSION}

The rather high general agreement among listeners shows that human listeners do tend to interpret monkey vocalizations that they have never heard before on the basis of some common ideas about the effects of different emotions on the sound production of another primate species.
The high proportion of "correct" interpretations shows that there are acoustic characteristics in the vocalizations which nable naive human listeners to infer the emotional-motivational state of the vocal izing macaque.

The most plausible explanation of the ability to interpret these monkey vocalizations is that the effects of different emotional and motivational states produce rather similar effects both in humans and
in macaques. The possible similarity in the acoustic cues of different affective states in humans and monkeys is treated in more detail elsewhere [3].

The present results suggest that there is a common reference / interpreting scheme with regard to the effects of emotional states on vocal behaviour, according to which the humans interpret all the animal vocalizations they encounter.

Listeners who had daily contact with animals as pets gave more correct interpretations than the others, which suggests that part of the ability to comprehend another species is acquired by experience. However, a proportion of correct responses well above chance level was reached even by those subjects who did not have daily contact with animals. This proves that such close contacts are not necessary for a certain ability to interpret correctly the sounds of another primate species.

Evidence from this study lends support for the hypothesis that there is a common basis for the recognition of vocalizations between primate species.
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TABLE 1. Percentages of human interpretations of vocalizations representing different emotional-motivational states of stumptail macaques. (Proportions less than \(10 \%\) are not indicated in the table. The number of vocalizations representing each behavioural state in the test material is given in parenthesis.) The figures on the diagonal indicate the proportion of responses considered "correct" in the strictest sense.

C. Female cooing

FIGURE 1. Examples of the macaque vocalizations analyzed with a psychoacoustic spectrogram program, a specialty of the Intelligent Speech Analyser system [5, 6]. Horizontal axis \(=\) time (ms), vertical axis = frequency in Bark (left) and kHz (right).
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\section*{ABSTRACT}

The experiments with various segmental traits are described, demonstrating the advantage of a new method of analysis of sociolinguistic variability. It is applicable to the languages with strongly expressed democratization tendency and consists in correlating a set of linguistic traits of spontaneous speech not directly to social characterristics, but to the types of speech and speech culture levels of the speakers, which are correlated both with linguistic traits and with social characteristics.

Nowadays for quite a number of languages, Russian included, the main trend of the sociolinguistic development is their democratisation, i.e. the rapprochment of the substandard varieties with the standard one. This process makes itself apparent firstly, through the mastering of the speech norms by former unnormative speakers, secondly, through the penetration of substandard features into the norm -bearers'speech. This trend being caused by such social processes as the mass-media spreading, the educational level uplifting, both rural
and urban population's migration, has hard consequences for the linguistic development. For Russian it manifests itself through the gradual erazing of the distinctions between dialectal, urban popular and standard (literary) speech. The situation of the beginning of the century, when local dialects were typical for peasantry, urban popular speech - for uneducated towns-folk and the Standard Russian - for intelligensia, has greatly changed since then. Therefore the link between definite speech culture levels and definite social strata using different varieties of Russian has been partially broken. At present the speakers of any language variety can be met among any social strata just is the bearers of any spe. :- culture level can be founci among the speatrears of any variety. Th - the correlation between th. ?efinite linguistic features ocurring in spontaneous speech and the social characteristics of the speaker cannot be established directly. The only profitable ctly. The only profitable way of sociolinguistic anato correlate the social characteristics of the speakers to their speech type (ST: standard or normative, not quite normative, innormative) and their speech
culture level (SCL: from high to low) and the latter two to the set of linguistic features, thus linking the social belongings of the speakers with definite linguistic features in the lingulst fay indirect way. Besides, the social structure of the linguistic groups and the linguistic structure of the social groups should be established.
It is exactly in this way that the present study was carried out. Firstly, it was shown in the courge of the auditory experiments that such social chracteristics as the educational level, the social status, the character of profession etc. are very poorely recognized by experts when listening to spontaneous texts: the percentage of correct recognition for 29, 44 and 70 speakers in different series was accordingly 56 , 36 mand 31 on the average. On the contrary, ST and SCL are unanimously ascribed by a group of listeners to 88 and \(98 \%\) of speakers out of 206. Secondly, it has been found out in the course of the correlation analysis bazed on 69 1.5-2 min texts that out of 80 specific traits of different linguistic levels 42 correlate significantly with ST and 56 with SCL; meanwhile only 37 correlate with social position, 34 with educational level, 18 - with professional usage of public speech, 10 - with social status etc.At last, it has been demonstrated that the linguistic structure of various educational, professional and age groups differs to a considerable extent.

Having thus prooved the rightfulness of methodology, the question arose which segmental features are sig-
nificant if all for the estimation of ST and SCL both by the reseacher and by the experts.

First, it was decided to test the influence of the gegmental layer upon the estimation of ST and SCL as compared to the other lan to the other lan guage layers. For the purpose 4 series of experiments were carried out where 18 listeners had to establish ST and SCL of the 6 informants (2 posessing high, 2 mid and 2 low SCL) by 1)limidening to the isolated stening to the isolated words cut out from the original text (segmental information preserved), 2)listening to the text in noise (prosodic information), 3) reading the written version f the text (lexico-syntactic information) 4)listetic information), 4) iistening to the original spontaneous text (integral es1
timation). The results show that the significance of different levels depends on the SCL: with the bearers \(f\) low SCL the prosodic level is the poorest since it has the lowest SCL marks; next goes the lexico-gyntactic level which is somewhat better organized judging by the estimation; the isolated words series having the highest marks, the ing the highestial traits segmental subnoral traits influence the SCL estimation least of all. The shortcomings of all the levels being summed up, the integral SCL marks are the low est. On the contrary, with the bearerg of mid and high the beare integral estimation is the highest showing the integrity of the natural texts compared to the unnatural charater of the other -
1 These experiments were carried out together with N. Bogdanova and P.Skrelin.
series. The isolated words and the written texts have lower marks than the texts in noise. That testifies to non-importance of segmental and syntactic organization for SCL estimation as compared to that of prosodic level, as the integral SCL estimation grows up parallel to the rising of the prospdically based marks. to find out the segmental features which can help the researcher to establish the linguistic belongings of the speaker. As we have demonstrated earlier [1] although the list of peculiar segmental traits present in different varieties of spoken Russian coincides, the frequency of their occurrence differs depending on ST and SCL. For further cnalysis four segmental features frequently ocurring in spontaneous speech were choosen: \(1 /\) spirantization of stops ( \(K /\) taken separately), 2/pronunciation of /č/ as not enough palatalized [c*], 3/ vocalization of consonants / \(1,1^{\prime}\), r, \(r^{\prime}\), \(v, v^{\prime} /\), 4/stronger /a/vowel reduction than prescribed by the norm: pronunciation of [z] instead of [ \(\wedge\) ] in the 1 st pre-stressed syllable, at the beginning and in the end of the words 4 texts (about 11.5 th phonemes) were transribed, two speakers (a linguist and a worker) being the natives of Moskow and thus the bearers of the norm and two others (a worker and a journalist) - the natives of a small Nothern city. The two of them (the workers) -the bearers of low SCL, while the other two - high SCLspeakers. The results show that all the chosen traits are typical for spontaneous speech as they occur in all the 4 texts. But there
exists a clear cut tendency to their different distribution in the texts: two features (el, 3) are more typical for high SCL-speakers (the linguist and the journalist) while the other two (R2,4)are more frequent with the low SCL-speakers. As for ST, the traits connected with high SCL are also linked with the norm, as they are more frequent in the texts spoken by the Moskovites, both with high and with low speech culture That testifies to the fact that SCL is still somewhat higher with the normative speakers. Still such traits as spirantization and vocalization are more dependent on the normative distinctions while the other two are influenced more by SCL differencies. Although the further research is desirable where both a range of traits studied and a number of speakers would be incresed, these results show that there exist definite segmental traits whose number of occurrance lets us to distinguish between different ST and SCL by the research analysis of spontaneous texts.

On the next stage of the investigation it was decided to study whether four of the desribed traits are essential for auditory analysis, i.e. whether their presence in speech influences the estimation of ST and SCL by the experts. For this purpose an experiment was staged where isolated words cut out of 6 texts (2 high SCL, normative ST, 2 mid SCL, non-fully normative and 2 low SCL unnormative) were listened to by a group of 10 experts in 5 series. Into the 1 st series the words containing no peculiar pronunciation traits were included. The other 4
contained words with vocalized sonorants, spirantized stops, /c/ not enough palatalized, the cases of stronger /a/-vowel reduction.

The results of auditory analysis confirmed the results desribed above, that the SCL, when being estimated by the isolated words, is almost equal to that of the original text with low SCL bearers and far too lower with mid and high SCL bearers. That confirms the closer link of various linguistic levels with the speakers of high SCL. Besides, the results show that the presence of spirantized stops and vocalized sonorants in the series, being typical for normative ST and high SCL almost does not influence the estimation of the first and even rises that of the latter with the speakers of low SCL. As for /c/ not enough palatalized and stronger /a/-vowel reduction, being both of dialectal origin, they act quite in a different way. The presence of the first turns the former normative speakers (by 1st series estimation) into the unnormative but only slightly lowers their SCL marks, while the presence of the second trait influences more SCL marks lowering them and only slightly decreases ST marks. This demonstrates that /c// not enough palatalized is connected in the mind of the experts with substandard (dialectal) varieties the speakers of which are not compulsory of low SCL. The stronger reduction is, on the contrary, linked with low SCL, typical for urban popular speech, which, being widely spread nowadays, is not estimated as unnormative.

On the whole, all the four pronunciation traits are used by experts in the process of estimating both 1
ST and SCL.
To draw a conclusion it is necessary to underine that for many languages with blotted out social differentiation the sociolinguistic variation can not be described in any other way but indirectly through such general linguistic characteristisc of te speakers as the type of their speech and the level of their speech culture, which have quite a definite set of linguistic correlates on all the levels of linguistic analysis, the segmental one included. The existence of these linguistic realities having been prooved by auditory analysis results, their correlates can be used both by researchers and by experts to determine the linguistic belongings of the speakers in the course of sociolinguistic analysis, thus indirectly correlating concrete linguistic traits to the social characteristics of speakers.
As for the significance of segmental level for the estimation of speech, it is different by various ST and SCL.
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\section*{ABSTRACT}

A moraic nasal and a CV mora were compared as regards their tonal manifestation. A moraic nasal in accented and post-accented position was found to have stronger energy than a moraic nasal in word final position. A four-mora word composed of either /CVNCVN/ or /CVCVCVCV/, where \(/ \mathrm{N} /\) represents a moraic nasal, had almost identical duration and F0 configuration within the same accent type. However, a boundary between /CV/ and / \(\mathrm{N} /\) was found to be more ambiguous than that between /CV/ and /CV/ both in spectral pattern and in the timing of the onset of FO change. In slow speech, the second mora (both CV and N ) tended to be prolonged regardless of the accent type.

\section*{1. INTRODUCTION}

Previous work on the perception of mora and pitch accent in Japanese has shown that in a bi-moraic word /ama/, accented either on the first or the second mora, a shift of the original fundamental frequency (henceforth F0) contour caused a change in linguistic and paralinguistic categories within a certain range [1]. In the same experiment, however, listeners' response was markedly different for bi-moraic words composed with a moraic nasal. In words like /aN/ and /heN/, the acceptable range of shift for the FO contour was much greater.

One possible explanation, phonetically oriented, is that a moraic nasal may be significantly different from a CV mora in its pitch manifestation. Since a moraic nasal in Japanese only occurs in syllable
final position and preceded by a vowel, it may form a coherent unit of accentuation with the vowel in its acoustic manifestation.

Further possibility may arise from the difference in articulatory type. The Japanese moraic nasal is known to vary greatly in its exact phonetic nature. In word final position, as it is in /aN/, it may become more or less a nasalized vowel. Since it has been reported that the timing of vowel articulation and phonatory control is less constantly maintained compared to that of consonant articulation and phonatory control, the difference might arise from a difference in articulatory types [2].
A phonologically oriented explanation may be that the two types of test words differ in their higher constituent. /ama/ is counted as bi-moraic as well as bi-syllabic while /aN/ is mono-syllabic. We may expect that the relative timing of mora and F0 is less important within a syllable.

Very little is known about the exact acoustic characteristics of the moraic nasal in relation to pitch manifestation. In Standard Japanese, only a syllabic-mora, a mora that can form a syllable by itself, bears pitch accent. In Osaka Japanese, however, even non-syllabic moras such as vowel mora and nasal mora can bear pitch accent. I follow Kubozono, adopting the terms "syllabic" and "nonsyllabic" moras [5]. This is one of the reasons why the independence of the mora is claimed more strongly for Osaka Japanese. In the present paper we report the results of a pilot study that has
compared the moraic nasal and the CV mora both in accented and post-accented positions using Osaka speakers.

\section*{2. EXPERIMENT}

The following words served as test words. They are all four-moraic words with or without moraic nasals (/N/). In this position, the first/ N / is said to be realized as [m] assimilating to the following consonant .
\begin{tabular}{ll} 
/koŃbaN/ & "tonight" \\
káNbaN/ & "signboard" \\
kaNpaN/ & "deck" \\
komadori/ & "kind of bird" \\
kámatano/ & "Kamata's"
\end{tabular}

These words were embedded in a carrier sentence "sorewa _ desu (it is \(\qquad\) ()" and read 4-5 times by two native speakers of Osaka Japanese at two speaking rates (slow and fast). The recorded data was digitized and processed by Mac Speech Lab and LUPP (Lund Prosodic Parser) using a Macintosh II.

\section*{3. RESULTS}
3.1. F0 and time dimensions

Typical F0 contours for /koNbaN/ and komadori/ of a male speaker are shown in Fig. 1. When the utterances were lined up at the onset of the vowel [o] in \(/ \mathrm{ko} /\), the F0 contours for the two words were found to be almost identical within the same speaking rate. In fast speech, the entire F0 except for the utterance final position, was raised to a higher pitch range. Within the same speaking rate, the two F0 contours tended to have the same duration, use the same pitch range and have the same timing of F 0 rise and fall. Similar observations were made for /káNbaN/ and /kámatano/. There was a tendency for the timing of the F0 rise in \(/ \mathrm{koNbaN} /\) to come slightly earlier than that of /komádori/ in fast speech. In slow speech, there was a tendency for the second mora to be prolonged regardless of the accent type. Note that the duration of the second [a] in /kámatano/ is longer than that of the first [a] which is accented (Fig. 2).
3.2. Acoustic characteristics of the moraic nasal
Usually the vowel that precedes a moraic nasal was found to be longer than the vowel that precedes a CV mora irrespective of pitch patterns. This may imply that even when the \(/ \mathrm{N} /\) is realized as [ m ] due to the following consonant, the unmarked quality of the moraic nasal which is supposed to be articulated at the uvular region is still there. The difference in vowel duration was most eminent and consistent before an accented moraic nasal. When a moraic nasal was accented (H) or when it appeared immediately after an accented mora as in /káN(baN)/, it was articulated with more energy than in word final position (see Fig. 2).

\subsection*{3.3. Relative timing of \(F 0\) and} articulatory event
The relative timing of the onset of the F0 rise/fall and articulatory events was examined both from narrow band spectrograms and F0 plotting. As for the CV moras, there was a strong tendency for the onset of FO rise and fall to occur around the CV-CV boundary both at slow and fast speech.

As for the moraic nasals, the situation was less consistent. There was a tendency for a moraic nasal to use separate switch points depending on whether it was accented or post-accented. When it was accented, the onset of the F0 rise usually started during the preceding vowel. When it was in post-accent position, the onset of F0 fall started around the [ \(\mathrm{V}-\mathrm{m}\) ] boundary. For the male speakers, the onset of the fall tended to go into the vowel as well. On the other hand, none of our data included the instance in which the onset of FO change started considerably after the onset of [m]. When the moraic nasal is accented, and when it is spoken with fast speaking rate, the onset of the F0 rise started very early in the vowel, sometimes right from the onset.

\section*{4. DISCUSSION}

In the current theories of phonology, two fundamentally different approaches have been proposed for the representation of the mora. One is the offspring of metrical phonology in which mora emerges from the branching syllable structure as in (a) [3]. The other approach, proposed by

Hyman, takes a mora as a prior necessary step to syllabification as in (b) [4].
(a)

(b)


Recent analysis of speech error and language game showed that neither syllable boundaries nor the notion of rhyme played an apparent role in Japanese[5][6]. The results of these studies also indicated that the nature of the mora in Japanese is like the one proposed by Hyman in which an onset and a nucleus are represented as exclusively forming a coherent single unit [4].
The results of the present study are also favourable for such representation since a CV mora and a moraic nasal showed close similarity in their tonal manifestation. There was a strong tendency for the fourmora test words to have the same duration and same F 0 configuration regardless of their segmental and syllabic compositions within the same accent type. It seems that the mora is the most obvious unit by which Japanese utterances are regulated. The observation that the CV-CV boundary rather than the C - V boundary tended to be used as the switch point for F0 control, may be additional evidence for making a CV mora a coherent unit.

However, drawing clear boundary between the moraic nasal and the preceding mora may be less easy in some instances. While for a CV mora, the onset of F0 change tended to be timed with the CV-CV boundary, the timing of the moraic nasal and the F0 onset was less
consistent. This was most evident in fast speech when the moraic nasal was accented. In this position the onset of the F0 rise often started right from the onset of the vowel while the CV mora respected of the vowel while ine may mora respected
their boundary. It maty the association of mora and tone is less important within a syllable. Alternatively, it may mean that it is difficult to manifest pitch accent on the moraic nasal when time is shortened.

Another observation was the tendency for the second mora (both CV and N) to be prolonged in slow speech regardless of the accent type. This indicates that each mora is not proportionately prolonged in slow speech but rather that there is some kind of temporal organization at a higher level which takes place regardless of pitch accent. Further experiments are in preparation to test some of the findings in the present study.
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Fig. 1. F0 contours of/koNbaN/ and/komádori/ in slow (above) and fast (below) speech.

row band spectrograms of [(k)ómban], [(k)omádori], [(k)ámban], and Fig. 2. Narrow band spectrograms by the female speaker. The arrow indicates [(k)ámatano] in slow sp.
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\section*{ABSTRACT}

The present investigation is based upon the citational form of individual syllables in the Suzhou and Guangzhou dialects of Chinese, and zhonghe dialect of Sui. The duration of finals is in a complementary relationship to that of initials. And the long-short vowel distinction manifests itself in a give-and-take relationship with the ending within the final.
The duration of stop endings is confirmed to be a part of the whole final although the closure is silent.

\section*{1. INIRODUCTION}

The Chinese and Kam-Tai languages share many points regarding syllable structure synchronically. In both, each syllable has a 'sheng'(initial consonant or initial), a 'yun'(the remaining segmental material or final), and a 'diao'(tone) which is a kind of suprasegmental but its more important distinction is as a syllable feature. This is illustrated as follows:

\section*{Syllable Pattern}

Initial-Final-[Tone]
They also have the same internal structure for finals. The final contains an obligatory main vowel as its nucleus. Sometimes a high vowel appears in front of the main one, serving as a medial. It is also called the 'final head'. Sometimes there is a consonant or a high vowel following the nucleus, serving as the final ending. Thus the typical structure of the final is as follows:

Final Structure (Medial)-Nucleus-(Ending)
The present investigation is based upon the citational form of individual syllables according to the two-levelled structure we introduced above.
2. COMPLEMENT BEIWEEN INITIAL AND FINAL
The data from the Suzhou and Guangzhou dialects of Chinese, and the zhonghe dialect of Sui were selected to investigate the relationship between the different components in a syllable.
Concerning the relation between initials and the final constituent, instrumental measurements of the Suzhou dialect show that the duration of finals is in a complementary relationship to the duration of finals. If the initial is short, the final in the same syllable will be longer. If the initial is longer, then the final will be shorter.
\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{4}{|l|}{Table 1. Syllable Duration (Suzhou)} \\
\hline \multirow[b]{2}{*}{Initial} & p & \(t\) & k \\
\hline & 143 & 129 & 113 \\
\hline occlusion & 135 & 119 & 101 \\
\hline release & 8 & 10 & 12 \\
\hline Final & 262 & 243 & 279 \\
\hline \multirow[t]{2}{*}{Syllable} & 405 & 372 & 392 \\
\hline & p' & \(\mathrm{t}^{\prime}\) & k' \\
\hline Initial & 204 & 179 & 160 \\
\hline occlusion & 98 & 104 & 68 \\
\hline release & 106 & 75 & 92 \\
\hline Final & 226 & 185 & 211 \\
\hline Syllable & 430 & 364 & 37 \\
\hline
\end{tabular}

It is evident in Table 1 that aspirated stops are much longer
than unaspirated as regards initial duration whereas the finals following aspirated stops are much shorter than those following unaspirated.(Shi 1983) The same conclusion was also drawn frat Pekingese. (Feng 1985)
It should be pointed out that initial and final are not equal in the complementation. The initial is the passive factor and the final the active. The duration of an initial is relatively stable and the duration of a final is easily variable. The crossmatch test shows a final may alter its duration after different initials while an initial duration would only change a little before different finals. The difference between various initial durations is mainly due to their mode of articulation.
3. REPLACEABLE DURATION OF MEDIAL AND ENDING
Although there is a phoneme of zero initial in phonological analysis, it is in fact a glottal stop or a slightly voiced fricative at the beginning of the syllable. In the structure of finals, only the nucleus is indispensable. Both the medial and the ending are optional for some of the finals. And the nucleus will fill up the vacancy by extending its duration when the medial and/or the ending are absent in a final. Thus we call medial and ending replaceable and nucleus obligatory. As can be seen in Table 2, the duration of finals containing nucleus alone is approximately the same as those of finals involving a nucleus and a nasal ending.

Table 2. Duration of Finals (Suzhou)
\begin{tabular}{|c|c|c|c|c|}
\hline & \(t\) & \(t^{\prime}\) & k & \(k^{\prime}\) \\
\hline Syllable & 378 & 359 & 387 & 379 \\
\hline Final & 245 & 180 & 274 & 219 \\
\hline \multicolumn{5}{|l|}{(=nucleus) __} \\
\hline Syllable & 369 & 365 & 394 & 356 \\
\hline Final & 242 & 190 & 284 & 204 \\
\hline (-nucleus & 91 & 61 & 72 & 68 \\
\hline tending) & 151 & 129 & 212 & 136 ms \\
\hline
\end{tabular}
4.THE LONG-SHORT DISTINCTION OF VOWELS
In general,there is a longshort vowel distinction in Cantonese as well as Kam-Tai languages. However this long-short vowel distinction does not result in a durational distinction of syllables as a whole. The duration of main vowel, as the nucleus in a syllable, is quite different fram the duration of syllable. We can balance the nucleus and the ending in duration in the same final. In the finals with a long vowel serving as nucleus, the ending is short; in those with a short vowel as nucleus, the ending is long. Therefore the duration may be either long or short for a main vowel in a final. However, in general, the duration of the two types of finals tends to be the same. (Ma \& Luo 1962) The ending can play the role of adjustment in the duration of the whole syllable. The following measurements are from 10 pairs of syllables containing durational distinctions in the main vowel /a/ of Cantonese and Sui.

Table 3. Duration of Finals
\begin{tabular}{|c|c|c|c|c|}
\hline & \multicolumn{2}{|l|}{Cantonese} & \multicolumn{2}{|c|}{Sui} \\
\hline & 8 & ms & \% & ms \\
\hline Vowel (L) & 70 & 169 & 61 & 244 \\
\hline Ending & 40 & 106 & 34 & 136 \\
\hline Final & 110 & 275 & 95 & 380 \\
\hline Vowel(S) & 46 & 116 & 33 & 130 \\
\hline Ending & 46 & 116 & 72 & 284 \\
\hline Final & 92 & 232 & 105 & 41 \\
\hline
\end{tabular}

Comparing the average duration of the long vowels and the short ones, the long is in the ratio of 3:2 to the short in Cantonese, and the ratio in Sui is 2:1. The complement of the ending to the nucleus is obvious in Sui, but it is not so evident in Cantonese.
5. SYLLABLES WITH STOP ENDING There is another kind of syllable in Cantonese and Sui, the entering tone syllable, which ends with a stop consonant such as \(/ \mathrm{p} /\), \(/ \mathrm{t} /\), or \(/ \mathrm{k} /\). The long-short vowel distinction of these syllables in duration is as follows:
\begin{tabular}{lcccc} 
& \multicolumn{3}{c}{ Cantonese } & \multicolumn{2}{c}{ Sui } \\
& \multicolumn{2}{c}{} & ms & 8 \\
\hline 8 & ms \\
Long Vowel & 71 & 171 & 83 & 329 \\
Short Vowel & 44 & 112 & 25 & 126
\end{tabular}

The durational distinction is generally the same as those with unstopped endings in Cantonese, while in Sui the long vowels are much longer and the short even shorter. But what is the difference between the stop endings?
In general, the pronunciation of a consonant is divided into three steps: start, hold and release. It is difficult to measure the duration of stops because they do not release in the ending. As a substitution for this, the silence intervals from three informants' bisyllabic utterances were measured. This involved each entering tone syllable followed by a syllable with a voiced initial consonant in Cantonese. The following is the result:
Speaker A B C Average Closure(with L) 106124107112 ms Closure(with S) 123153109128 ms
Here are some individual variations in different informants. The closure duration following a short vowel is longer than that following a long vowel for \(A\) and \(B\), but not \(C\). However if we add the closure duration to the nucleus duration respectively, then the result will be roughly similar to that with an unstopped ending.
\[
\begin{aligned}
& \text { e.g. Final(L) } 112+171=283 \quad 275 \mathrm{~ms} \\
& \text { Final(S) } 128+112=240 \_232 \mathrm{~ms}
\end{aligned}
\]

Thus the closure duration of the stop ending should be considered as a part of the final duration although it is silent. The entering tone syllables are, thus, those that are interrupted with a period of silence. It is unreplaceable in the final duration. Concerning durational relationships within the final, the longshort vowel distinction manifests itself in a give-and-take relationship with the ending. The final ending will be long if the main vowel is short and vice versa. In this way they reduce the
difference between the two kinds of finals in duration. Therefore we can say that, in citational forms, syllables of all types tend to have roughly the same duration, while their internal constituents vary in duration in a complementary way.
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\section*{ABSTRACT}

In order to interpret what is transcribed in the various studies of tone in Bantu languages by finding some points of reference in the acoustic signal, and to investigate the interaction between lexical tonal patterns and phrase intonational patterns, a recorded corpus of Kinyarwanda has been processed with a signal edition software, with which we can better interpret the relationship between the pattems, using a sophisticated method to measure and manipulate their respective features.

Pitch variations in so-called tone languages have generally been represented by associating segmental or autosegmental tonal feanures with particular syllables or moras. By modeling \(F_{0}\) curves of Kinyarwanda, we examine which acoustic variations, among the various representations of the melody of this language proposed by linguists, are considered pertinent. Then, we can suggest a method to reconstitute the structure of its prosodic constituents and to sketch a production constituents and to ske
model of \(\mathrm{F}_{\mathrm{O}}\) variations.

\section*{1. PROCEDURE}

\subsection*{1.1 Corpus}

We selected a set of nominal words with dissyllabic radicals representing all of the syllabic and tonal pattems found in the previous literature on this topic. Their morphology is structured as follows:
i-bi-múga (the disabled persons)
a-ba-gaanga (the doctors)
pre-prefix + noun class prefix + radical These words were combined into utterances following the pattern :
\(\mathrm{N} 1+\) beéretse \(+\mathrm{N} 2+\mathrm{N} 3\)

\section*{(N1 showed N2 to N3).}

\subsection*{1.2 Informants and Recordings. The language of informants was represen-} tative of the Kinyarwanda spoken in the southern part of Rwanda. These informants were recorded in an anechoic chamber with a professional recorder and microphone. Utterances were typed on cards following the current Kinyarwanda spelling, namely without any vocalic quantity or accent marks, and presented to informants in a random order, except for a set of utterances composed only of radicals bearing no lexical H tone, to which signs of pauses (\#) were added. The informants were told to group the words according to these marks (which sounded very natural to them, since these pauses never cut any tonal unit - see \(2-\), but rather organized the sentence into intonative units as they had naturally spoken them before).
1.3 Operating and Modelling of Data.
These recordings were transferred from their analogic support to a digital one, namely the mass-memory of a MassComp 16 byte minicomputer, with a 10 kHz sampling rate. Using VES, signal edition software designed by R. Espesser \& O. Balfourier, we edited oscillograms and sonagrams representing each sentence, segmented and labelled them with syllable markers, and validated the segmentation by listening to each labelled segment. VES can also be used to construct \(\mathrm{F}_{0}\) curves. We edited each curve into MOMEL (melody modeling software) and drew a superimposed \(F_{0}\) curve by interpolating a quadratic spline function between target points located on Fo peaks
and valleys. This procedure, described in [2] enabled us to separate from the raw curve the (prosodic) intentional variations and the non-intentional variations, which result from articulation and coarticulation constraints - cf.[1]. Electromyographic studies indicated that in two different words showing the same stress structure but different segments (e.g. French [papa] and [mamã]), the vocal fold tensor muscles are preprogrammed in the same manner. Thus, the curve represents the phonologically relevant variations and gives an indication of the vocal fold conrol, where the inflection points correspond to the maximum muscle activity. To validate these abstract \(\mathrm{F}_{0}\) curves, utterances were recoded and played back to the informants. They could not hear any difference between the recoded and the original signals.

\section*{2. EXTRACTING THE} PROSODIC CONSTITUENTS

We labelled these \(\mathrm{F}_{\mathrm{o}}\) targets, assigning H (High) to \(F_{0}\) peaks, \(L\) (Low) to valleys, and \(D\) to downstepped peaks - cf.[2]. These labels should not be interpreted like the ones in traditional tonological descriptions as they are not tone features associated with any syllable or segment, but relative pitches that describe contours of prosodic constituents disregarding their segmental structure. According to [3], prosodic structure can be represented using the following constituents: Syllable, Tonal Unit (T.U.) and Intonative Unit (I.U.). In accordance with the previous studies on Bantu languages, we will treat the syllable structure as: V, CV (one mora) or CVV (two moras): u-mu-saambi (an old mat).

\subsection*{2.1 Tonal Unit}

We assume for now that the T.U. is equivalent to the prosodic word, namely the unit that bears a lexical tone pattern (e.g. the radical and its extensions for short words). Then, the utterances in our corpus contain four T.U.: [abagabo] \({ }_{1}\) beéretse] \({ }_{2}\) [abagoré \({ }_{3}\) [ibimúga] 4 . We first grouped the words according to the seven possible tonal and moraic patterns found in previous descriptions - [4], [6] and others. By comparing them with the acoustic realizations, we tried to find a correspondence between the various
transcriptions and discover the acoustic feature that was considered pertinent in each study (see 2.3).

\subsection*{2.2 Intonative Unit}

Pauses are the most obvious clue in the identification of I.U., as the speakers group the utterance in one, two or three T.U. clusters. Moreover, in Kinyarwanda, a word final vowel is deleted when the following word begins with a vowel:
bećretse + abagabo \(=\) bé́rets'abagabo (they showed the men)
beéretse + abagaanga + ibimúga \(=\) beťrets'abagaang'ibimúga
(they showed the doctors the disabled people).
We assumed that the lack of application of this rule between two T.U. implies that there is an I.U. boundary. In order to verify this and to find the possible I.U. patterns in our corpus, we proceed as follows:
1) determine the pattern of I.U. bounded by pauses;
2) check that this pattern applies to any unit not bounded by a final vowel delecion (or any relevant segmental rule for other languages);
3) use this template to determine possible I.U. boundaries in the contexts in which the final vowel deletion can not apply: abageenzi + beéretse... (the travellers showed...).
To segment the I.U. when there is no pause, we need to know both its tonal template and its interaction with the U.T. templates. T.U. with the [LL] pattern (e.g. abagabo) never bear any Fo peaks in the final position or when the final vowel deletion rule applies (fig.1). But an Fo peak always appears on the last syllable before a pause or the lack of application of the final vowel deletion rule (fig.2). From this, we induced that there are two patterns for I.U. in this corpus: final [LL], and continuative [LH].

\subsection*{2.3 Interaction between Levels of Representations}

Any T.U. in an utterance is necessarily supported by an I.U. We observed the realization of each word in our corpus in the context of both types of I.U. The final contour is dependent on three parameters: the underlying (lexical) pattern of the radical, the I.U. pattern, and some possible
interactional and contextual rules (downstep). Our observations led us to extract only three possible T.U. patterns for this corpus: [LL], [HL], [LH]. The most interesting interactions observed are the ones involving an H in I.U. and T.U. simultaneously:


This downstep is generally linked to the rising of the intermediate L . The regression of this \(\mathrm{F}_{0}\) valley in relation to the distance between the two surrounding peaks (d) gives a negative correlation ( \(\mathrm{r}=\) \(-0.609, \mathrm{a}=0.01\) ) and its value tends to meet the one of the second peak (to disappear) when (d) tends towards 150 ms . This explains the optional step of the rule and means that downstep seems to be triggered by a physiological rather than phonological constraint.
Without any H-interaction, we have the following linearizations:
I.U. [L L]
[L L]
[L L]
[ L H ]
T.U. [LL]
[ LH ]
[HL]
[LL]
lin. [L L]
[LHL] [LHL]
[LLH]

\section*{3. IDENTIFYING THE LEXICAL TONAL PATTERNS.}

The difference between the \([\mathrm{LH}]\) and [HL] tonal patterns, which are both produced as [LHL] on isolated words, is difficult to evaluate because, according to our own and all previous research, there is no minimal pair illustrating such an opposition in Kinyarwanda. We grouped the words according to: a) the pattern [HL] or [LH] of the radical; b) the glissando on the first syllable of the radical (rising or falling); and we analysed in both cases the variance of the distance from the \(\mathrm{F}_{0}\) peak to the beginning of the word and of the radical. Results are significant in both cases. The difference based on the first syllable glissando seems to be the most
attested ( \(\mathrm{F}=51, \mathrm{p}=0.0001\) ), and this explains why this has been the relevant clue in the previous studies. But, if this opposition seems to be the marked one for perception, which is predictable since glissando on vowels is the relevant feature for tone perception (cf.[7]), it could be just a consequence of the word pattern variation which may be more relevant for a production model. To find out which is the relevant domain for this opposition, we plan to collect a corpus of words beginning with the same class prefixes (a-ba vs i-bi) and possibly with the same radical initial syllable, in order to avoid the variations of the intrinsic and cointrinsic durations of segments. If we compare series of words grouped according to prefix duration and bearing the same tonal template, the variations of the position of the peak will reflect whether this one is directly linked to a syllable (or mora) or not.

\section*{4. CONCLUSION}

Using this representation, we can extract from the acoustic shape what should be transcribed as lexical value variation and as intonative variation. Thus, it could be used for transcription of tone in field investigations. Furthermore, the intra/inter speaker variability and the adequacy of this model for our corpus lead us to question the association between a tone and a mora, and to assume that the melodic tier is independent of the segmental tier, so that we may not need association lines in phonological representations of tone or accent in this kind of langage.
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Fig 1: Detected Po (dotred line) and modelled Fo (continuous line). All the words except the verb, bear the [LI]] tonal momplate and are produced within one I.U.


Fig.2: same sentence as above produced by 4 I.U. bounded by pauses. An Fo peak, downstepped if preceded by another one, appears at the end of each I.U.


Fig. 3: sentence produced by 3 I.U.: a L rises in relation to the distance between the two sumounding peaks while the second one is downstapped. Note the anticipation of the H on labagorél, ciggered by the [LL] template of the I.U.
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\section*{abstract}

The interactica between the fumdamental frequencies FO , the speech efforts and the speech rates were studied in different speech modes (laud, normal, soft, fast and slow ). It is shown that 1) Both the ro and the pitch range show a positive correlation with speech effort, but a rather very meak correlation in speech rate; 2) The onset FO of sentences are mainly dependent on the speech efforts; 3) The declination rate of FO is related to both speech effort and speech rate; 4) The lower boundary of pitch range moves \(u\) in fast speech and down in slow speech.

\section*{intronuctian}

The interaction between the voice source and the vocal tract has been studied over and over again since the beginning of this century. And sone recent mork [1] has laid the theoretical foundations for modeling of source-tract system. In order to get an insight into the model of speech production, we still need, bowever, to incorporate more theoretical knowledge and wore experimental data in dynamic process of connected speech.

We thus have a general interest in the acoustic correlates of both segments [2] and suprasegmentals, because acoustic data of speech are not only easy to acquire but also necessary to deal with in speech signal processing systems.
This paper aims at examining the interrelation between the fundamental frequency FO , the speech effort and the speech rate, which are more important in suprasegmental level. And the declination
of 50 in different speech modes were studied in this paper too.

\section*{METHODS}

The speech material used in this study is four chinese vowels \(/ a, i, u\) and \(\mathrm{y} /\) with four tonese -level, raising, dipping and falling. Each of the vowels with tone was embedded in a frame sentence "wó dú _ zì" (I utter the character _ ). Two speakers (one male and one female) who are native of Beijing uttered the testing material in five different speech modes and were recorded in a listening room in which the reverberation time is less than 0.5 sec in the frequency band of speech. The speakers were asked to change their speech efforts in three levels-loud, normal and soft which correspond to 75 , 65 and 55 db sound pressure level measured at 1 meter in front of speaker's lips respectively. The speakers were also asked to speed up and to slow dom the speaking rate. The normal speech rate is about 4 syllables per second. As for the fast speech, the speakers uttered four sentences, in each sentence a testing vowel with tone was embedded, into one utterance rapidly, in order to check the relationship between the declination of \(F O\) and the utterance length. The recorded material was digitized and analyzed using the API program of the IS package.

\section*{residt}
1. The pitch range in different speech modes

The pitch range is determined between the highest and lowest fundamental frequencies of the utterance. The highest

Fomax and the lowest Fomin of the testing vowels with tones and of the whole frame sentences were measured individually. And the average pitch range of a vowel over four tones \(\triangle\) F \(O=\) FOmax-Fomin (the upper figures), and the relative pitch range fonax/Fomin (the lower figures) in ronax/Fmin the lower figures in
different speech modes are listed in Table 1. Fomax and Fomin stand for the average highest and lowest FO values of a certain vowel over four different tones respectively. The pitch limit which was
defined as the range from the ceiling to the floor of the voice which can be reached in different speech modes by the speakers is much larger than the average pitch range and not given in Table 1.

It was a pity that the API program did not work well and no data were given in Table 1,3,5 for fenale loud speech. From Table 1. it can be seen that 1) The pitch range is moved up and expanded as increasing the speech effort; 2) The pitch range is somewhat shrunken as

Table 1. The avreage pitch range of testing vowels in different speech modes in both Fomax-FOmin (Hz) and Fomax \(\sqrt{\text { Fomin. }}\)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline Vorel & Loud & Normal & Soft & Fast & Slow & Ave. \\
\hline m & 244-101 & 171-94 & 143-94 & 171-104 & 172-90 & 181-96 \\
\hline \multirow[t]{3}{*}{\({ }^{\text {a }}\)} & \multirow[t]{3}{*}{2.42} & 1.82 & 1.52 & 1.64 & 2.12 & 1.91 \\
\hline & & 299-148 & 218-128 & 327-173 & 271-139 & 278-147 \\
\hline & & 2.02 & 1.70 & 1.89 & 1.95 & 1.89 \\
\hline m & 280-105 & 199-102 & 143-97 & 183-113 & 193-95 & 199-103 \\
\hline \multirow[t]{3}{*}{i} & \multirow[t]{3}{*}{2.67} & 1.95 & 1.45 & 1.62 & 2.03 & 1.93 \\
\hline & & 330-150 & 222-128 & 329-204 & 287-146 & 293-157 \\
\hline & & 2.20 & 1.73 & 1.61 & 1.97 & 1.86 \\
\hline m & 291-116 & 193-96 & 141-97 & 182-110 & 209-96 & 203-104 \\
\hline \(u\) & \multirow[t]{3}{*}{2.51} & 2.01 & 1.45 & 1.65 & 2.18 & 1.95 \\
\hline \multirow[t]{2}{*}{} & & 340-149 & 231-122 & 348-179 & 294-139 & 304-148 \\
\hline & & 2.28 & 1.29 & 1.94 & 2.12 & 2.05 \\
\hline m & 288-122 & 194-100 & 141-95 & 190-113 & 196-93 & 202-105 \\
\hline \multirow[t]{4}{*}{Y} & \multirow[t]{3}{*}{2.36} & 1.94 & 1.48 & 1.68 & 2.11 & 1.92 \\
\hline & & 315-150 & 234-126 & 362-187 & 294-148 & 301-154 \\
\hline & & 2.10 & 1.86 & 1.94 & 1.99 & 1.95 \\
\hline & 275-111 & 189-98 & 141-96 & 181-110 & 193-91 & 196-102 \\
\hline \multirow[t]{3}{*}{Ave. f} & \multirow[t]{3}{*}{2.49} & 1.93 & 1.48 & 1.65 & 2.11 & 1.92 \\
\hline & & 321-149 & 226-126 & 341-186 & 286-143 & 294-152 \\
\hline & & 2.15 & 1.79 & 1.84 & 2.00 & 1.93 \\
\hline
\end{tabular}

Note: im stands for male and for female and Ave. for average.
Table 2. The average tone duration of vowels /a/ and /i/ \(V\) and the average frame sentence duriation \(s\) in different speech modes (ms).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Tone} & \multicolumn{2}{|c|}{Loud} & \multicolumn{2}{|l|}{Normal} & \multicolumn{2}{|l|}{Soft} & \multicolumn{2}{|c|}{Fast} & \multicolumn{2}{|l|}{Slow} & \multicolumn{2}{|l|}{Average} \\
\hline & V & s & V & S & V & s & v & s & V & \(s\) & V & s \\
\hline m & 272 & 1062 & 310 & 1111 & 298 & 1127 & 179 & 589 & 352 & 1530 & 282 & 1084 \\
\hline 1 f & 269 & 1168 & 250 & 1076 & 215 & 1053 & 144 & 599 & 365 & 1466 & 249 & 1072 \\
\hline M & 301 & 1059 & 298 & 1050 & 317 & 1095 & 196 & 615 & 448 & 1654 & 312 & 1095 \\
\hline 2 f & 314 & 1175 & 256 & 1114 & 253 & 1047 & 157 & 589 & 397 & 1536 & 275 & 1092 \\
\hline . & 282 & 1040 & 288 & 1082 & 295 & 1079 & 167 & 634 & 455 & 1596 & 297 & 1086 \\
\hline 3 f & 317 & 1187 & 262 & 1097 & 256 & 1040 & 125 & 525 & 362 & 1581 & 264 & 1086 \\
\hline * & 256 & 973 & 266 & 998 & 266 & 1031 & 154 & 627 & 375 & 1501 & 263 & 1026 \\
\hline 41 & 263 & 1123 & 250 & 1066 & 205 & 1028 & 147 & 570 & 352 & 1456 & 243 & 1048 \\
\hline
\end{tabular}

Note: 1 stands for level tone, 2 for raising, 3 for dipping and 4 for falling.
increasing speech rate; 3) The pitch limit of a speaker is about double what the speech range in normal voice; 4) The intrinsic pitch of vowels are well kept up in any speech mode; 5) The pitch range of male voice and of female voice are nearly the same in relative scale and semitone is a good measure of pitch for developing speech processing systems.
2. The duration of testing vomels and frame sentences in different speech modes The durations of the testing vowels and the frame sentences were measured on speech waveforms. The results show that the duration ratio of testing vomel to frame sentence is nearly invariant in different speech modes. The average duration of low vorel /a/ and high vorel /i/ with the same tone type is called the tone duration and listed in Table 2.

It is worthy to be noted that the rank order of the tone durations from long to short is raising, dipping, level and falling and it is well kept up in any speech mode. In addition, the same relation exhibited in sentence level too. The fact that tone duration shows some intrinsic feature is identical with the results which were obtained from a statistical analysis of a large vocabulary[3].

\section*{3. The declination of \(F 0\) in different speech modes \\ The declination of \(F O\) is easy to} determine using the frame sentence designed in this paper, because of the sentence initial syllable with dipping tone and the final syllable with falling tone. Both dipping and falling tones can provide a local minimum in pitch contours. Then the baseline can be easy drawn by connecting the two minima. What is an exception to this is that when a vowel with dipping tone is embedded in the frame sentence, then the sentence final \(F 0\) may be higher than the local minimm of preceding dipping tone. That is due to the sharpening rule ruming on sentence intonation. In this case the baseline passes through the two minima of dipping tones.

Table 3. shows the PO declination value \(\triangle P O\) and the sentence final fundamental frequency fof in different speech modes. And the FO declination value of the four sentence utterances and

Table 3. The \(F O\) declination value \(\triangle P O\) and the sentence final fundemental frequency FOI for different vomels in different speech modes (Hz).


Note: Av. stands for average.
Table 4. The FO declination value \(\triangle\) PO 4 of the four sentence utterance and \(\triangle \mathrm{FOI}\) of the last sentence and the utterance final fundamental frenquency fof for different vowels in fast speech (iz).

\(\begin{array}{llllllllll}\triangle \text { PO4 } & 40 & 64 & 40 & 61 & 58 & 100 & 51 & 81 & 44 \\ 77\end{array}\) \(\begin{array}{lllllllllll}4 & \text { POI } & 26 & 42 & 18 & 27 & 28 & 46 & 28 & 59 & 25\end{array} 44\) FOE \(\quad 96142 \quad 9014692140 \quad 9014492143\)
of the last sentences and the utterance final \(\mathrm{FO}_{0}\) were shown in Table 4.

From Table 3. and Table 4. it can be seen that 1) The sentence final 10 value is invariant even for the four sentence utterance of fast speech; 2) The 10 declination values are speech mode dependent, the more effort has been made the more FO declination value appears; 3) There is mo distinct difference between male and female in relative value of 50 declination.
4. The onset FO value of sentences in different speech modes

Table 5. shows the measurement results of the onset 70 of sentences in which different powels were enbedded in different speech modes.

Table 5. indicates that the onset 10 of senterces showed in obrious correlation with speech effarts but it is

Table 5. The onset PO value of the sentences ( Hz ).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{vowel} & \multicolumn{2}{|r|}{loud} & \multicolumn{2}{|l|}{Normal} & \multicolumn{2}{|c|}{Soft} & \multicolumn{2}{|l|}{Fast} & \multicolumn{2}{|l|}{Slow} & \multicolumn{2}{|l|}{Average} \\
\hline & m & \(f\) & m & 1 & m & 1 & m & f & m & 1 & m & \(f\) \\
\hline a & 154 & & 123 & 212 & 115 & 185 & 135 & 221 & 124 & 198 & 130 & 204 \\
\hline \(i\) & 168 & & 138 & 224 & 120 & 182 & 135 & 209 & 136 & 191 & 139 & 201 \\
\hline u & 167 & & 128 & 221 & 117 & 174 & 130 & 229 & 138 & 199 & 136 & 206 \\
\hline y & 170 & & 133 & 216 & 125 & 176 & 126 & 225 & 136 & 195 & 138 & 203 \\
\hline Ave. & 165 & & 131 & 218 & 119 & 179 & 132 & 221 & 134 & 196 & 136 & 204 \\
\hline
\end{tabular}
independent of speech rates for both male and female. That means the onset \(F 0\) of sentences are mainly controlled by the subglottal pressure and laryngeal tension.

The average onset FO value of sentence for a certain vowel over different speech modes were listed in last two colums in Table 5.

\section*{DISCUSSICN}

From Table 1. and 5. it is indicated that the speech efforts showed a good positive correlation with both the pitch ranges and the onset 50 of sentences, whereas speech rates did not extibit a significant relation. The Fomax of the average pitch range for normal, fast and slow speech are nearly the same, because the speech level of them are equal. It appears that, speaker can manipulate the voice source and the vocal tract independently. The fomax of pitch range and the anset FO of sentence are mainly controlled by subglottal pressure incorporated with laryngeal tension.

As for the FO declination and the physiological process underlying it, the \(\triangle F O\) and \(F O f\) in different speech modes showed that the sentence final \(F O\) is invariant but the sentence initial 50 is speech effort dependent and speech rate independent. So the declination rate is related to sentence length. In the case of four sentence utterance in fast speech, however, the \(F 0\) declined at different rates in different parts of the utterance. Fo declination value of the last sentence is above 50 percent of the total \(\triangle F O\) of the four sentence utterance. That means speaker can in some degree control the subglottal pressure to match the syntactic structures of the utterances. So that the FO declination may be a passive phenomencon mixed with some active speaker control process.

It is worth notice that the intrinsic
pitch of vowels and the intrinsic duration of tones are well kept up in different speech modes and showed somewhat effect on sentence level.

\section*{conclusiows}
1. The fundamental frequency and the pitch range of speech show a strongly positive correlation with speech effort, but rather a very weak correlation in speech rate.
2. The onset \(F O\) of sentences are mainly dependent on speech efforts and indeperdent of speech rates.
3. The sentence final FO is invariant in different speech modes, and the \(F\) declination rate is closely related to speech efforts and sentence lengths.
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\section*{ABSTRACT}

Downstep, a lowering of successive high tones or tonal accents, is often conditioned by intervening low tones. This paper discusses a second type of downstep in which intervening low tones are absent. We will show that by recognizing this second type, we can improve the analysis of certain prosodic systems, in particular the challenging example of Tonga (a Bantu language). We will also show that this type of downstep plays a role in other types of prosodic systems such as that of French.

Le concept de downstep est habituellement associé à celui de ton bas. En fait, il existe un deuxième type de downstep que nous avons qualifié d"intégrateur" et qui rabaisse également des tons hauts ou des accents tonals mais sans ton bas intermédiaire. Il s'applique à des tons hauts ou des accents appartenant à un domaine donné et marque leur intégration à ce domaine. L'identification de ce deuxième downstep est récente dans la recherche africaniste et sa reconnaissance peut améliorer l'analyse de systèmes prosodiques de nombreuses langues, surtout de langues à accent tonal. Nous montrerons, dans cette communica-
tion, comment la substitution de cette deuxième forme de downstep à la première permet de mieux comprendre des faits prosodiques du tonga, langue bantoue qui a déjà donné lieu à de nombreuses analyses. Une fois ce downstep "intégrateur" identifié dans des langues à accent tonal, nous verrons que le même downstep peut être reconnu dans des langues sans ton ni accent mais à intonation comme le français.

\section*{1.UNE REANALYSE DU TONGA \\ La première analyse de} langue africaine faisant usage de la la notion de downstep sans ton bas est sans doute celle du somali par Hyman (1981) Dans le domaine bantou, cette entité a été d'abord introduite par Odden dans son étude du kishambaa (1982) et utilisée ensuite par E . Leeung pour le Llogoori (1986). Nous verrons ici comment elle peut transformer l'approche des faits tonga.

Le tonga a donné lieu à de nombreux travaux et notre analyse sera confrontée avec celle des auteurs précédents, en particulier Goldsmith (1984) et Pulleyblank 1983) qui eux-mêmes doivent beaucoup aux auteurs plus anciens, en particulier à \(H\). Carter
(1962, 1971, 1972) et Meeussen (1963). Nous considèrerons d'abord des formes verbales (formes fortes et faibles du passé récent), ensuite des formes nominales.

\subsection*{1.1. Formes verbales "faibles" et "fortes"}

Les deux formes présentent des différences prosodiques et correspondent à des focalisations différentes. Exemples:
forme forte du verbe

\section*{ndà ká tòlà nyàmà}
"je PRENDS de la viande"
forme faible

> ndà ká !tólá nyàma
"je prends de la VIANDE"
Tous les auteurs s'accordent pour reconnaitre des syllabes déterminantes selon le terme de Meeussen (1968) mais les analyses sont soit tonales, soit accentuelles, ou encore composites.
1.2. Comparaison entre les analyses

Pour comparer notre analyse avec celle des auteurs précédents (Goldsmith 1984 et Pulleyblank 1983), nous utiliserons la deuxième phrase citée précédemment, avec comme objet focalisé, le nom nyama, en lui-méme dépourvu d'accent ou de ton haut.

\section*{a) Analyse de Goldsmith (1984)}

Goldsmith pose des accents marqués par une mélodie HB et propose une dérivation qui d'accentuelle devient tonale.La régle de formation du downstep est tonale: le downstep résulte du deliage d'un ton bas comme suit:

b) Analyse de Pulleyblank (1983)

Pulleyblank rejette tout niveau accentuel et propose une analyse entièrement tonale. Le downstep est également engendré par un ton bas devenu flottant en cours de dérivation.
\begin{tabular}{cccc} 
nda & ka & tola & nyama \\
1 & 1 & \(f\) & 1 \\
B & \(H\) & \(B\) & \(H\)
\end{tabular}
c) Notre analyse

Notre analyse est complètement accentuelle et la forme faible avec son complément d'objet sont traités comme un seul groupe accentuel.
Entre les accents tonals venus en contact après l'application de règles accentuelles,le downstep se forme indiquant l'intégration des accents tonals au groupe accentuel.
```

nda ka tola nyama
I N

```
réalisé donc avec downstep entre les deux accents

\section*{1.3. downsteps en cascade}

Si un groupe accentuel comporte plusieurs accents, chaque accent sera rabaissé par un downstep : on peut donc trouver des cascades de downsteps comme dans l'exemple suivant :
\(\frac{\text { ndà ká !tólá !músúnè }}{\text { "j'ai pris un BOEUF" }}\)
qui correspond à un groupe accentuel unique.
Après application de diverses règles, trois accents tonals, viennent en contact.


Les downsteps intègrent les trois tons hauts a l'intérieur de ce groupe accentuel et les organisent selon une hiérarchie qui peut être représentée par l'arbre suivant :

(où \(h\) (haut) et \(b\) (bas) sont relatifs l'un par rapport à l'autre : b placé après \(h\) signifie "plus bas" que ce qui précède).

\subsection*{1.4 La rencontre de deux groupes accentuels}

Un verbe à la forme forte constitue, en lui-méme un groupe accentuel et l'objet qui le suit forme un second groupe accentuel comme dans l'exemple suivant:
ndàpá_músúnè "j'AI DONNE un boeuf"

Les deux accents successifs n'appartenant plus à la méme unité accentuelle ne sont plus hiérarchisés par le downstep : ils sont réalisés sur la même hauteur.

\subsection*{1.5. Analyse de syntagmes nominaux}

Les composés forment aussi une seule unité accentuelle, qu'ils proviennent de reduplication comme dans les exemples suivants:

Lcilfúmó fùmó "un matin"
Imúlfúbá fübà "un fou, un sot"
ou qu'ils soient des "complex" selon le terme de Carter:

Lkúbólkókwámùsànkwà
"le bras d'un garçon"

Ibúlmwázìbwàhòmbè
"une maladie du bétail"
Chacun de ces syntagmes constitue un "complex" et une unité accentuelle unique qui forme un seul domaine pour le downstep. .

Faute de place, nous ne pouvons ici montrer que l'analyse avec downstep intégrateur fonctionne pour l'ensemble du système du tonga, mais le lecteur pourra se reporter à A. Rialland, 1988.

\subsection*{1.6. Conclusion}

L'analyse du tonga se trouve donc fortement simplifiée par l'utilisation de la notion d downstep hiérarchisateur. Elle sd trouve aussi éclairée: la formation du downstep cesse d'être aléatoire mais prend un sens puisqu'elle devient un processus intégrateur permettant de former des unités plus larges.

\section*{2.LE DOWNSTEP INTEGRA TEUR DANS D'AUTRES LANGUES}

Cette hiérarchisation des accents par le downstep dans un groupe donné se rencontre dans d'autres langues, entre autres le somali et le japonais.

En somali par exemple selon Hyman (1981), tous les accents tonals inclus entre certaines frontières sont abaissés les uns par rapport aux autres.

Ex: wiil - ka \% ma dilayo
\(13 \quad 3 \quad 1 \quad 243\)
"le garçon ne (le) frappe pas" où \% représentela frontière et les chiffres, les hauteurs respectives des syllabes.

En japonais, langue également à accent tonal et à plateaux tonals. le downstep intégre les accents tonals des groupes intermédiaires (en angl. intermediate phrases), c'est-à-dire des groupes qui se
situent entre le mot et la phrase (Beckman et Pierrehumbert, 1988).

On retrouve donc des groupes d'une dimension comparable à ceux que caractérise le downstep en tonga ou en somali et le découpage de ces groupes est, dans les trois langues sensibles au focalisations.

Ce downstep intégrateur se rencontre également dans des langues à "stress" telles que l'anglais ou même sans accent comme le français (Nous considérons le français comme langue avec allongement final de constituant mais sans accent). II a été décrit en anglais sous les noms de downstep ou de catathesis (Pierrehumbert et Beckman, 1988, entre autres). Il peut être aussi reconnu en français où le downstep s'applique non plus à des accents mais à des tons hauts, marqueurs intonatifs. Ainsi, le rabaissement régulier des tons hauts, marqueurs de continuation, indique leur appartenance à une méme unité prosodique. Comme dans les langues à accent tonal, la continuité du downstep est remise en cause par les focalisations.

\section*{3. CONCLUSION}

Nous avons montré dans cette communication que la reconnaissance du downstep "intégrateur" - que nous avons substitué au downstep dû à un ton bas posé par les analyses précédentes- permettait d'améliorer l'analyse des faits du tonga et de les éclairer. Dans cette langue à accent tonal, le downstep a pris un sens puisqu'il est devenu le processus intégrant les accents appartenant à une même unité accentuelle. Cette forme de downstep, encore insuffisamment reconnu dans les langues africaines, peut aussi être rapprochée d'autres downstep ou
catathesis à valeur intégrative que l'on peut dégager aussi bien dans des langues à accent tonal (somali ou japonais) a accent non tonal (anglais) que dans des langues sans accent comme le français.
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ABSTRACT
Under the influence of pre-sent-day vowel length dephonologization the tendency of dephonologization of syllabic intonation has arisen in Lithuanian urban socialects. The basis of syllabic intonation realization is being lost. As to the vocalic and mixed diphthongs they undergo essen tial qualitative changes.
1. INTRODUCTION

The tendency of dephonologization of vowel length in Lithuanian urban socialects is rather obvious, though it is not typical to any Lithuanian dialect /4/. The results of the experimental investigation show that only 4-24\% of Unstressed long vowels in the word innal position are being realised in the fluent speech. For instance, in the words: Yfy 'men' Gen. pl., kбpa 'dune' Acc. sngo kandys 'mothr Nom.pl., iele 'doll' Acc.sng. etc.' The same phenomena at the beginning and in the middle of a word equals to 4-17\%. For instance, qžuolynas 'oak-WOOd' Nom. sng., rūkyti 'to smoke" rãsymas 'writing' Nom.sng' etc.
The most specific feature of present-day urban Lithuanian is the lengthening of
short stressed final vowels which was found in 9-24\% cases. This may be viewed as phonetic specification of approaching phonological change, which is possible in typological field long and short vowel opposftion. For instance, vaikd.s 'children' ' Acc. pla, maži. 'small'Nom.pi., name. 'in the house' Loc.sing.etc. The substitution \(\nabla^{*} \rightarrow\) V./ [-stressed] as far as now is not found in any Lithuanian dialect, nevertheless it is predicted from the phonological structure of the Iithuanian language Columal morphemic accentuation becomes more and more accepted. The reason
this may be both the 1actor of analogy and uniformity of syllabic intonation /3/. For instance, rýSial 'relation' Nom. pl.; Standard form - rysíaí ; fdomus 'interesting'; \(\frac{1}{6} \mathrm{do}\) mus; spjưviu 'spit' Instr. sng.; spjūviu; : sêsliцs 'settled' ACc.pl.; séslius; pilka grey 'Nom.sng: ; pilki; muses ifly' Acc.plo; muses; etc. Though, there were only 11-18\% of the above mentioned cases, it must be noted, that such changes take place inspite of Saussure-Fortunatov Iaw, which is based on the opposition of syllabic intonation. One should say that
hypercorrection becomes a rather common phenomena The extraneous factor in this change is spoakers or their parenta origin from different dialects, who came into closer contact as communication improved, especially in the second half of our century. We must not ignore the fact that language is a system of auditory signs, and that language learners acquire the phonology of their language by ear/1/. It would seem that, when learner bocomos aware of differences between his speech and the speech of the others, there are two ways in which he can adjust his grammar. He can revise his analysis of the linguistic units in question so that his grammar will naturally produce the desired output. Or he can derise ad-hoc rules to cover up the inadequancy of his analysis. The results are difficult foresee. The changes which undergo in Lithuanian urban socialects are greatly resulted by the intertwining of representatives of various dialects. For instance, the syllabic intonation of western Iithuanian dialects is of dynamic origin, while that of eastern ones is of quantitative origin/2, 6/.
As a result of the tendency of dephonologization
ncy length of vowels emerged the tendency of dephonolo gization of syllabic intonation. The main feature of vowel length opposition of some Iithaanian dialects is tenseness, while of the other ones - duration. The intertwining of representatives of different dialects in urban sphere allows some of them to saccept the pronuncation V . (half-long
stressed vowel) instead of * (lgag circumplex vowel) and fo (long acute vowel) as normal one. In this way the basis of syllabic intonation realization is boing lost. This is obviously seon in stressed monophthongs. As to the vocalic and mixed diphthongs they undergo essential qualitative changes, which greatly differ under the influence of dialects. Such variety leads to rule generalization.
That's why the realization of syllabic intonation is more distinctive in the syllables with diphthongal nucleus. Though, essential qualitative changes appear in such diphthongs, they may greatly differ as in some dialects the first component of diphthongs is more important while for other dialects - the second component.

\section*{2. SPECTRAL ANALYSIS}

The spectral pecularities of acute and circumflex diphthongs /ai/, /auf/ei/ have been investigated. The experimental corpus consisted of 8 similar word pairs in which the diphthongs under the investigation are between yoiceless consonants: kaišo-paišo, tajko - kaǐto, kaušo kañso, kGikia - peikia, auk, -auk, tGiko - paiko; keik -peik, kaike - peike. The spectral analysis was made according the computer programm compiled by prof. \(\nabla\). Undzenas at Vilnius University. The results obtained show thate a/ the quality of ist component of stressed acute and circumflex diphthongs differs significantly,
b/ the durational difference of such diphthongs is less significant.
\(\mathrm{F}_{1}\) and \(\mathrm{F}_{2}\) characteristics of first．components of acu－ te diphthongs are more like to \(\mathrm{F}_{1}\) and \(\mathrm{F}_{2}\) corresponding monophthongs／7／，with cir－ cumplex being more diffe－ rent（tables 1－3）．For ins－ tance，\(F_{1}\) and \(F_{2}\) of the lst component of \(/ \mathfrak{a}\)／in the word＇kaîto＇（table l）is between［0\％（ \(F_{1}=400 \mathrm{~Hz}, \mathrm{~F}_{2}=\) 900 Hz ；compare with final ［8．］，where \(F_{2}=400 \mathrm{~Hz}, F_{2}=1200\) Hz ）and \([\theta]\)（ \(\mathrm{F}=600 \mathrm{~Hz}, \mathrm{~F}_{2}=\) 1800 Hz ）。＂Normal＂［ \(\mathrm{a}^{\circ}\) ］has \(\mathrm{F}_{1}=800 \mathrm{~Hz}, \mathrm{~F}_{2}=1200 \mathrm{~Hz}\) ；com－ pare with the first compo－ nent of the word＇táiko＇－ \(F_{1}=850 \mathrm{~Hz}, F_{2}=1500 \mathrm{~Hz} . F_{1}\) and \(\mathrm{F}_{2}\) of first component \({ }^{1}\) of［el7（with circumplex）in the word＇peĩkia＇resembles to those of the monophthongs ［e才；［au］（with circumflex） in the word＂kaGsio＂－resem－ bles to La\％．
The comparison of the re－ sults of present investiga－ tion with the ones of pre－ vious Lithuanian dialectal investigations carried by other linguists show that qualitative difference of the first componente of acu－ te and circumflex diphthongs is not a unique phenomena in Lithuanian．There are some changes of the same kind in eastern dialects where syl－ labic intonationis of quan－ titative origin．This
is found especially in peripho rial dialects．For instance， the pronuncation of＇kiaũle＇ is［k \({ }^{\text {ºn }}\) oun．¥̌．］，but of the or like that from Anyk̂scijai －a word＇kartis＇they pro－ nounce［k＇sr＇tis］，but a word＇vargas＇－［vaṛ્̂．gas］， while in a word＇laưkas＇the pronuncation is［lo प̃kas］ in＇láužas＇it is［láužus］． the changes in western dia－ lects are of different cha－ racter：the vowels of the
second component of stres－ sed diphthongs in western dialects are narrower than those of eastern，for ins－ tance，［ \(u\) ］in the word＇jau－ tis＇in western dialects it is pronounced like［jáutis］． while the pronuncation with ［ao］，［ \(a^{\circ}\) ］is met only in eastern dialects \(/ 5 /\) ． Because of this speakers from eastern dialects livin in urban sphere may take ac acute syllables for circum－ flex ones．The opposition of syllabic intonation is realised not only by tone or intensity modulation chan－ ges，but by the place of stress contrast too．The fact that acute diphthongs are longer than circumflex ones in the urban socialect may be explained by the qualita－ tive characteristics of stressed diphthongs．

3．CONCLUSION
The tendency of columnal stress，the qualitative changes of stressed diph－ thongs and hypercorrection show the tendency of depho－ nologization of syllabic in－ tonation opposition in the Lithuanian urban socialect． The dephonologization of long and short vowel opposi－ tion is the main condition for the above mentioned de－ phonologization．Due to it the quantitative word stress is being formed．There is no opposition of stressed short syllables in Lithua－ nian．It is typical only for stressed long syllab－ les．Though at present time this opposition is disappe－ aring in the long syllables in the Lithuanian urban so－ cialects，what leads to the disappearing of syllabic in－ tonation，the opposition of them．
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TABLE of \(F_{1}\) and \(F_{2}\) in Stan－ dard Lithuanian（according to／7／）：
\begin{tabular}{|c|c|}
\hline 1 & \[
\begin{aligned}
& \mathrm{F}_{2}=2300 \mathrm{~Hz} \\
& \mathrm{~F}_{\mathrm{L}}=300 \mathrm{~Hz}
\end{aligned}
\] \\
\hline ／ė／ & \[
\begin{aligned}
& \mathrm{F}_{2}=2100 \mathrm{~Hz} \\
& \mathrm{~F}_{\mathrm{l}}=350 \mathrm{~Hz}
\end{aligned}
\] \\
\hline \(10^{\circ} /\) & \[
\begin{aligned}
& F_{2}=1800 \mathrm{~Hz} \\
& F_{1}=600 \mathrm{~Hz}
\end{aligned}
\] \\
\hline ／a＊／ & \[
\begin{aligned}
& \mathrm{F}_{2}=1200 \mathrm{~Hz} \\
& \mathrm{~F}_{1}=800 \mathrm{~Hz}
\end{aligned}
\] \\
\hline 10\％ & \[
\begin{aligned}
& \mathrm{F}_{2}=900 \mathrm{~Hz} \\
& \mathrm{~F}_{1}=400 \mathrm{~Hz}
\end{aligned}
\] \\
\hline ／u＊ & \[
\begin{aligned}
& \mathrm{F}_{2}=600 \mathrm{~Hz} \\
& \mathrm{~F}_{1}=300 \mathrm{~Hz}
\end{aligned}
\] \\
\hline
\end{tabular}
［ác］，［acu］

［0］

Fig． 1 Schematic spectragram of＇táiko＇－


Fig． 2 Schematic spectragram
of＇káưšo：－
＇kaữ̌o＇－－－－


Fig． 3 Schematic spectragram of＂＇kéikia＇＿
beats and binding laws instead of the syllable
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\begin{abstract}
The paper constitutes a short account of a proposal to undermine the syllable as a unit of speech organization in favour of beats and binding laws.The framework underlying the discussion is Natural Phonology (and Morphology) as originated by Stampe and Donegan and developed by Dressler. A brief critical discussion of the syllable is conducted and follawed by a presentation of the paper hypothesis.
\end{abstract}

\section*{1. INTRODUCTION}

Both phonetics and phonology assum some way of existence of the syllable. I suggest an attempt at detaching oneself from a tradition, cherished for centuries, to acknowledge some form of the syllable as useful and indispensable in phonetic/ phonological description. When looked at from outside and with a sufficient distance to obtain objectivity, what used to be called a syllable may turn out to be an unnecessary and mistaken complication of the already necessarily complex description of the speech chain. The problem as set above does not qualify for a paper-size discused on. Basically, then, I will shortly present here my counter-proposal to the syllable. 2 THE FRAMEWORK

The discussion is conducted in the framework of Natural Phonalogy (and Morphology) (cf. [3])
Thus, firstly, the criteria and explanations I propose with reference to the segmental, prosodic, semantic/semiotic and lexical/morphological levels of language are of a functional nature. Secondly, whenever terms like "principle", "law" or "rule" are mentioned, they are to be understood as universal or language-specific preferences, and not (!) absolute generalizations. I constrain the existence of the latter cone consequence of which is avoiding the notion of exception) to certain language-specific "intensifications" of universal preferences.
3. THE SYLLABLE ?

If recognized as an identifiable entity, the syllable needs to possess some unity, constituent structure and boundaries.
As to the unity of the syllable, there exists phonetic evidence for a certain stability of consonantal transitions to and from vowels rather than for a stability of the whole (?) syllable (cf. e.g. [5 ]). Speech error evidence seens to demonstrate a greater cohesiveness of a VC sequence as opposed to a CV one (cf. [ 2 ]), while \(C V\) is, at the same time, generally acclaimed to be a basic syllable structure.
No matter a great variety of types of constituent structures
posited for the syllable, constituents tend to get organized according to the scale of sonority. However, the requirement for particular sonority slopes appears to be often violated by the languages of the world. To retain the syllable, "rescue strategies" are then introduced, e.g. Rubach and Booij (cf. [ 7 ]) would ansume that an edge consonant (word-adge) does not count for a sonority slope. Doesn't this move make sonority useless ? To Sievert (cf. [8 ]) consonants violating the expected gradation of "Schallfulle" formed the so called "Nebensilben" dominated, however, by "Hauptsilben". Two kinds of the syllable having different status - isn't it a complication?
As a unit, the syllable needs to posesess determinable boundaries. Boundary placenent, or, in other words, division into syllables (of words or longer stretches of speech), however, turns out not to be a straightforward procmdure. Available hints come from, basically, two very differmt sources: first, speakers' ability to syllabify", second, the application of some phonological procesmes in the "syllable domain". But are they really hints for "syllable boundary placement"? As for the former source, what speakers are able to do is to distinguish in the flow of speech those sounds which are more prominent against the less prominent background, and the chunks that arise in this may are listed in the form parallel to counting. The problen with the latter source concerns the circularity of arqumentation it introduces which entails arbitrariness of boundary placement: one and the cand process may both condition and be conditioned by the syllable boundary (e.g. a tense ve. lax vowel opposition in

English, or "syllable final" devolcing in German).
Reliably enough, both speakers and phonological processes have access to words, on one hand, and to feet, on the other. Access to words is guaranteed by the existence of a lexicon; access to feet - by the fact that it is impossible not to act rhythaically (cf. [ 1 ]). A functional unit of phonology which is smaller than a word, and which shows its ccessability better than a syllable, is a beat.

\section*{4. HYPOTHESIS}

I suggest that the notions of a beat, word and foot as well as morpheme suffice to make it possible for the functions of the syllable to be accounted for without maintaining it as a unit. A basic speech skeleton consists of regularly recurring beats. Beats are primary (preferably) vocalic figures againet the consonantal ground. They are preferably vocalic due to the saliency potential inherent to vowels, although consonants might take over a beat function in a number of circuantances (cf. below). Inter-relationships between beats and pre-beat and post-beat consonants are specified by a set of binding laws which look both at a "micro-level" constituted by a single beat and consonants surrounding it, and at a "macro-level" - governed by rhythw. Consonants clustering betwen beats coexist according to the preferred order as well. A universal preference for isochrony is rooted in universal principles of human behaviour which are reflected in one statement: it is impossible not to act rhythaically (cf. 3 . above). In speech, an underlying organizational principle predicts a default tendency for equal time intervals between beats. The latter tendency is realized in different degrees
and modified versions to give a variety of typological and language-specific distinctions among particular tongues. From thi: derives a continuum of language types whose one end is occupied by the so called "iso-syllabic" languages - i.e. the ones in which, in the extreme case, all beats are regularly distributed timewise; and the other end is occupied by the so called "iso-accentual" languages - only stressed beats count for rhythm. Parallel to the typological hierarchisation there exists a language-specific differentiation as to how particular languages realize a universal preference for even beat distribution.
Universally, the inter relationships between vowels and consonants in a speech chain are based on the following criteria: sonority, segmental strength, perceptual salience, ease of articulation, and symmetry in binding consonants to vowels in the speech chain. The latter is meant to signify a proportional in numbers grouping of consonants around beats which supports an ideally regular beat distribution timewise. This eriterion, however, is easily overridden by other preferences. By means of the above criteria one can account for the universally preferred structure of a foot i.e. a CiViCzVz with a trochaic rhythmic pattern (cf. [4] for details). In a one-beat content word there is a preference for a CVC structure or for a CVV one ii.e. a consonant followed by a long vawel or a diphthong) by means of which stress on this only beat is conveyed (at least partly, beside a potential change in pitch and loudness) These structures are traditionally called "heavy syllables*. Thus, what used to be called a "heavy syllable" is the preferred structure of a
minimal content word. A "light syllable" stands for "less than that" i.e. a single beat structure not able to satisfy the above minimal content word requirements.
It is the number of vowels that is indicative of the number of beats in the first place. There are two other sub-cases, however. Firstly, the sequences \(V: C\) and VCC(C)o..n, although they involve one vowel, count for more than one beat, i.e. they form a category in between a one-beat structure and a two-beat structure. Secondly, a consonant may take up a beat function.

\section*{5. CONSONANTAL BEATS}

Preferably, a consonantal beat is separated from the nearest vowel by a consonant of a low sonority (or, at least, lower than that of the consonantal beat itselfy.
Universally, consonantal beats are assigned post-lexically: they function as a real-tine resolution of a rhythmical conflict. Thus, for instance, if a vowel is elided in fast/casual speech, one of the neighbouring consonants may take over a beat function (e.g.Eng.['hæpm], Pol. ['ffs(t)ko], or, otherwise, a cluster that results from the reduction may get simplified (e.g.Pol.['f(fstkゝl--> ['fska]). Those clusters are originally, i.e. immediately before vowel elision, disfavoured by universal word phonotactics as well as, often, by language specific phonotactics. If such a phonotactically disfavoured cluster is legalized in a given language (pre-)lexically (e.g. Pol. ['mgwa], ['rtzont \(\boldsymbol{E}_{[ }\)], ['miçl] or [nastẽmpstf], a post-lexical resolution is either to weaken a sonorous element (a potential consonantal beat) or to reduce a cluster of consonants (if their sonority is levelled).
Language-specifically, however, consonantal beats might arise in
a different fashion i.e. they either become lexicalized as a result of a generalization of a post-lexical rule (cf. Eng.['litf] or they are lexically assigned in the first lexically assigned in the first
place (cf. Czech [krcmova] or Serbo-Croatian [krka']).
In other words, consonantal beat asgignment is a process which has reached different levels of application in particular languages, ranging from full lexicalization to phonostylis tics.

\section*{6. INTER-BEAT SEQUENCES} There is a preferred order of consonants from one beat to another with respect to their sonority value. Specifically, what is favoured is a constant fall in sonority starting just after a beat and finishing just before another one (which constitutef a rise). This general preference can be most obviously overridden by morphology (a break in the sonority fall enhances morphological transparency), but also, language-specifically, within a morpheme.
Apart from the preference concarning the inter-beat consonants themselves, there are certain regularities concerning the way in which the consonants tend to bind to beats. These bindings derive from the criteria discussed in 4.above, \(a 5\) well as from the just mentioned preference. And, thus, in a VCV sequence, a \(C\) is preferably bound to the following \(V\). This mirrors word and foot-initial binding, but notice also that in a VCV the consonantal sonority fall is impossible - there is only a \(r i s e\) on the second \(v\) thanks to the preceding \(C\), which draws them together. In a vCCV, consonants bind to a respective preceding and following \(V\) (cf. symmetry in 4. above), unless sonority or stress-assignment criteria intervene (e.g. more
consonants are bound to a stressed beat). If there are more than two consonants in an inter-beat cluster, a default binding is as above, i.e. one C is bound to the following \(V\) and the remaining consonants are bound according to: the symmetry, stressed-beat and sonority slopes principles. The default binding, however, is subject to a number of potential modifications of a language specific and/or post-lexical (phonostylistic) nature.
Thus, generally, beat-counting constitutes the basic organizational principle of the speech chain, while binding l'aws should be understood as a set of universal potentials invoked in a language-specific way by particular languages.
The reader is referred to [ 4 ] for a more comprehensive treatment of the issue.
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\section*{ABSTRACT}

The present contribution attempts to verifeg and specify the analogous phonological opposition of the two syllable tonemes accurring in the North-East V1dzeme and Iatgale variants of the High Latvian dialect. The unification process of syllable tonemes which is under way in the Latvian Standara language has also been analysed.
1. INTRODUCTION

In Latvian the initial syllable bears the stress, as a rule. It is only in some cases that the stress may reat on any other syllabie. The syllable toneme is an independent prosodic feature in Latvian. It functions irrespective of word-atress In some cases the syllable toneme has a semantic function, for example, Zưks 'spring onion', tuoks bow or ahs ft-bow', luôks (-gs) 'window'.
2. Latvian standard Language In the Latvian Standard language three types of gllable toneme are conventionally distinguished: falling(l), broken (glotta21zed) ( \(\wedge\) ) and drawling ( \(\sim\) ). yot the use of two tonemes: drawling and non-draming is oompulaory. It is left for a mpeaker to chooae.
either one syllable toneme (basically falling) or disdistinguish between the falling and broken toneme within the limits of nonfalling ayllable tonemes. Sometimes the choige of theese tonemes has semantic function, for example, when distinguishing the adverb kA (Kへ̂ tu roc? 'How do you dig? \({ }^{1}\) Prom the pronoun (Katev nav? 'What do you lack? Latvian Iinguistics lacks experimental research concerning both the aystems of syllable toneme in the Standard language and dialects, and the processes proceeding in them. At present the \(u n i f i c a-\) \(t i o n\) of ayllable tonemes can be observed in the Standard Latvian language. Formerly the attention to this phonomenon was drawn by J. Endzelins [31, V.Dam* be [2], S.Rage [6]. The present resoarch atests that the unification procem eds in several directions: I. Under the influence of the Low Latrian dialect, called Lejzemioku, the ararling gyllable toneme, as a hypermormal feature, may be heard in some words, for example, matye 'bread', tauts' peoplé, Ityla istroét. S.Rage [6] and V.Dambe [2] had also noted the occasionit wrong use of the draw-
lifnc ayliable toneme in-
-tach of the falzfur me, by High Letring inder the inflưonce of toón Latvian dialocte. II. In I Tresindtday Standard Latrian the nise of the faliferg toneme has notably increased. In the speech of professional linguists, too, one can of linguists, toos one can of ton hear the wrong uage brush' 䧑pula onion', taupa (he)saves'. (Some cases, for example, taupa, may also serve as a reverae reaction to the hypernormal pronunciation of télita). Basically two reasons account for this: 1) the impact of the High Latrian dialect (In this dialect the falling toneme is subotituted for the arawling one. A great number of Latvian intellectuals are born High Latviana); 2) the impact of the Rusaian language: a) the drawling syllable toneme that is marked by the duration of vowels is pronounced shorter. Therefore it is quite credible that duration marks the drawling toneme only in the syllables containing open and half-open vowels; b)The specific features of a broken toneme tend to disappear - there is a notable decrease of glottalization. The latter is more level, and the increase of duration of the broken tonemas is occasionally noted. Besides, the falling toneme is specified by stability in the Latvian Standard language. In general, within the system of three syllable tonemes which comprises two tonemes of 1 ey el character, e.i. falling and drawing, the falling toneme is effected more precisely (usually by the level \(f\) alilng duration of the intensity and the fundamental pitch)
thon in tha misen wher two tonemes aro used. In the latter they muet differ, for example, only from the broken toneme which, in its turn, is marked by a c u\(t \theta\) intensity and the fundamental pitch changes. Wo have already pointed out the variations in the intensity of the falling tonemes and the fundamental pitch dirrection in the two tonemes area [4]. In 1923 A.Abele wrote [1] that when word-stress in the Latvian was shifted to the initial syllable, the drawling to neme turned into the falling one under the impact of the East Slavonic neigh bours: In the Present-day Latvian language the accentuation of the initial gyllable has become fixed. You need not go East in search of the impact of the Russian language. Consequently, the shifting process of toneme is recurring.
3. DIALECTS

The syllable tonemes in dialects appear to be more stable. The area of the vem ry singular High Latvian dialect with two syllable tonemes ( 1 and 1 ) in use, embraces the territory of two Latvian regions: Latgale and North-East Vidzeme. We have made experimental measurements of the syllable tonemes used in Latgale, namely, in the subdialects of Baltínava, Berzgale, Silajani and Pre1li. The obtained data have been compared to the characteristics of the syllable tonemes used in the formerly explored sub-dialects of North-East Vidzeme, namely, Ziemeri [4,5], Áluksne, Jaunlaicene, Jaunroze, Karva, Veclaicene [5]. The sub-dialects under discussion are still used in daily commu-
nication and farming. I have analysed tonemes in the syllables containing long monophthongs and diphthongs in both isolated words and phrases. It may be concluded that the characteristic features of the syllable tonemes in isolated words, as well as in phrases, are identical irrespective of the fact that the duration of produced speech sounds in isolated words of the sub-dialects under conaideration at an average 1,3 times exceeds the duration of the speech sounds fixed in phrases. The experiment concerned with the investigated Latgale sub-dialects permits to conclude the usage of two phonologically distinctive types of syllable tonemes: 1) the \(18-\) \(v\) e 1 toneme (conventionally called falling and marked byy. This type of toneme is apecified by level intensity and fundamental pitch changes and longer duration. The intensity and fundamental pitch direction can be specified as level falling, level rising - fal ling, or level rising; 2) the a cut e toneme (conventionally called broken and marked with \(\wedge\) ). This type of toneme is specified by the acute intensity and fundamental pitch changes and shorter duration. The intensity and fundamental pitch direction can be described as acute falling, acute falling-riaing, or acute rising-falling. In the Berzgale sub-dialect the oscillogram of the mom nophthong \(e\) produced by an informant ahows a particular saw-shaped design with a rising-falling misingfalling direction. This type (A) of toneme is specified by glottalization,i.e. a decrease in the regula-
rity of the vocal cords vibrations. Jet it is impossible to state the starting point of glottalization onIy by oscillograms.
Both types of toneme are contrasted to esch other by the presence or absence of a specific prosodic disa specilic prosodic disute or 1 e \(v\) e 1 characteristics of the intensity and fundamental pitch changes. Yet it is indisputable that intensity changes is a more precise toneme indicator, for example, the mono phthongs 1 , u, : 1 , u, produced in phrases, differ in the intenaity of the second part of monophthongs; in the absolute distinction between the intensity of the first and second part of a monophthong; they differ in the distance to the upper limit of intensity maximum; in the distance between the maximum and minimum intensity; in the range of the rise and fall: in the rapidity of the intensity of rise and fall. The above mentioned indicators have a credibility rate of toneme distinction which is> \(97,0 \%-99,9 \%\) (by Student's criterion). According to the fundamental pitch changes the same monophthongs differ only in the average fundamental pitch and that of the second part of the monophthong Besides these indicators are only relative toneme distinctive features ( \(85,3 \%\) and \(86,4 \%\) distinctive oredibility by Student's criterion). Other measurements produce similar results. Consequently, in Latgale sub-dialects which produce level and acute toneme opposition dynamics is the basic distinctive feature of these tonemes. I have arrived at similar conclu-
sions from my former research when investigating level and acute toneme oppositions in North = Vidzeme sub-dialects I4,5I. So this permits generalization that in the High Latvian Non-selonian sub-dialects, where two syllable tonemes prevail, two types of toneme - 1 e vel and a cute are phonologicaa c u te are phonologi
lly distinctive in both North-East Vidzeme and Latgale. Dynamics aerves as the basic distinctive feature between them.
The High Latvian dialect comprises another group of sub-dialects, the so called Selonian. However, I temporarily lack a aufficient number of experimental tests to offer the complete specification of these tonemes. I may only share the hypothesis advanced by A. Sarkanis I7I to the ef. fect that in Selonian subdialects, the musical or melodious moment predominates as a distinctive feature of tonemes.
re of tonemes.
It would be essential to subject to experimental test also some other pheno. mena of the High Latvian dialect, for example, the usage of the rising syllable toneme, characteristic of the Selonian sub-dialects, in the speech of the Non-selonian (e.g. Izvalta) native population. The syllable toneme, which occurs in the result of contraction and reminds of the drawling toneme and some other syllable toneme variations, also deserve experimental research.
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This paper describes a simple method to derive stylized representations from raw FO contours. The results of a study on FO contours in Spanish sentences using this method are also presented. Finally, application of obtainedmodels to automatic speech recognition is discussed.

\section*{1. INTRODUCTION}

Modelization of prosodic information for automatic synthesis and recognition systems can be made in several ways. An usual approach has been the analysis of fundamental frequency ( F 0 ), duration and amplitude of syllabic nuclei in sentences, in order to detect stressed syllables and clause boundaries. Intonative information can also be extracted from a representation of different \(F 0\) levels in the syllables.

Such an approach has demonstrated to be very effective in synthesis systems (as the one developed by Pierrehumbert [3]). But in recognition systems, although importantresults have been achieved, some questions, as the automatic detection of syllablic nucleus, havenotstill been entirely solved. Results reported by Vaissière [4] and Mertens [1] are good examples of this fact.

This paper describes a simple method of representation of FOcontours (section 1 ), and a study of melodic patterns in Spanish sentences using stylized contours obtained with this procedure (section 3 ). This study
has been achieved as a primary step in the development of an automatic pitch contour recognizer for Spanish. The use of the obtained results in automatic recognition is evaluated in section 4.

\section*{2. STYLIZATION PROCESS}

Process of stylization included various stages:
1) Extraction of F0 values.
2) Obtention of stylized representations, by saving only the values corresponding to time and F 0 at beginning, end and inflection points of each sentence. Inflection points can be defined as points in the F0 contour were slope changes its sign (from positive to negative, or vice versa). Straight lines traced between these points form the stylized representations for each contour.
3) Finally, simple time and frequency normalizations were performed, in order to avoid variations due to intrinsic F0 and speech rate for different speakers. In frequency normalization, initial F0 values of each contour were set to 0 , and values corresponding to the remaining points were made relative toit. Time normalization sets to 0 and 1 time values corresponding to beginning and end of F 0 trace respectively; other time values in the representation are made relative to these reference points.

This stylization procedure is very straightforward and can be easily


FIGURE 1: An example of original F0 trace, and its correspondant stylized representation
automatized if desired, although it has been applied manually in this study. An example of stylized representation, and its corresponding F0 contour, is shown in Figure 1.

Some remarks can be made about this method:
1) A whole-sentence approach has been preferred to a syllable approach in this analysis procedure. The F0 trace is divided into several segments, defined as the straight lines that link two contiguous inflection points. Obtained F0 peaks can correspond or not to stressed syllables.
2) Only F0 variations are analyzed. Duration and amplitude of syllables are considered to be important for transmission of stress information, but they seem secondary cues in intonation analysis.
3) Micromelodic variations are not considered in this method. Segments
showing increases or drops in F0 less than 10 Hz between its beginning and its end are not taken account of.

\section*{3. EXPERIMENTAL PROCEDURE}

The described procedure was applied to stylize a set of F0 contours extracted from simple Spanish sentences. The analysis of the obtained representations carried to the definition of some typical F0 patterns used in Spanish for expression of sentential modality.

\subsection*{3.1. Design and Recording of Corpus}

A set of 54 sentences was constructed representing six different modality types, adapted from the traditional classification of Navarro Tomás [2]: a) enunciative; b) interrogative type I; c) interrogative type II; d) interrogative type III; e) exclamative; and f) imperative. Each subset included different tokens of sentences with changes in number and position of stressed syllables.

Sentences contained each only one intonative group, and were formed exclusively by voiced sounds, to provide the analysis of complete F0 contours. They were embedded into brief dialogues to facilitate the production of a more natural intonation while reading. Dialogues were read by 4 Spanish speakers, 2 men and 2 women, in a sound isolated booth, and recorded on high-quality audio tape.

\subsection*{3.2. Analysis Procedure}

Sentences to be analyzed were then low-pass filtered, digitized at a sample rate of 10 Khz , and stored. F0 contours calculations were performed by means of a pitch detector based on an auto-correlation technique, available in MacSpeech Lab II, a commercial speech analysis software for Macintosh.

The procedure described in section 2 was applied to each F0 contour in order to obtain the stylized representations.

Previous studies [5] showed that initial and final parts of \(F O\) contours contain most intonative information. To take account of this fact, slopes of initial and final segments for each sentence were calculated.

\subsection*{3.3. Statistic Analysis}

Two sub-groups of sentences were formed for each modality type, according wether the slope of final segment was rising or falling. A simple statistic analysis was then performed to extract mean values of the slope of first and last sentence segment for each sub-group. Means were also calculated for F0 values at the first peak (thatis, at the end of the firstrising segment), and at the end of the contours. The results of this analysis are shown in Table A.

\subsection*{3.4. Pattern Classification}

According to these results, the obtained F0 stylized contours were classified into three basic patterns (see figure 2):
1) A falling pattern, for all declarative and some interrogative, imperative and exclamative sentences, characterized by the presence of a final segment with falling slope.
2) A slow-rising pattern, for some
imperative and exclamative sentences, characterized by a final segment with a 0 \(0,5 \mathrm{~Hz} / \mathrm{ms}\). rising slope.
3) A fast-rising pattern, detected in most interrogative sentences, and characterized by a rising final segment, with slopes usually greater than \(0,5 \mathrm{~Hz} / \mathrm{ms}\).

A series of secondary cues that are superimposed to these basic patterns to enhance or complete the expression of modality in sentences were also established:
1) The height of first \(F 0\) peak relative to the beginning of the contour. This feature is specially important in questions, where F0 shows at this point higher values than for the rest of sentence types. Only some exclamative sentences showed values similar to those found in questions.
2) The slope of final segment, that can be useful to distinguish between simple declarative and imperative - exclamative sentences: the second ones usually show a more abrupt slope (less than \(-1 \mathrm{~Hz} / \mathrm{ms}\).) than the first one.
3) The use of some special \(F 0\) contour forms, as the"circumflex final", or the "wave-like contour" (see Figure 3), usually to reinforce the expressive message in exclamative and imperative sentences.
4) Variations in F0 range of whole

TABLE A: Mean values of Slope (in \(\mathrm{Hz} / \mathrm{ms}\).) and F0 Height (in Hz relative to the initial F0 value) in main trace segments, calculated for each sentence type
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{\[
\begin{gathered}
\text { Sencence } \\
\text { type } \\
\hline
\end{gathered}
\]} & \multirow[t]{2}{*}{} & \multicolumn{2}{|l|}{FIRST RISING SEGMT.} & \multicolumn{2}{|l|}{FINAL SEGMENT} \\
\hline & & Slope & FO Height & Slope & F0 Height \\
\hline Enunciative & - & 0,38 & 59 & -0.27 & -29 \\
\hline Int. Type I & + & 0,65 & 96 & 0.87 & 171 \\
\hline \multirow[t]{2}{*}{Int. Type II} & + & 0.57 & 123 & 1.06 & 146 \\
\hline & - & 0,75 & 80 & -0.52 & -42 \\
\hline Int. Type III & + & 0,70 & 110 & 079 & 157 \\
\hline \multirow[t]{2}{*}{Exclamative} & + & 0,72 & 119 & \(0 \cdot 48\) & 13 \\
\hline & - & 0,51 & 93 & -0'49 & -35 \\
\hline \multirow[t]{2}{*}{Imperative} & + & 0,36 & 43 & 0.40 & 15 \\
\hline & - & 0,61 & 59 & -0.42 & -38 \\
\hline
\end{tabular}


FIGURE 2: Typical FO patterns in Spanish: a) Falling; b) Slow Rising; c) Fast Rising.
sentence, associated to the expression of emotions by speakers.

\section*{4. APPLICATION OF RESULTS TO AUTOMATIC RECOGNITION}

This stylization method could be adapted to automatic implementation. A smoothing procedure would be introduced, to eliminate variations due to F0 detection errors and to interpolate segments were FO is not present, and a different time normalization procedure would be used, since the one applied at this study is not useful with varying length sentences.

The obtained models are being applied to automatic labelling of sencence types. Slope and relative height of initial and final segments of stylized contours seem sufficient cues for the identification of


FIGURE 3: Special FO parems: a) "Wave-like" Contour, b) Circumflex Final.

\section*{different types.}

Further research to verify the perceptual salience of this schematic models and its validity in continuous speech sentences has still to be carried out .
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\section*{INTONATION AND AMBIGUITY}
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ABSTRACT
The conditions for an expression to be ambiguous are the result of a rule violation. There is no violation of the nuclear stress rule (NSR) but its substitution for the compound stress (CSR), as a result of transformations that affect the semantic representation of a sentence. The ways of cancelling ambiguity can be regarded as having a semantic status, when there is a connection with the alteration of a context, or a change in the semantic representation.

\section*{1. INTRODUCTION}
1.1. The nature of ambiguity The twofold aspects of ambiguity, consisting of the diversity of semantic description and singularity of formal expression, is the starting point in the understanding of this semantic device. Form and meaning are to be considered in an analysis of ambiguity, as well as a disassociation of the space relation, of what goes with what, that affects word order and agreement.
1.2. Types of ambiguity

The conditions for an expression to be ambiguous are the result of the violation of a syntactic or semantic rule, and such conditions establish the kind of ambiguity. 1.2.1. Syntactic type

The violation of a syntactic rule gives rise to a syntactic type of
ambiguity, and it could affect different syntactic aspects. A. The space definition of word concerns its grammatical category, because of its capacity to be ascribed to more than one category, when the adequate lexical meaning is provided: (1) They are visiting friends has two different readings, according to the double syntactic function of visiting as a present participle or an adjective: (a) they are people who are visiting their friends and (b) they are people who visit their friends.
B. The delimitation of a word space is related to a conflict of agreement, due to the lack of inflections: (2) 01d men and women should be out of danger. Interpretation (a) is based on the restrictive agreement of an adjective with the nearest noun, when there are two joined in coordination: 0ld men as well as women should be out of danger, and interpretation (b) concerns the agreement of an adjective with the two nouns: Old men and old women should be out of danger.
C. The space assignment to a word can affect the modal aspect, that is restricted to modal operators like quantifiers, with a modality de dicto or de re, regarding the scope of influence:
(3) Ruth wants a woman to stay. The two readings are the result of the application of a modality de dicto: (a) Ruth wants any woman to stay, or a modality de re: (b) Ruth wants a particular
woman to stay. In (a) a woman is in the scope of want, and in (b) wants is in the scope of a woman. 1.2.2. Lexical type

The violation of a semantic rule brings about a lexical type of ambiguity.
The cause of ambiguity is the coocurrence in a syntactic context of two types of meanings that
refer to the same lexeme: (4) Mery is going to have a baby. The dual interpretation of the sentence is due to the substitution of a conceptual meaning for an associative one: (a) Mary expects a baby, and (b) Mary intends to have a baby.
1.2.3. Lexico-syntactic type The border line between sjntactic and lexical ambiguity is not clearly delimited, and a violation of a syntactic rule merges with the violation of a semantic one. In this type of ambiguity a double grammatical category, and a double meaning, is attached to the same lexical item: (5) We saw her duck.
As a general rule syntactic and semantic ambiguity are based on space arrangement, consisting of the different scope of influence of a word, or of two words sharing the same space.
1.2.4. Lexico-phonetic type

It's a variety of the lexical type of ambiguity, and it's perceived only acoustically. A semantic and phonetic aspect merge in the violation of the rule, in the sense that a one to one correspondence between sound and meaning should be kept: (6) That kind of piece over there seems to be adequate.

\section*{2. PROCEDURE}

\subsection*{2.1. Causes of ambiguity and} their occurrence.
There is an interdependence among the causes of ambiguity, because syntactic ambiguity reies on lexical meaning, and lexical ambiguity needs the help of:a specific syntactic arrangement (it
is only in surface structure that ambiguity takes place). The lexico-phonetic variety is also dependent on lexical meaning and on a syntactic pattern. As a result of these interconnections, it is inferred that ambiguity is a syntactically dependent phenomenon..
The adjustment of two senses in a syntactic structure creates, basically, a problem of word order, not being able to reflect the dual space arrangement that takes place in a semantic representation. The other source of ambiguity concerns the selection restrictions that apply to the components of a lexeme.
The word order cause of ambiguity is manifested through lexical words as in (1), (2) and (5), or with the help of grammatical words as in (3). This cause of ambiguity implies a major occurrence. Pure lexical ambiguity caused by means of a selection restriction of components is second in importance, with the predicate being the main cause of ambiguity. The occurrence of the lexico-phonetic type of ambiguity is reduced when it doen \(t\) concern a purely lexical aspect. If we consider ambiguity on the double aspect of syntactic and semantic concern, syntactic ambiguity is more current than semantic, when the source is not purely lexical. 2.2. The nuclear stress rule The violation of the nuclear stress rule (NSR) that takes place in some syntactic types of ambiguity, and in lexical ones, cannot be considered as a condition for a prosodic type of ambiguity, and it is not the only sign that distinguishes an ambiguous expression from its invalidation.
On the other hand, the violation of the NSR is only apparent. because if we take embedding, in the form of a relative clause, as a transformation of the surface
structure, the violation of the NSR does not occur, and it can be considered the consequence of the application of the compound stress rule (CSR). The transformations on the different ambiguous sentences, taken as examples. are: (1) They that are visiting friends. There.is no transformation in (2); (5) and (6), because there is no violation of the NSR.
(3) Mary that to have a baby is going; (4) Ruth that to stay wants a moman.
The superficial violation of the NSR is the result of a rewriting of the aplication of the compound rule to the embedded transformation: (1) They (that are) visiting friends; (3) A going to have a baby woman *;-(4) A woman to stay wanted *. The violation of the NSR is explained through the application of the compound rule, that is lexically based, once the embedding transforma tion, which is syntactically rooted, takes place; we have two main resorts on which the semantic phenomenon relies: semantics and syntax.
An alternative in the application of the CSR and the NSR, in the form of a compound word or a phrase ('bluebell and blue bell), is a way to invalidate ambiguity, so that we can either confer the ability to invalidate ambiguity to the CSR or to the NSR, and the phrase can also be interpreted as a relative clause: the bell that is blue.
2.3. Other means to invalidate ambiguity
Although the apparent violation of the nuclear stress rule occurs in (1), (3) and (4), it doesn't take place in (2), (5) and (6). If the external stress placement is taken as a sign of the invalidation of ambiguity, another means of acquiring it has to be indicated. The specific way to cancel ambiguity in (2) is using a pause: 0id men 1 and women should be out of danger, and the same applies to (5): He saw her duck. The acoustic confusion
originated in (6) is solved by making use of the context. A pause seems to be a generalized way to make clear which sense is meant, because even in (1), (3) and (4) it helps to invalidate ambiguity: (1) They are 1 visiting friends; (3) Ruth wants I a woman to stay; (4) Mary is going I to have a baby.
Apart from the paralinguistic devices, there are non-prosodic ways to cancel ambiguity, and they can be classified into syntactic and semantic means.
The syntactic means are expressed in the form of embedding and downgrading predication, as it can be the function of the ambiguous expression like a noun clause, or the introduction of a relative clause that determines the subject or object of the ambiguous sentence. Another syntactic device is the addition of a prepositional phrase, which completes the meaning of the predicate. Lexically, the substitution of one grammatical word for another (articles) can also cancel ambiguity.
The most common semantic way to invalidate ambiguity is context. The substitution of the content words, when the new ones don't constitute part of their selection restrictions, or the ones of the predicate, can be added as a semantic device.
The distinction between a syntactic type of invalidation and u semantic one is relative, because the selection restrictions of the lexemes determine the success or failure of a syntactic type of invalidation.
If we consider the two senses of an ambiguous expression as marked and unmarked members, the invalidation is more frequent on the marked member.
2.4. Further classification

The application of the different syntactic and lexical resorts for the cancelation of ambiguity is the reason for a subsidiary classification, according to the capacity of an ambiguous expres-
sion to take the different tests. An open ambiguous expression is easily invalidated, and a close one takes more effort. The words open and close have to be consider in relative terms. The degree of invalidation of ambiguity has no correspondence with the general classification of syntactic and lexical types of ambiquity, so (1) is a close syntactic ambiguous sentence, and (4) a close lexical one. When ambiguity is based on sound perception, it is considered as open.
2.5. Semantic status

The non-prosodic means to invalidate ambiguity, consist mainly in the addition of information that concerns word meaning; the procedures are lexical, adapted to certain types of syntactic structures. They are assigned a semantic status, because there is context variation, bringing about a change in meaning.

\subsection*{2.5.1. Semantic status of into-} nation
Intonation and pause are prosodic ways to dispel ambiguity, and the question is whether they have a semantic status, or whether they are rhetorical procedures that have a rhetorical interpretation. Assuming the fact that the existence of ambiguity requires the violation of a rule that gives rise to a type of ambiguity, and that there isn't a real violation of the nuclear stress rule, there is no reason to make it responsible for the distinction between the two senses of an ambiguous expression. The surface distinction is due to an application of the compound rule after an embedded transformation. Intonation has a semantic status if we consider that there is a transformative process that applies to deep structure, having a semantic representation, but not if we make it responsible for a change in meaning, concerning the unmarked member of the ambiguous expression, because the external differences between
the two senses are the result of the application of the compound and the nuclear stress rules. On the other hand the acoustic perception of intonation doesn't seem to be clearly distinctive to the listener. and he has to have other means to distinguish one sense from the other. These means are the intuitive knowledge that the listener has of the violation of a syntactic or semantic rule, apart from the fact that sentences are inserted in a context, and don't occur in isolation.
If we approach intonation as a means of focussing new information, it's dubious that, in the same context, visiting is old information in (1) (a), and new in (1) (b). It's more likely to be thought of as in contrast to something that has already been said. We can take the lack of distinction between new and old information as a proof of the non-violation of the nuclear stress rule.
A pause is a prosodic device that can be used to determine the sense of an ambiguous expression on the form of a space mark, used as a rhetorical device that invalidate ambiguity, mainly in cases of conflicts of arrangements, but it cannot give rise to a change of meaning
2.6. Connections between conditions and cancelations of ambiguity.
There is no strict connetion between the conditions that make an expression ambiguous and the means to cancel ambiguity; among these are included non-lexical semantic means, the context, and prosodic devices as stress and pausing. Lexico-phonetic means are excluded, though there 15 a fundamental correspondence between the syntactic and lexical aspects.
count of 4 , and is distributed to an average of one accent (primary or secondary) per 3 syllables.

In the following sentence, if solely the final primary accents occurs, the series of 5 unstressed syllables would break the perceptive-motor unit [7]. Secondary accent on the word "désintoxiqués" would allow avoiding this lengthy series of unstressed syllables:
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\section*{ABSTRACT}

Unlike most other existing French speech synthesis systems where prosodic organization depends mainly on syntactic structure, we adopt an approach where the phonotactic criteria (syllable count, length of stress group etc.) are take in account. We hypothesize that secondary accent takes a prominent part in stress structuration.

Based on acoustic and perceptual analysis of read corpus, we present:
- a general description of secondary accent which includes: distibution rules, phonotactic constraints which rule its occurrence, and acoustic description;
- the linguistic and phonotactic criteria for prosodic structure analysis; - a model for sentence prosodic organization.

\section*{1. INTRODUCTION}

Traditionally, French language is described as having an accent at the end of lexical words (primary accent). However some sporadic works done in the last two decades mention the presence of a secondary accent wich is not on the last syllable of lexical words and not relate to the rhetoric or enunciative accent (focalization) [1, 2, 3, 4].

Prosodic and perceptual analysis of 400 read utterances ( 5 speakers, 40 sentences, 2 repetitions) has been carried out [6].

\section*{2. SECONDARY ACCENT}

Secondary accent should be taken into consideration in French accentual structure: the analysis of 400 read utterances shows that, in polysyllabic words, almost one accent out of three is a secondary accent \([5,6]\).

Secondary accent distribution is the following:
- on the first or second syllable (often first syllable starting with a consonant) of a word; this word is not necessarily marked by final primary accent (stressed syllables are coded I, unstressed syllables -);
\begin{tabular}{llll} 
un char mant & gar con \\
- & I \\
\hline
\end{tabular}
- on the antepenultimate of a word ending with a primary accent;
une dose in finiter si male
- at the boundary of a morpheme in a polymorphemic word:
cest an ti \(/\) cons ti tu tio nnel
The secondary accent is located mainly at the beginning of a word or of a group.
The occurrence of a secondary accent in a word depends on various constraints [5]:
- the accentual context (among others the number of unstressed syllables between secondary accent and the preceding or following accent);
- the word position in the sentence;
- phonetic nature of word first segmental unit (consonantic or vocalic);
- the number of syllables of the word; - accentual strategy or speaker's regional and individual characteristics.
We hypothesize that secondary accent have a regulatory function in the production of stress. Thus the stress pattern in a given sentence would be consistent with the biological and psychological standards of the production of rhythm [7, 8]: the secondary acceat generally occurs so that a series of unstressed syllables never exceed the
- number of consecutive unstressed syllables: as a rule, we try to avoid more than 4 consecutive unstressed syllables (exception occur in cases of: bracketing, rapid speaking rate...). The stress clash rule is complementary to this one.
- rule of the first accent in a sentence: this one is realized as soon as possible, usually on one of the first stressable syllable (often the first syllable starting with a consonant in the sentence first word).
- phonotatic function of secondary accent. refer to section 2 above.
- rhythmic structure of the whole utterance: accentual or syllabic duration alternation principles [12, 13]; recurrence of stress groups, intonative patterns and temporal sequences principles \([7,16,5]\).
4. MODEL FOR SENTENCE PROSODIC ORGANIZATION

This model has been tested in text-tospeech synthesis (INRS-Telécom, Montréal). This speech synthesis system was dealing with a small among of was dealing with a small among of syntactic information: no syntactic analyzer
but a small grammatical words dictionnary.

We define a three-level prosodic structure (for more details refer to \([6,16]\) ): - rhythmic sequences: major intonation groups;
-rhythmic words: minor intonation groups;
accentual groups.
The demarcation of prosodic groups and the stress structuration are defined with linguistic and phonotactic criteria. For example, intonation units (such as rhythmic words or sequences) can be for rhythmic words or S
phonotactic reasons:
- either, if they are too small, regrouped to constitue a larger unit [17];
- or, if they are too long, divided in two to constitue smaller units.

We present an exemple illustrating the steps required to generate acceptable prosodic structures for two sentences having the same syntactic structure but different syllables count.
(A) Determination of rhythmic (A) Determination of
sequences and rhythmic words (Al) Sentence segmentation into (A1) Sentence segmentation (//)

Firstly, in text-to-speech synthesis, we used punctuation information to delimit linguistic rhythmic sequences. Then, after
linguistic and phonotactic rhythmic words have been defined (refer to (A2)), we reconsider this segmentation (refer to (A3)). As no ponctuation occurs inside the following sentences, each of them consists only of one rhythmic sequence.
1 /La souris est vue par un affreux chat/.
2/Le pélican est dévoré par un gigantesque trinocéros/.
(A2) Sentence segmentation into rhythmic words ([])
A2a) Demarcation before the grammatical words
words
1 La sou ris [est vue [par un a ffreux chat /
2 Le pe lican Iest de vo re
[par un gi gan tes que thi no of ros /.
(A2b) Grouping of two (or more) small groups
Conditions.
- one is composed of \(1^{*}\) or \(2^{*}\) syllables;
- the grouping doesn't exceed the count of 7* syllables.
1/La souris (I) est we [par un affreux chat/.
\(\begin{array}{lllll}1 & 2 & 3 & \begin{array}{lll}1 & 2\end{array} & 5\end{array}\)
\(\left(A 2_{c}\right)\) partition of large group
Conditions:
-one is composed of more than \(6^{*}\) syllables;
- the new group resulting from the partition must be composed of at least 3* syllables. (* These coefficiants can be varied according with the speaking rate or the speakers individual characteristics).
2 / Le pe lican [est © vo ré
[ par un gi gan tes que [ thi no ơ ros/.
\(\begin{array}{lllllllllll}1 & 2 & 3 & 4 & 5 & 6 & & 7 & 8 & 9 & 10 \\ 1 & 2 & 3 & 4 & 5 & 6\end{array}\left[\begin{array}{llll}1 & 2 & 3 & 4\end{array}\right.\)
Results from the segmentation into linguistic ( [ ] ) and phonotactic ( [ ] ) rhythmic words :
1 /[ La souris est vue] [par un affreux chat ]/. [ [par un gi gan tes que ][ rhi no of ros \(]\) ]/.
(A3) Linguistic rhythmic sequences partition into phonotactic rhythmic sequences (/I)

We never regroup together two linguistic rhythmic sequences.
Conditions:
- the new demarcation can only occurs between two linguistic rhythmic words;
- each new group resulting from the partition must be composed of at least two hythmic words (linguistic or phonotactic). 2/[Le pelican][est ávort]/ \(\left[\begin{array}{lll}1 & 2\end{array}{ }^{4}\right.\) [ [par un gi gan tes que ][ thi no of ros 1 ]/.
(B)Automatic positioning of accents The intonation where the accentual rules are applied is the rhythmic word (phonotactic or linguistic). The accentua ules define the distribution and the occurrence of primary and secondary accents. The secondary accent occurrence inside the rhythmic word is based upon the phonotactic constraints described in sections 2-3 above.

The stress clash rule is valid inside rhythmic sequences : each time an accent occurrs, the preceding and following syllables inside the same rhythmic sequence cannot be accentuated.

Firstly, all unstressable syllables (grammatical words, antepenultimate of lexical words composed of at least 3 syllables) are defined.

\section*{(B1) Primary accents location}

The last stressable syllable of each rhythmic word gets a primary accent.
1 /[ La souris est vue ] [par un affreux chat ]/.
2/[Le pe lican ] [est \& vore ]/ [ [ par un gi gan tes que ][ thi no of ros \(]\) ]/.
(B2) Secondary accents location
(B2a) Application of the rule of the sentence first accent

First stressable syllable of the first rhythmic word gets an accent.
1 [ La souris est we ] ..
- I - - I
\(2 /\left[\begin{array}{cc}\text { Le pe lican }] \\ -\mathrm{I}-\mathrm{I}\end{array}\right.\)
(B2b) Secondary accent rules
These aim at effecting a secondary accent in conformity with the distributional rules so that :
- a series of unstressed syllables never exceed the count of \(4^{*}\);
- the ratio of the total number of accents (primary and secondary) to the number of unstressed syllables in the sentence is included inside a range of \(1 / 2\) to \(1 / 4\) (average \(1 / 3\) : one accent per 3 syllables).
we approximate to the followed breakdown of the total number of secondary accent :
. \(80 \%\) of secondary accents on the word first syllable;
\(-20 \%\) of secondary accents on the antepenultimate of a word.
If we achieve differents results in respect with the preceding rules (different occurrences or distributions for secondary accent), we choose at random or according to regional or individual characteristics. 1 [[ La souris est vue ] [par un affreux chat ]/. - I - - I - - I - I



The accentual structure of sentence 2 d has the characteristics of the journalistic speech style (systematic presence of a secondary accent at the beginning of a word). The accentual structure of sentence 2a will better match the characteristics of slow speaking rate - reading for example (lower ratio of number of accents per number of unstressed syllables).

This prosodic model takes into consideration both linguistic and phonotactic constraints and not only, as in the past, linguistic constraints. Therefore two sentences having the same syntactic structure but composed of a different number of syllables will not be given the same prosodic structure.

\section*{5. CONCLUSION}

Prosodic structure seems to be the result of a compromise between universal non-linguistic constraints (of biological and psychological type) and linguistic constraints relating to each language.

According to our hypothesis, in stress production, secondary accent has a phonotatic and linguistic function (demarcation of units), whereas primary accent has only a linguistic function.

However further research on other aspects of phonotactic constraints in prosodic structuration is required.
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THE ACOUSTIC CHARACTERISTICS OF BOUNDARIES USED IN UTTERING TELEPHONE NUMBERS IN MANDARIN CHINESE, JAPANESE AND ENGLISH

\section*{Y. Tsukuma and J. Azuma}

Ritsumeikan University, Kyoto, Japan Kenmei Women's Junior College, Hyogo, Japan.

Through the acoustic analyses on boundaries in telephone number utterances (hereafter, T.N.U.) in Mandarin Chinese, Osaka Japanese and American English (eg. 18-8333,188-333, where the hyphens denote boundaries), a study was made on some prosodic features which appeared at the boundaries in T.N.U. An observation was also made to determine which prosodic parameters serve as the perceptual factors for the boundaries in T.N.U. by manipulating the F0 parameter and the duration parameter including pauses both of which are considered primary prosodic features. From the experimental results, it is concluded that the speakers of each language employ both the general and languagespecific prosodic features to mark the required boundaries in T.N.U. This seems to be based on the unique prosodic characteristics of each language.

\section*{1. Introduction}

Prosodic features indicating a major syntactic boundary seem to be languagespecific [1][2][3].

In Japanese, the most important prosodic feature to mark a syntactic boundary is the FO contour resetting at the boundary. Whereas in Mandarin Chinese (also known as Modern Standard Chinese, the term "Chinese" is employed in this paper) and English, pause and preboundary lengthening of a syllable before the syntactic boundary.

The main objective of this study is to investigate if the same prosodic
features marking the syntactic boundary are also employed to mark the boundaries found in a sequence of numbers such as T.N.U., which has stable experimental conditions without semantic and syntactic influences.

\section*{2. TEST GROUPINGS OF NUMBERS}

TABLE 1. Two Groupings of Numbers Used in the Experiments
\begin{tabular}{|l|c|c|}
\hline Language Examined & A & B \\
\hline Mandar in Chinese & \(18-8333\) & \(188-333\) \\
Osaka Japanese & \(47-5333\) & \(475-333\) \\
Amer ican Engl ish & \(89-8333\) & \(898-333\) \\
\hline
\end{tabular}

Chinese monosyllabic words have four lexical tones and Japanese two-mora words have four pitch patterns in their phonological inventory. Both the numbers "yao" for 1 and "ba" for 8 in Chinese carry a high-level tone. In Japanese both the numbers "yon" for 4 and "nana" for 7 carry a high-low pitch pattern, and "goo" for 5 and "san" for 3 carry a high-high pitch pattern.

The grouping of two and four is called A, while that of three and three is called B for the sake of convenience. Thus, the hyphens denote boundaries in the sequence of numbers.

\section*{3. EXPERIMENTAL PROCEDURES}

The test numbers written in Arabic numerals were uttered by the native speakers of their respective languages in declarative intonation.

TABLE 2. Details of the Subjects
\begin{tabular}{|l|c|c|c|}
\hline Language Examined & Sex & Age & Birth Place \\
\hline Mandarin Chinese & \(\circ\) & 37 & Bei i ing \\
Osaka Japanese & \({ }^{7}\) & 36 & Osaka \\
American English & \({ }^{7}\) & 48 & New York \\
\hline
\end{tabular}

Five tokens were selected from ten repetitions of \(A\) and \(B\) of each grouping and analysed with the acoustic analysis system using NEC-PC9801RX2. The typical acoustic traces of T.N.U. are shown next.
4. AUDIO SIGNAL AND FO CONTOURS


FIG. 1. Grouping A in Chinese


FIG. 2. Grouping B in Chinese


FIG. 3. Grouping A in Japanese


FIG. 4. Grouping B in Japanese


FIG. 5. Grouping A in English


FIG. 6. Grouping B in English

\section*{5. PARCOR-SYNIHESIZED STIMULI WITH PAUSE} MANIPULATION

In order to investigate to what extent the pause, the stretched duration and the FO contour resetting at the boundary can contribute to the correct location of the boundaries in T.N.U., a perceptual experiment was carried out.

Using the editing function of the acoustic analysis system, a pause found in groupings A was comletely removed in every language. The stretched vowel duration before the boundary as a result of preboundary lengthening was also cut by 100 ms and 200 ms in Chinese and English. On. the other hand, pauses of 200 ms and 400 ms were inserted between the numbers where there was no pause originally in every language.

\section*{6. PARCOR-SYNTHESIZED STIMULI WITH FO AND PAUSE MANIPULATION}

It is known as a physiological fact that resetting the phrase component takes place after a pause or syntactic boundary. Thus, the F0 parameter was manipulated in every language studied. The F0 values after the boundaries in the groupings A were lowered.

The combination of manipulated F0 and pause (including preboundary lengthening in Chinese and English) was made to examine an interrelationship among these prosodic features.
*PARCOR-synthesis (frame: \(25.6 \mathrm{~ms}-256\) sample / trapezoid window / 12 bit - 10 kHz sampling /LPF 4.5 kHz ) for this study was conducted by the Speech Processing System developed by Prof. Miyoko Sugito of Osaka Shoin Women's College

\section*{7. PERCEPTUAL EXPERIMENT}

The PARCOR-synthesized stimuli were randomized and presented over a cassette tape recorder to native speakers of each language for the perceptual tests. The
subjects were asked to judge which of the two groupings, A or B, each stimulus was intended to be. The details of the subjects who participated in the experiments are as follows:

TABLE 3. Details of the Subjects
\begin{tabular}{|l|r|c|c|l|}
\hline Language & Sex & Age & Total & Birth Place \\
\hline Chinese & \(\sigma^{\text {}}\) 우 & \(20 \sim 50\) & 75 & Beijing \\
Japanese & ㅇ & \(18 \sim 19\) & 122 & Hyogo \\
Engl ish & \(\sigma^{\text {J우 }}\) & \(25 \sim 55\) & 34 & Oregon \\
\hline
\end{tabular}

\section*{8. RESULTS OF PERCEPTUAL EXPERIMENT}

Experimental data were analyzed by a microcomputer and a Binominal Test was conducted on the difference between the judgements of each stimulus grouping. The results of the analyses are shown in TABLE 4~9.

\section*{TABLE 4. Results of Perceptual Experiment in Chinese \\ (with Manipulated Pause)}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline stimus & 10/ & Puns & (1) & 333 & & & \\
\hline & Fom & 432 m & 11 & 0 & 14 & & P<0.0 \\
\hline (ix & 17 & & 11 & 0 & 01 & 14 & \(p<0\) \\
\hline \(1-\) & O700 & & 1102 ta & 0 & 49 & 28 & \\
\hline 11 -23 & 5700 & & 20 & \(0 \pm\) & 34 & 41 & \\
\hline \(11-1333-4\) & 17 & & & & 35 & 40 & \\
\hline 10-630 & 770 & & 110 & 400 m & 15 & -0 & \\
\hline
\end{tabular}

TABLE 5. Results of Perceptual Experiment in Chinese
(with Manipulated F0 \& Pause)


TABLE 6. Results of Perceptual Experiment in Japanese (with Manipulated Pause)
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline stimus & \(1{ }^{17}\) & Puss & & P108 & (ramas & [mase & sicart \\
\hline (10-5igidu) & 482 m & 1200 & \({ }^{68}\) & \(0 \pm\) & 122 & & P<0.001 \\
\hline & \(482 m\) & \(0 \times\) & \(\mathrm{B}_{6} 8\) & 00 & 121 & & P<0.001 \\
\hline -5330-2 & \(482=\) & Oes & \(8^{88}\) & 2000 & 44 & & \\
\hline :383-3 & 482 m & - & 88 & 4000 & & & \\
\hline
\end{tabular}

TABLE 7. Results of Perceptual Experiment in Japanese
(with Manipulated F0 \& Pause)
\begin{tabular}{|c|c|c|c|c|}
\hline strow & \[
\begin{array}{lll}
\frac{17}{17} & \frac{P N U S 8}{} \\
180 & \text { of } 17 \\
\hline
\end{array}
\] &  & \[
\begin{array}{|l|l|l|}
\hline \text { Munber } & \text { Murber } \\
\hline \text { of } & \mathrm{A} & \text { of } \\
\hline
\end{array}
\] & \({ }_{\text {sicher }}^{\text {sicara }}\) \\
\hline (70.533, &  &  & 122 & \\
\hline &  &  & & \\
\hline &  &  & & \\
\hline &  &  & & \\
\hline &  &  & & \(p<0\) \\
\hline
\end{tabular}

TABLE 8. Results of Perceptual Experiment in English (with Manipulated Pause)
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline strous & ger & PMuss & 8333 &  & \%extas & |loresal & \({ }_{\text {che }}\) \\
\hline (8.2333 & \({ }^{6} 54=\) & 20 & 90 & 0 - & 33 & 0 & P<0 \\
\hline 20-4333-1 & 054 & & 9968 & \(0 \times\) & 32 & 1 & P<0.00 \\
\hline 0-3033-2 & 554 & & 96 & \(0 \times\) & 31 & 2 & P<0.001 \\
\hline 20-333-3 & 454.0 & & Q & 0.0 & 19 & 14 & N.s \\
\hline 20-633 & 654= & & 996 & 00 & 25 & 8 & P<0.05 \\
\hline 00-13 & & & \(9 \cdot\) & & , & 4 & \\
\hline
\end{tabular}

TABLE 9. Results of Perceptual Experiment in English (with Manipulated FO \& Pause)
\begin{tabular}{|c|c|c|c|c|}
\hline stavus &  & & & sia \\
\hline 480 &  & 33 & & \\
\hline &  & 21 & 12 & \\
\hline &  & 2 & & \\
\hline &  & 0 & & \\
\hline &  & 24 & & \\
\hline & & & & \\
\hline
\end{tabular}


FIG. 7. Radar Chart of Perceptual Effects of Four Prosodic Features in Chinese, Japanese and English.

From the above TABLES and FIGURES, the following observations are made for each language.

Chinese: the boundaries in T.N.U. in Chinese show the following two characteristics; placing a pause at the boundary, lengthening the syllabic vowel of the last digit before the pause as an effect of preboundary lengthening. The perceptual experiments prove that these two prosodic features are found significant, whereas the Fo parameter does not account for the presence of the boundaries in T.N.U. for listeners of this language in comparison with Japanese.

Japanese: the boundaries in T.N.U. in Japanese are made with the same two characteristics as in Chinese. Moreover, resetting the Fo contour after the boundary is also prominent in this language. However, the lengthened syllabic vowel of the last digit before the pause is rare in Japanese. From the results of the perceptual experiments, both a pause insertion and an Fo contour resetting account for the presence of the boundaries in T.N.U. for listeners in this language.

English: the boundaries in T.N.U. in English also show the same three characteristics as in Chinese. In addition the unique Fo rising of the syllabic vowel of the last digit before the boundary is observed in this language.

\section*{9. CONCLUSION}

Each language mentioned above employs the three prosodic features in its own way respectively in expressing the boundaries in T.N.U., which seems to be based on the unique prosodic characteristics of each language

In other words, as Chinese is a tone language, the Fo parameter cannot be manipulated, which makes its duration parameter an important prosodic feature for the boundaries in T.N.U.

In Japanese, as it is a mora-timed language, its duration parameter cannot be manipulated. Thus, an Fo parameter function as an important prosodic fea ture for the boundaries in T.N.U.

In English, as it is a stress-timed language, its duration parameter (both a pause insertion and the preboundary lengthening) is used as in Chinese to mark the boundaries in T.N.U. However,
as the Fo parameter in English is less exhaustively employed to make semantic differences than in Chinese, both the duration parameter and the Fo parameter are used for the boundaries in T.N.U

However, it should also be noted that for listeners of every language we studied, all of these three prosodic features as an interactive effect could account for the presence of the boundaries in T.N.U

These experiments also seem to prove that the prosodic characteristics for the boundaries in T.N.U. coincide with those for ordinary sentences in each language[ 1][2][3].
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\section*{ABSTRACT}

Preliminary results show some influence of sentence length and focus related accent position on Fo-declination in read German declarative utterances. For the declination line linear regression lines have been computed. An additional measurement was made on the first Fo-maximum of each declining contour. The slope of the regression line decreases with increasing utterance duration, and the first Fo-maximum of long sentences is lower when the focal accent has been placed on the second Fo-maximum.

\section*{1. INTRODUCTION}

During the last decade special attention has been paid again to a phenomenon of pitch behavior on sentence level, the so-called declination of the fundamental frequency contour and a simultaneous lowering of the peaks of accented syllables towards the end of declarative sentences. Depending on different types of investigations two general models explaining the phenomenon have been put forward. One refers to the underlying physiological mechanisms and thus tries to explain the phenomenon of declination by the decrease of the subglottal pressure [1], where-
as the other model - mainly found in acoustical and perceptual investigations often assumes a "pre-planning" strategy of the speaker, which would explain the finding that at least in read sentences of different length in some languages, e.g. Danish, the Fo-onset increases and the steepness of the slope decreases with the duration of the utterance [4].
Similar relations are expected for German. Using varied utterance duration and focus related accent position, variations of the slope and of the first Fo-maximum as one starting point of Fo-contours are expected.
2. MATERIAL AND INFORMANTS The material consisted of 36 simple sentences, divided into four blocks of utterance triples of different length ( 6,10 , and 14 syllables). Each block consisted of one short gentence amended twice with additional information at the end. This will be shown in the following:
1: Morgen kommt Maria. ... 2: ...mit dem Auto. ... 3: ... ... nach Hannover. Additionally different focal accent positions (1st, 5th, 9 th , and 13 th syllable were posed on the utterance triples, contextually controlled by appropriate ques-
tions, e.g.:
q: Wann kommt Maria?
a: Morgen Kommt Maria. Four tokens of all sentences were read aloud in random order. by each of three male order. by each of three male
native German speakers who native German
were students.

\section*{3. PROCEDURE}

The recorded material was acoustically analysed with respect to the Fo-variation by means of an LPC-analysis. Best-fit all-points linear regression lines have been computed, as well as the mean Fo of each intonation contour. Additional measurements were made on the first Fo-maximum and the intersection between the regression line and the \(y\)-axis. The actual duration of each sentence in ms should give further information, and the offset was expected to keep a speaker-dependent equal level.
Tab. 1: FACTORS AND VARIABLES
F1: sentence length
(short, medium, long)
F2: accent position
(2 in short, 3 in medium,
4 in long sentences)
V1: slope of the regression line
V2: first Fo-maximum
V3: intersection of the regression line with the y-axis
V4: mean Fo of the intonation contour
V5: sentence duration
4. GĖNERAL RESULTS

Tab. 1 shows the two factors and the five dependent variables used for the analysis. first a survey of overall means, illustrated by the figures, is given to show general trends. Then the factors have been statistically computed for each speaker separately. While the general behavior of the three speakers is quite
similar,
there are
some differences in detail.
The design of the material required a "ONEWAY"-analysis. Since the analysis was calculated twice over the same data set, the significance level was lowered according to the "Bonferroni" procedure to \(\alpha=0.025\). An a posteriori-test ("SCHEFFE") followed to find the significant differences between each of two variables within the same factor. Here the gignificance level was also lowerd to the value \(\alpha=0.025\).


Fig. 1: SENTENCE LENGTH eans of intersection.
first Fo-maximum and slope : 3 types of sentence length 1 accent position on the 1st syllable / all speakers
4.1. Varied sentence length Here the accent position was always on the first syllable. As expected, Fig. 1 shows a substantial decrease of the slope with increasing therance length. There is a main effect for all informants:
M: \(F(2,47)=61.2813 ; ~ P<.001\); \(\mathrm{J}: ~ \mathrm{~F}(2,47)=27.4799 ; \mathrm{p}<.001\); \(R: F(2,45)=54.3722 ; p<.001\). But there is only a weak increase of the first Fo-maximum as well as in the decrease of the intersection. The mean \(F\) of the intonation contours is not remarkable, and the duration in ms just illustrates the actual
duration of the linguistically varied sentences.
4.2. Varied accent position The slopes on Fig. 2 to Fig. 4 also decrease as the focal accent is moved towards the end of an utterance. But in the long sentences on Fig. 4 a significant difference can only be detected between the earlier and the later accent positions:
M: \(F(3,62)=11.6998 ; p<.001\); J: \(F(3,63)=3.6151 ; p<.025 ;\) \(R: F(3,61)=36.4458 ; p<.001\). Accordingly to the decreasing slope the mean Fo of the declining contours increases significantly for each informant and ends up on a speaker-individual but equal level in all sentences. The first Fo-maximum of Fig. 3 and Fig. 4 shows a pecullar, more or less speaker dependent lowering, when the accent has been placed on the 5th syllable (the second position). And it increases again as the accent is moved towards the end of an utterance.
The intersection does not show any notable variation, while the sentence duration in ms increases feebly with the accent at the end.

\section*{5. SOMB INDIVIDUAL RESULTS}
5.1. Speaker M

Regarding the first Fo-maximum speaker \(M\) does not show any main effect neither on the factor "sentence length" nor on the factor naccent position". Just when he produces the long sentences with focal accent on the second position the first Fomaximum aproaches a significant lowering
( \(\mathrm{F}(3,62\) ) \(=3.2015\); \(\mathrm{p}=.0297\) ).

\section*{5.2. speaker J}

Speaker J does show significant differences on the first Fo-maxinum when the

Fig. 2: ACCENT POSITION (2) means of intersection,
first Fo-maximum and slope short sentences / 2 accent positions / all speakers


Fig. 3: ACCENT POSITION (3) means of intersection, first Fo-maximum and slope medium sentences / 3 accent positions/all speakers


Fig. 4: ACCENT POSITION (4) means of intersection
first Fo-maximum and slope : long sentences / 4 accent positions / all speakers
accent position is varied. In short sentences the first Fo-maximum increases significantly when the accent is placed on the second and thus on the last position
( \(\mathrm{F}(1,31)=9.4327\); p (.025) ) and in long sentences the first Fo-maximum decreases extremly significant when the accent is placed on the second position
( \(\mathrm{F}(3,63)=9.2232\); \(\mathrm{p}<.001\) ). Medium sentence length does not show any effect.
5.3. Speaker \(R\)

For speaker \(R\) both factors "sentence length" and "accent position" show a high influence on all variables. That is not valid for speaker \(M\) and \(J\).
Concerning the first Fomaximum, it is significant low with the accent on the second position in medium and long sentences
( \(\mathrm{F}(2,47)=6.9829\); \(\mathrm{p}<.025\);
\(F(3,61)=14.7907 ; p(.001)\), and there is, contrary to speaker J, a lowering tendency in short sentences with second accent position ( \(\mathrm{F}(1,30)=5.2496 ; \mathrm{p}=.0294\) ).

\section*{6. DISCUSSION}

So far as has been tested in this investigation, sentence length and focal accent position exercise influence on some parameters relating to the declination phenomenon. One of them is the slope of the declining contour, computed as a global all-points linear regression line. It decreases significantly with increasing utterance duration, and with varied accent position towards the end of an utterance. The first Fomaximum only shows some significant effect with varied accent position. This means that, if the accent has a medium position the first Fo-maximum is lower than in the other cases. Concerning
varied sentence length the first Fo-maximum increases weakly but not significantly in longer utterances.

This investigation is a preliminary study which has not been totally completed yet. Hence one should be cautious about interpretation. It seems more important at this stage to point out problems remaining in this kind of analysis. One of them is the discussion about the use of an all-points linear regression line rather than a topline or a baseline. The global regression line can be affected by a late focal accent and thus increases, while the declination contour decreases [2, 3].
Furthermore concerning this investigation, at the next stage all the focal accents must be cut off before computing linear regression lines, and then be measured separately. In this way one could obtain better information about the influence of varied accent position on the declination line.
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\section*{ABSTRACT}

This paper proposes a threedimensional model for the representation of intonation in Mandarin Chinese. In this model, I use two different types of features, which appear on different planes. Hierarchically-related tonal features [Upper] and [Raised] are used to represent tones. Pitch range features [Expanded Range] and [Raised Range] deliver the intonational meaning. [Expanded Range] is related to Focus; [Raised Range] has to do with expressiveness, such as questions. The paper discusses the representation of the neutral tone, focus, and questions within the framework of this model.

\section*{1. INTRODUCTION}

Mandarin Chinese is a tone language with four lexical tones. These distinguish lexical meaning and are specified in the lexicon,as shown in (1):
(1) Tone Pitch Ex. Gloss Value
\(\begin{array}{lll}1 & \mathrm{HH} & \mathrm{ma}^{1} \text { mother } \\ 2 & \mathrm{MH} & \mathrm{ma}^{2} \\ 3 & \text { hemp } \\ 3 & \mathrm{LLH} & \mathrm{ma}^{3} \\ \text { horse }\end{array}\)
\(4 \mathrm{HL} \mathrm{ma}^{4}\) scold
Since lexical tone and intonation are both characterized by pitch, their relationship has been a constant issue in the analysis of Chinese intonation. In this paper I use two different types of features in a three-dimensional model
(Halle \& Vergnaud 1987) to repre sent tone and intonation. 2. THE MODEL

I follow Yip(1989) in assumin two coplanlar features on the tona plane: the regiater feature [Upper] and the sub-register feature [Raised], which are hierarchicallyrelated, as in (2):
(2)
\begin{tabular}{lll} 
+Upper & +Raised & \(\mathbf{H}\) \\
& -Raised & \(H^{\prime}\) \\
\hline \multirow{3}{*}{ - Upper } & +Raised & \(M\) \\
& -Raised & \(L\)
\end{tabular}

I differ from Yip in taking the mora as the tone-bearing unit an well as a timing unit,as shown If (3)


I follow the application o underspecification theory by Pulleyblank (1986) in rearuthi that the univereal default ralmen for the two tonal features are ( -D ) and [+R]. So these two features ar not specifeid in the lexdeonitym the underlying representation
the four tones are Tone \(1:[+U]\), \([+U] ;\) Tone \(2:[-R],[+U]\); Tone 3 : \([-R],[-R] ;\) Tone 4: [+U], [-R].
The above four tones occur only with stressed syllables. Unstressed syllables do not bear any of the four tones, but are said to have a neutral tone.In underlying representation, the neutral tone is represented as having one mora and no tonal features, as shown in (4):
(4)

In this model I recognize a phonological component and a phonetic component on the tonal plane. The phonological component consists of a set of phonological rules which bring about a change in tonal category. These are the Tone Sandhi Rule ( which change Tone 3 to Tone 2 when it occurs before another Tone 3) and the Tone Deletion Rule (which changes the tone of unstressed syllables to neutral tones). The input to the phonological tonal component is the sequence of underlying tones with stress assigned. Stress is represent on another plane (stress plane) by metrical grids. The output of the phonological component is the phonological tonal representation, which is the input to the phonetic component. This component contains a set of allophonic rules deriving the phonetic tonal representation. This is shown in (5):
(5) Underlying Representation i
\begin{tabular}{c} 
Phonological \\
Component \\
Phonological Representation \\
\hdashline \begin{tabular}{c} 
Phonetic \\
Representation
\end{tabular} \\
\hline
\end{tabular}

Phonetic Representation
The phonetic tonal representation constitutes the basic pattern upon which pitch range features (which deliver intonational meaning) interact. Pitch range features include [Expanded Range] and [Raised Range], which are on a separate plane, and linked to the relevant syllable by association lines. They expand or raise the pitch range of the tone linked with that syllable via the mora.
3. Neutral Tones

The above model can adequately resolve the issue of the representation of the neutral tone, which has been largely ignored or over-simplified in previous literature.
Traditioanlly, the pitch value of the neutral tone is said to be solely determined by the tone of the preceding syllable: it is H' when it is preceded by Tone 3, \(M\) when preceded by Tone 2 and \(L\) when preceded by Tone 1. But this has not taken into account the full range of positions that the neutral tone may be in. First, it does not take into account the distinction between the prepausal and non-prepausal positions of the neutral tone. Secondly, it does not take into account the fact that neutral tones can occur consecutively in a sequence. And lastly, neutral tones can sometimes appear in initial position.
Taking the above facts into consideration, we get the following data:
(6)
a. Neutral tone in prepausal position
\begin{tabular}{cccc} 
Preceding & \multicolumn{4}{c}{ Neutral } & Tones \\
Tone & 1 & 2 & 3 \\
Tone 1 & L & ML & MLL \\
Tone 2 & L & ML & MLL \\
Tone 3 & H & H'L & H'ML \\
Tone 4 & L & LL & LLL \\
Neutral tone in & non-prepausal \\
sition
\end{tabular}
\begin{tabular}{cccc} 
Preceding & \multicolumn{3}{c}{ Neutral } \\
Tone & 1 & 2 & 3 \\
Tone 1 & M & MM & MMM \\
Tone 2 & M & MM & MMM \\
Tone 3 & \(H^{\prime}\) & \(H^{\prime} M\) & \(H^{\prime} M M\) \\
Tone 4 & M & MM & MMM
\end{tabular}
c. Neutral tones in initial position bear the pitch value \(M\)

All these values for the neutral tone can be obtained in the phonetic component through the interaction of the default rules (which supply the universal default values mentioned above) with the language-specific rules in the component. I will not go into detail here for lack of space. Interested readers are referred to Wang (forthcoming).

\section*{4. Focus}

Intonational meaning is usually divided into two parts: the expressiveness part and the informational part. In the informational aspect, the distinction between new and given information is related to that property called Focus Roughly speaking, what is focussed in a sentence is new information what is not focussed is given information. Focus is not related to syntactic structure and is not represented by metrical grids (or trees) on the stress plane. Following Selkirk (1984), we represent it by means of the ( \(F\) )o-cus-label device in the focus structure. Consider the sentence in (7): (As we are concerned here only with the presence or absence of stress and not with its varying degrees, we represent stress with an asterisk over the stressed syllable).
\(\begin{array}{ccc}(7) \\ * & * & F\end{array}\)
qing \({ }^{3} \mathrm{ni}^{3} \mathrm{gei}^{3}\) wo \(^{3}\) mai \(^{3}\) liang \({ }^{3}\)
please you for me buy two
\(\mathrm{ba}^{3} \operatorname{san}^{3}\)
measure umbrella
word
(Please buy two umbrellas for me.)

Now with this sentence we wil consider what consequences focus has on stress and tone in Mandarin Chinese and how we represent them in our model.
1. A focussed syllable always receives stress. For instance, in the sentence in (7), wo does not have stress on the stress plane but since it bears focus, so it is stressed. We can represent this by a focus rule, stated as in (8):
(8) Focus Rule

A syllable which has the F-label is stressed.
2. Focus destresses all the syllables following the focussed syl lable. The syllables preceding it are not destressed. Thus in (7) the stressed syllables mai (buy), liang (two) and san (umbrella) are destressed, because they follow the focussed syllable wo. This can be captured by a focal destressing rule, stated as in (9):
(9) Focal Destressing Rule All syllables following the \(F\) labelled syllable are destressed.

The above two rules apply to the stress pattern of the sentence before it is inputted into the phonological component. Thus the same sentence with \(F\) on different syllables will result in different stress patterns and consequently derive different phonological tonal representations.Take again the sentence in (7). Applying the Tone Sandhi Rule and Tone Deletion Rule to it, we get the derivation in (10).
\[
\text { (10) } \quad F
\]
qing ni gei wo mai liang ba san \(\begin{array}{cccccccc}3 & 3 & 3 & 3 & 3 & 3 & 3 & 3 \\ \text { TSR } 2 & 3 & 2 & 2 & 3 & 2 & 2 & 3\end{array}\) \(\begin{array}{llllllll}\text { TDR } 2 & 0 & 2 & 2 & 0 & 0 & 0 & 0\end{array}\)
However, if the focus is on liang, we would get a different stress pattern and a different phonological tonal representation, as shown
in the derivation in (11).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{(11)} & & \multicolumn{7}{|c|}{F} \\
\hline & * & & * & * & & * & & \\
\hline \multicolumn{9}{|r|}{qing ni gei wo mai liang ba san} \\
\hline & 3 & 3 & 3 & 3 & 3 & 3 & 3 & 3 \\
\hline TSR & 2 & 3 & 2 & 2 & 3 & 2 & 2 & 3 \\
\hline TDR & 2 & 0 & 2 & 0 & 3 & 2 & 0 & 0 \\
\hline
\end{tabular}
3. When the focussed syllable is Tone 1, Tone 2 or Tone 4, the pitch range is expanded in that \(H\) becomes extra high.This can be taken account of by positing an [Expanded Range] feature on a separate plane, the pitch range plane. Focussed syllables in the phonetic tonal representation are linked to that feature([+ER]) by an association line.
4. When the focussed syllable is Tone 3, if it is in prepausal position, \(L\) becomes still lower and the final \(H\) ' rises higher. If it is in non-prepausal position and is followed by neutral tones, then the \(L\) becomes lower as in the above case, but the \(H^{\prime}\) of the following neutral tone gets higher. In the latter case, [+ER] spreads to the syllable to the right, which has the feature [+U], as in (12).
\[
\begin{gather*}
{[+E R]}  \tag{12}\\
\vdots \\
\text { syll syll } \\
\vdots \\
\vdots \\
{[-U][+U]}
\end{gather*}
\]

From the above we can see that Focus plays a twofold role. It determines the stress pattern of a sentence together with the metrical structure on the stress plane before the application of the phonological rules and it also is related to the [+ER]feature, which interacts with the phonetic representation.
5. THE INTONATION OF QUESTIONS

Concerning the intonation of questions, there is general consensus that the tones and pitch contours of all the syllables except the last one are the same as in statements (Ho 1977, Wu 1982). There is difference in opinion, however, about the pitch contour of
the last syllable: whether it makee a rise thus changing the pitch contour or whether it retains ite pitch contour with only a rise in the pitch range. \(\mathrm{Ma}(1988)\) found in his acoustic studies that there is a raising in the pitch range for questions rather than a change in the pitch contour of the last syllable. Ma also observed that the question xia yu le? (Is it raining?) has been mistaken for a statement. I have on more that one occasion found that isolated yes-no questions without the question marker ma has been mistaken by listeners for statements. This can serve as evidence that questions have basically the same pitch contours as statements. The difference effected by the raised pitch range can not be discerned when the question is asked alone with no previous utterance to serve as a reference point. Thus we can represent the intonation of questions by linking [+Raised Range] feature, which is on the pitch range plane, to the last stressed syllable of the question.
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\begin{abstract}
A phonetic study of italics in English language literary texts has shown that this graphical means of expressing emphasis is very useful in making intonationally unambiguous those utterances which may have more than one interpretation in respect of the nucleus placement and type of tone used.
\end{abstract}

Traditionally, studies of graphical means of emphasis used in a given language have not been included into the field of phonetics, but rather regarded as part of stylistics [15,18,19,23]. Since graphical means, such as italics, carry a lot of valuable information about the intonational structure of an utterance, they may be as well regarded as subject matter of intonology, a branch of phonetics dealing both with the sound form and the semantic load of speech utterances.

It is not surprising that the English language which makes enormous use of intonation in rendering various meanings should favour the use of italics much more than any other language. It was Maria Schubiger who first pointed out that italics are often found in English sentences (in literary texts) where the placement of nuclear stress is determined only by context and is not signalled either by the syntactical construction or by a modal particle, as is the case in French and German [16].

Despite their frequent use by
authors of novels and stories, italics are not approved of by many stylists. For example, in "The King's English" by H.W.Fowler and F.G.Fowler we come across a point of view that "italics are a confession of weakness" and are emloyed mostly by those writers "who, regarding the reader's case as desperate, assist him with punctuation, italics and the like" [6]. A more realistic opinion of italicization is found in "The ABC of Style" by R. Fleisch who states that "if you don't use italics, you're missing one of the best resources of writing; if you use too many, you spoil the effect you're after. The basic rule is to underline (for italics in print) the words that would get heavy natural stress in speaking - and not to shy away from the colloquial sentence pattern that calls for such stress" [5].

It seems to be worth mentioning that not only scholars stress the intonational significance of this graphical means of emphasis but creative writers themselves, who make practical use of italics, often comment on this subject.In " 1984 " by G.Orwell we find such a commentary: "... Meanwhile I shall send you a copy of the book-" even O'Brien, Winston noticed, seemed to pronounce the words as though they were in italics" [14,p. 146].

Another author, L.M.Montgomery, describing her heroine as a sweet-souled lass, states that " she could instil some venom into innocent italics when
occsion required" [12,p.88].
From the given above examples we can see that italics are used for emphasizing a particular word which has a special meaning in the context as well as for showing that a special kind of intonation is to be chosen when pronouncing the sentence.

Thus, italics may be said to possess two prosodic functions, namely, the function of indicating an unusual position of the sentence stress, and that of showing that the nucleus ( even though in its predicted position) is to be realised with an unusual (emphatic) intonation. In most cases, however, both functions are combined and the italicized word is located in an unpredicted position and marks an unusual tone.

Very often, the use of italics is accompanied by an author's remark on the unusual position of stress ,e.g. "There was the unusual mellifluous murmur from the loudspeaker about seatbelts, emergency exits, oxygen masks. He wondered why stewardesses accented such unlikely words: "On our flight this evening we will be offering..." [17,p.31].

Another example of the author's commentary on the use of a "special tone" italics is given below. "In tones of loud and hearty excitement Miss Pilchester, who had forgotten to close the door, confesses that she literally didn't know. It was all such a thrills so absolutely unexpected. Had she been an age? "[1,p. 70 ].

Sometimes, capital letters are employed in place of italics:"Lenore talked haut-American, a fast anglicized gabble which lit on one word now and then for emphasis. In the Brompton house she'd said to me:"It's so PEACEFUL here. D'you know, Peeder, for many years we stayed at Brown's Hotel because it's so ENGLISH" [13,p.174].

Unusual placement of an italicized word often points to a contrast between
two or more elements within the nearest verbal or situational context. Contrastive italics may be placed on a normally unstressed word(function words), or even a prefix, or any other word which is capable of carrying a contrastive meaning. Consider the following example: "I thought you said it was all very formal." "Yes.She's not usually formal. Why should she be like that? She's so direct as a rule: not exactly informal,ever, but absolutely direct" [9,p.82].

Here a complex contrast is made possible with the help of italicization.

Much more often, however, italics are used with function words, such as auxiliary verbs, pronouns,etc. In order to find out parallels to this phenomenon in other languages, we analyzed a number of translations into English and selected those sentences which contained italicized auxiliaries ( in the English version).

The following example has been taken from "Lillebror och Karlsson pà Taket" by Astrid Lindgren and its English translation.
"Mellanmal forstor aptiten" sa hon. "Har blir inga bullar". Och ändå hade hon bakat bullar.Det stod ett helt fat i det öppna fönstret för att svalna. [10,p.48].
"Snacks between meals ruin your appetite," she said. "There will be no buns here". She had baked buns.There was a whole dish of them on the window-sill.[11,p.38].

In the Swedish sentence italics are on the meaningful part of the predicate (participle). Additionally, there is an intensifying particle and the inverted word order which contribute to the strenghtening of emphasis on "bakat". The corresponding English sentence lacks any other means but italics on the auxiliary to bring forth the contrast between the actual existence of buns and their unavailability for the boy.

Another example is from the Russian book "The Golden Calf" by I.Ilf and E.Petrov. -Вы не читали Блейлера? - спросил Кай Юлий удивленно. - Позвольте, по каким же материалам вы готовились? [20, 362 ].
"You haven't read Bleyler?" asked Caius Julius in surprise. "Excuse me,but with what material did you prepare yourself?" [8,p.189].

As can be seen, there are no italics in the original Russian text. The logic stress is on the word " материалам ". This position of the stress is determined by the presence of the particle "жe". In the English variant, there is a shift of the nucleus onto the auxiliary "did", which is an equivalent to the Russian particle.

Putting italics on pronouns is also quite frequent. We'd like to give here an illustration from "Alice in Wonderland" by Lewis Carroll,an author who is known to have used italics abundantly. The following example contains contrastive italics on a personal pronoun: "I can't help it," said Alice very meekly: "I'm growing". "You've no right to grow here," said the Dormouse. "Don't talk nonsense," said Alice boldly:"You know you're growing too"."Yes, but I grow at a reasonable pace," said the Dormouse. [2,p.144].

We've analysed the translations of this book into a number of languages, including French, Russian, and Estonian.

In the French translation, the sentence in question has no italics, but it contains a stressed pronoun"moi" preceding the unstressed one: -Oui, mais moi, je grandis a une vitesse raisonnable... [4,p.168].

The translation into Estonian gives evidence to a similar tendency, i.e., a stressed form of pronoun is used(which is normally omitted). Additionally, the final word, an adverb of manner, is in italics: "Seda küll, aga mina kasvan mõistlikult" [3,p.91].

The two Russian translations analysed
reveal two different tendencies. In the translation by V.Nabokov the pronoun is omitted altogether. In the translation by N.M.Demurova the place of italics is preserved.
-Да, но разумным образом, возразил Соня, - не раздуваюсь. как вы. [.22. 186]. -Да, но я расту с приличной скоростью, - возразила Соня, - не то что некоторые...
[21,c.90].
Perceptual and acoustic analysis of English sentences containing italicized words which were spoken by English speakers has shown that in most cases they had an emphatic tone, either a RiseFall or a High Fall. Such words were easily identified by trained Russian phoneticians as nuclei carrying one of these tones. The intonogram in Fig. 1 is an illustration of a well perceived emphatic tone on the italicized word


Fig. 1 Intonogram of the word "there"
"there" from the sentence "What lies over there?" [7].

There are some cases, however, when the italicized word is not perceived as a nuclear one. For example, the word "only" in the sentence "It's the only thing" (see Fig.2) is perceived by all listeners as stressed while the final word "thing" is identified with the nucleus.


Fig. 2 Intonogram of the word "only"
In conclusion, it should be said that use of italics reflects a very complicated system of accentuation which is characteristic of the English language. Italics are effective means of signalling a shift of the sentence stress which otherwise may be overlooked by the reader.

An extensive study of italicization may be very valuable in understanding the semantic functions of intonation.
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Le russe of fre, comme peut-etre oute autre langue, une grande quantite d'exemples où certaines quantite d exemples ou combinees qu'avec certaines classes de lexemes ou des constructions synta xiques. Quelques cas sont decrits dans le cadre des fonctions proprement linguistiques de l'intoprement Ainsi, dans la classification des constructions intonati ves (IK) par E. Bryzgunova la construction émotionnelle-apprecia tive IK-7 et, en partie, IK-5 1vertre une distribution limitee wontrent une distribution de selecivité [1]. D'autres cas de selecivite sont lies a d'autres fonctions de l'intonation, p.ex. a la fonction figurative. Tel est l'emploi d'un ton bas pour rendre l'idee de ce qui est grand et d'un ton haut de ce qui est petit; l'acceleraton du debit pour rendre l'idee d'une action dynamique etc.

\section*{2. LOCUTIONS PHRASEOLOGIQUES}

\section*{IATONATIVES}

Le russe parle possede un grand mbre de formules-reactions de ypes differents qui sont caracérisees par une structure gramma ticale incomplete, irréguliere, sont semantiquement appauvries et quelquefois meme vides de sens.
Cependant dans la communication rale ces formules acquierent une rification bien determinée signification bien sens grace d l'intonation. Leur sens integre et stable que l'on ne peut pas deduire des mots qui les composent, leur caractere metapho rique, expressif et emotionel fat classer ces formules parm les unites phraseologiques [2], Le les untes phraser qui revient role particulier qui revient 1'1ntonation dans leur fonction nement permet de les caractériser comme des locutions phraséologi ques intonatives (LPhI).
Ce type de formules et, en parliculter leurs caracteristique intonatives \(n^{\prime}\) ont pas eté suffisamment étudiees (voir cependant \((3,4,5,6])\)
1. Il \(y\) a des substituts pro soalques de quelques interjections et adverbes; ces substi tuts peuvent etre classes parmi des LPhI qui ne sont rendus dans des LPhI qui ne sont rendus accon
approximative comme "yry", "mm", " \(\mathrm{xm}^{\prime \prime}\) etc. Par exemple:
(4) [-- \(]\) угy = да (oui)
(5) [:?-] не-a = нет (non)

Ils sont pareils aux gestes (de consentement, de refus, de perplexité etc.) par leur fonctionnement et leur caractere non-verbal, ce qui permet de les considerer comme des gestes phoniques u bien des gestes intonatifs.
2. Des cliches intonatifs sont des complexes dans lesquels des séquences de mots, qui sont souvent semantiquement appauvris, n' existent qu'avec une intonation specifique. Les exemples ci-dessous \(n\) 'ont pas de sens, sinon avec une intonation particuliere qui leur donne un sens affectif:
(6) Hy н нy! - 1'etonnement, l'admiration (Ça, par exemple!) (7) Bot tak pas! - la réaction a qch dinattendu (En voild une affaire! Quelle tuile!)
(8) Как бы не так! - ie refus (8) Kaк бы не так! (Compte la-dessus!) Des séquences de mots pareilles peuvent etre potentiellement polyvalentes, mais grace a l'intonation elles reçoivent l'unique interpretation possible dans une situation communicative donnee. A10si, la formule un peu vulgaire Ainsi, la fout selon lintona(9) Надо me! peut selon 1 intonation signifier l'etonnement, le reproche, la reprobation, 1'indignation, 1'admiration. [5]
3. Outre les cliches intonatifs existe des idiomes intonatifs (au sens strict du mot). Ces con(au sens strict ane structure synstructions ont une structure syntaxique reguliere et peuvent etre prononces avec une intonation neutre, non-emphatique. Mais en tant qu'idiomes, dits avec une intonation emphatique, ils reçol vent une autre signification, qui ven une pas du sens propre des ne découle pas du sens propre des mots composants. Linconation em phatique agit de sorte que le sens propre est remplace par un sens figuré appreciatif, relatif: (10) Рассказывай! - la demande, 'ordre (Parle! Raconte!) (11) Paccka-a-зывah! - la mefiance (A d'autres!)
(12) Не говори. - 1 a détense de parler (Ne parle pas!
(13) He roвори! - la confirmation d'une opinion, d'une appreciation. Dans ces cas-la c'est l'intonation qui differencie les homonymes: elle distingue les structures neutres regulieres des locutions figes syntaxiques.

Le russe est particulierement riche en formules expressives-negatives \(\{3,4]\). Comparez:
(14) Так т тебе и схазала.
(C'est alnsi que je t'ai dit.)
(15) Tax я тебе и схазала!
(Je ne te le dirai pas!)
(16) Придет он. - Il va venir.
(17) Придет он:-Il ne viendra pas On connait bien des cas ou 1.1 n tonation permet de donner au mot un sens diametralement opposé:
(18) Молодец!-la louange (Bravo!)
(19) Молодө-ец! - la désapproba'tion, l'ironie (Tu as gagné!) (20) Xopor! - la louange (Ce qu' 11 est beau!)
(21) Xopor!- le blame, l'ironie (Un Jolı coco!)
En genéral, si le sens primaire et l'intonation se contredisent, \(c^{\prime}\) est toujours l'intonation qui prend le dessus.
4. Il \(y\) a encore un groupe d'exemples interessants dont le caractere specifique est d'augeenter le sens ou, en d'autres nots, de combler une ellipse. (22) Дes! - Il y a tant de choses a faire!
(23) Голос у нее! - Elle a une volx ravissante!
Une montée melodique haute rend dans ces exemples l'idee d'une grande quantite en combinaison avec le genitif singulier ou pluriel du substantif et lidee a' une haute appreciation - avec le nominatif. En cas de contact visuel entre les interlocuteurs le sens de l'intonation est souvent confirmé par des gestes (par exemple le hochement de tete) et une miaique appropriee.
Un autre cas ou l'intonation comble une ellipse a lieu dans des répliques incompletes, inacheVees, qui sont typiques de la langue russe parlée:
(24) Hy ты soobre. ..
(25) Ну вечно т上... - En ces cas l'Intonation de la continuation
remplace le predicat mañquant et ne laisse pas de doutes sur le sens de la réplique (generalement l'appreciation negative).

Malgré les distinctions considerables, 11 y a dans tous les cas qu'on vient d'examiner, un trait commun, notamment, le caractere stereotype de la sequence de mots et de l'intonation.

Les LPhI:
a) sont generées comme des unités toutes faites,
b) sont grammaticalement indivisibles,
c) ont un sens stable et integre, quil ne peut pas etre deduit des significations des elements qui les composent,
d) etant polyvalentes sur le plan explicatif, elles sont monovalentes quant l'aspect expressif et appellatif,
e) fonctionnent dans la langue comme des repliques-réactions,
f) sont caracterisees par une expressivite prononcée,
g) sont typiques de la langue parlée et de son imitation dans les oeuvres littéraires,
h) sont intimement liées a la mimique, a la pose, aux gestes,
1) souvent ne peuvent pas etre traduites litteralement en d'autres langues.
3. CARACTERISTIQUES PHONETIQUES

Dans la phraséologie intonative on emploie des moyens phonetiques typiques de la langue emphatique: 1) ailongement des voyelles - une des particularités les plus frappantes de l'intonation russe emphatique qui sert a rendre l'idee de l'etonnement, de l'enthousiasme, de la douceur, de la perplexité, de l'indignation, de la mefiance, du reproche etc.
2) allongement et renforcement emphatique des consonnes, compression des voyelles, typique de certaines emotions negatives (depit, irritation, refus catégorique); 3) ecarts de Fo augmentés a l'interieur de la syllabe accentuee et entre les voyelles voisines; 4) utilisation des registres extrèmes: très bas et très haut; 5) tons complexes, modules et entrecoupes par un coup de glotte;
6) ton plat,absence de mouvements melodiques pendant des periodes bien longues;
7) divers timbres, types particuliers de phonation (voix aspirée, rauque, grinçante, tendue etc.) 3. PERCEPTION

Notre experience linguistique temolgne d'un large emplal des LPhI dans la langue parlee. On les comprend dans une situation donnee d'une maniere suffisamment univoque, surtout accompagnees de gestes et de mimiques. On peut supposer que les formules intonatives seraient bien reconnues mene privees de leur contexte et du contact visuel des interlocuteurs.
Pour etudier le role de l'intonation dans la reconnaissance du sens des LPhI on a elabore une methode speciale nommee "methode des remarques d' auteur"
Les auditeurs dolvent situer des repliques isolees, c'est-a-dire imaginer des situations où elles pourraient etre employees et en caracteriser l'intonation ak moyen des remarques \(a^{\prime}\) auteur du type: "a-t-11 dit a' une voix calme, s'est-il ecrie \(d^{\prime}\) un ton surpris etc." A titre d'exemple on leur cite quelques fragments doeuvres interaires avec des remarques a' auteur authentiques.
Le corpus experimental est constr tue par des oppositions au type: (26) Он в rород? Куда ему? - 11 part pour la ville? Ou donc?
(27) Он справится? - Куда-а ему! - Il va se debrouililer? - II \(5^{\prime}\) en faut de beaucoup!
(28) Хлеба я купил. Епе чего? Du pain, j'en ai deja achete. Et quol encore?
(39) Хлеба купимь? - Еще чего! Tu achetes du pain?- Quoi encore! Les fragments avec des elements segmentaux identiques sont decoupés du contexte. Les personnes qui sulvent le cours de la theorie de lintonation ont pris part aux experiences. Les repliques ont eté présentees en paires (intonation neutre-intonation emphatique). Les auditeurs ont bien reconnu les différents types intonatifs et les ont décrit au moyen des remarques.

Les repliques des deux types sont decrites de differente manière. En caractérisant les repliques neutres les auditeurs se bornent generalement aux verbes declaratifs communs et tres frequents (dire, demander, repondre). Quant aux LPhI, on \(y\) constate un choix beaucoup plus large des ver bes et l'emploi plus fréquent des adverbes specificateurs. Les audrteurs non seulement designent une emotion, mais decrivent leurs impressions auditives (a-t-il dit \(d^{\prime}\) une voix trainante, \(d^{\prime}\) un ton tranchant). Il \(y\) a des auditeurs qui ne caracterisent pas l'intona tion a l'aide des remarques, mais tachent de rendre le sens de la réplique. Ainsi, la réplique "Сделает он!" (au sens "Il ne le fera pas") peut provoquer non seulement la reaction "a-t-il dit d' un ton sarcastique", mais aussi la reaction " Лertsp kakon!" (Quel paresseux!); la réplique "Kyдa emy!" (au sens négatif) - la ré action "Oн но такое не способен" (Il \(n\) 'en est pas capable). On emplole aussí les descriptions des gestes et de la mimique. Ainsi, la réplique " \(\AA\) кто его знает!" (Qui sait?) a provoqué, entre autres, la reaction "a-t-11 dit en haussant les epaules:
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The paper deals with the study of phonemic and prosodic interference on Byeloru-ssian-French "class-room" bilinguism. The study is based on the theoretical contrastive analysis of French and Byelorussian phonetic systems. The experimental research of French utterances produced by Byelorussian learners made it possible to reveal typical diviations from the norms of Erench pronunciation.

Il est de notorlété générale que la perception et la production des phonemes alnsi que des structures accentuelles et intonatives d'une langue étrangere sont conditionnees par le système phonétique de la langue maternelle du sujet parlant. Les etudiants étrangers perçoivvent et interprètent la prononciation de la langue qu' \(11 s\) étudient à travers , \%1e cryble" phonologique de leur propre langue \{6\}. Cela entraine de multiples fautes de prononciation et de nombreuses déviations de la norme admise dans la langue étudiée.
Dans le domaine de la prononciation il existe deux types d'interférences:interférences phonologiques et
interférences phonétiques, Les interférences phonologiques liees a la differenciation du sens des unités linguistiques ont une occurence plus faible que les in terférences phanétigues qui terferences phanetiques qui culier etranger a la langua étudiée.
Les interférences se produlsent au niveau de la prononciation des sons et des falts prosodiques. Ce sentles structures prosodiques (rythme et intonation) qui sont les plus difficiles assimiler (4). Les fautes au niveau prosodique sont particulierement lourdes de conséquences car elles empêchent d'acquérir de bonnes habitudes aux étudiants etrangers.
C'est a l'aide de l'utillsation de la méthode d'analyse contrastive des systemes phonétiques de ses deux lan gues, que nous sommes parvenues à établir la zone des interférences. Notre but étalt d'étudier les interfé rences phonétiques dansparler des étudiants ..blflom russes qui aprennent françals. Le corpus exporí mental contenait des phrases enonciatives, interrogative (questions totales et parthelles) et des phrases 1 mpo ratives, reallsees par deux sujets francais (phramentos diles -Ph,-M.) et quatre wo jets biGlorusses appronapt
le francais
depuls trois ans a la faculte de français (variantes - Ph.-V.). Les résultats des analyses aux niveaux acoustique et perceptif ont permis de dégager un certaln nombre de caracteristiques spécifiques dues aux interférences. Parmi ces traits 11 y a ceux qui se rapportent à tous les types communicatifs et ceux qui sont conditionnés par les particularités propres au type communicatif déterminé. Ainsi, toute phrase française se caractérise par l'isochronisme, des syllabes inaccentuées relativement brèves, tandis que les syllabes accentuées sont marquées avant tout par 1'augmentation de la durée. Cette durée peut être deux fols plus grande que celle des syllabes inaccentués (2). Dans le langage des étudiants blelorusses cette tendance rythmique n'est pas toujours observée. D'une part, 1'1nfluence de la langue maternelle se révèle dans la perturbation du principe de l'isochronisme des syllabes inaccentuées. Il y a même des cas où la durée des syllabes inaccentuées dépasse celle des syllabes accentuees.
Une des fautes la plys typlque observée dans la prononclation des étudiants revient au contraste trop marqué des syllabes accentuées et inaccentuées.Cela a pour résultat l'hyperproeminence des syllabes toniques par rapport aux syllabes atones. Cette faute chez les sujets blélorusses s'explique par 1'absence dans le biélorusse de tension musculaire constante qui doit être maintenue en permanence sur toutes les syllabes au cours de 1'emission de la phrase
française (2).Très souvent les étudiants biélorusses n'arrivent pas à répartir cet effort musculaire et nerveux en réservant un léger supplément d'énergie pour la derniere syllabe. Puisque la succession des syllabes \(n^{\prime}\) est pas prononcée avec une force sensiblement égale, nécessaire en français (5) nous voyons apparaftre une déviation tres répandue chez les biélorusses etudiant le français qui est la réduction des voyelles atones: p. ex. professeur, manifestation. Les sujets biélorusses se trahissent par l'absence du savoir-faire de déplacer l'accent du mot essentiel au mot auxiliaire et inversement. Dans de nombreux cas nous avons constaté la proéminence de deux syllabes en contact, due à l'accentuation des mots non-accentogenes (adjectifs possessifs, prepositions, verbes auxiliaires).
Ph.-M.: Il vous attend dans le vestibule.
Ph.-V.: Il vous attend dans le vestibule.
Dans ses articles P.Delattre \((1,3)\) a souligné à plusieurs reprises que l'accentuation du mot francais dans la phrase varie dans les limi-tes:accentuation-désaccentu-tion-1naccentuation. C'est-a-dire les accents se répartissent au minimum en trois degrés différents.Les diglottes blélorusses ne réusissent pas a prononcer ces éléments rythmiques de la phrase tenant compte de l'hiérarchie des accents. Cette interférence propre a la prononciation biélorusse ne peut entrainer confusion de sens, car l'accent tonique n'a pas de fonction distinctive en français. Mais la simplification des rapports hiérarchiques entre les syllabes accentuées amène à un
certain changement de rapports sémantiques, en particuller de rapports modaux. Ph. -M.: Pensez à lui rendre le dossier de l'effectif du personnel de l'entreprise.
Ph. -V.: Pensez a lui 'rendre le dossier de l'effedtif du personnel de \(l^{\prime}\) entreprise.
Tout ce que nous avons discuté jusqu'ici concerne essentiellement l'accent.
Il est à noter que ces interférences accentuelles se combinent avec celles de la melodie et englobent le niveau tonal, les écarts mélodiques, les registres.
Il est connu que la phrase françalse énonclative commence au niveau moyen. Lorse qu' on parle sans emotion, sans affection l'attaque de la phrase est douce (4) Chez les sujets biélorusses l'attaque de la phrase est très souvent assez forte et le niveau du debut de la phrase est plus élevé.En ce qui concerne le niveau final de la phrase informative 11 faut dire qu'11 n'atteint pas toujours la finalité complete.La phrase énonciative est alors percue comme inachevée, en suspens. Dans la phrase interrogative (question partielle) nous constatons la réalisation du ton toujours ascendant qui est tres marqué dans la partie finale.Au niveau de la perception cette phrase est comprise comme trop émotionnelle ce qui ne correspond pas toujours a la situation. h.-M.:Comment la maladie de Claire s'est-elle annoncée? Ph. -V.:Comment la maladie de Claire s'est-elle annoncée? Nous venons de décrire les fautes les plus fréquentes dans les parties initiale et finale de la phrase,mais 11 arrive souvent qu'au milieu de la phrase les sujets biélorusses baissent le ton à la fin des groupes de sens au lieu de prononcer la der-
niere syllabe sur un ton montant. Ces interférences s'expliquent partiellement par la présence dans le bielorusse de syllabes post-toniques qui doivent etre réalisees sur un ton ascendant.
Ce qui est indispensable de souligner c'est que les étudiants biélorusses n'arrivent pas à réaliser les ecarts mélodiques nécessalres a la fonction des undtés rythmiques (4), c'est-àdire la premiere syllabe de l'unité qui suit est prononcée sur le meme niveau que la syllabe finale de l'unite precedente.
Ex.: Vous avez un seul changement a la station suitvante:
4


Outre les déviations relevees au niveau prosodique 11 \(y\) a un certain nombre d'interférences au niveau de la prononciation des sons.Parmi les cas les plus répandus on peut mentionner les suivants:
- assourdissement des consonnes finales: cage-[kaS], rose -[ros ];
- palatalisation des consonsonnes \(t\), \(d\) devant les voye les \(i, u:\) tu dis;
- nasalisation des voyelles orales devant les consonnes nasales: Seine - [s \(\widehat{\varepsilon}\) ]; - la non-differentiation des oppositions distinctives des voyelles telles que [oe - e]: [jo di - je dil], [ \(\phi-0]:[r a d i \phi-r a d i o]\), [a-o]: [bla -blõ, [0-o]: [pDm -pom],
Les déviations typiques mentionnées ci-dessus sont prises en considération par les enseignants lors de la création des exercices portant sur les voyelles, les consonsonnes et l'intonation.
(1) DELATTRE,P. (1966), "ACcent de mot e \(t\) accent de groupe", Studies in Erench groupe and comparative Phonetics, and comparative Phonetics
The Hague: Mouton, 69-72.
(2) DELATTRE, P. (1966) L'accent final en français: accent d'intensité, accent de hauteur, accent de durée", Studies in French and coparative phonetics, The Hague: Mouton, 65-68.
(3) DELATTRE,P. (1966), "Le mot est-il une entite phonetique en français? " Studies in French and comparative Phonetics, The Hague: Mouton, 73-76
(4) FAURE, G. (1962), "Recherches sur les caractères et le rôle des éléments musicaux dans la prononciation anglaise", Paris:Didier, 370. (5) FAURE, G. (1971), "Accent, rythme et intonation", La grammaire du françals parlée, Par1s:Hachette, 27-37. (6) TROUBETSKOİ, N. (1960), Osnovi fonologii", Moskva: Inostranaja literatura, 372.
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\section*{ABSTRACT}

This paper investigates the influence of fundamental frequency (FO) contour on the perception of segment duration in isolated German words. It is shown that the established opinion concerning an increase of perceived segment duration due to a dynamic vs. a flat fo contour must be modified. The effect appears to be dependent on word structure: While for monosyllables the lengthening effect of dynamic \(F O\) was confirmed, a shortening effect was observed for disyllabic words.

\section*{1. INTRODUCTION}

Since the experimental work of Lehiste [2] there seems to be a common opinion concerning the influence of the FO contour in a vocalic segment upon the segment's perceived duration. A dynamic as against a flat FO contour is generally regarded to lengthen subjective vowel duration. Other investigations [1, 3] showed that the perception of a word-final obstruent as fortis vs. lenis, too, is biased by the character of the FO contour in the preceding vowel. Here, the increase of lenis judgements due to a moving FO contour is explained by the subjectively longer vowel duration, biasing in turn phoneme perception towards more lenis.

In previous - hitherto unpublished - experiments I investigated the influence of a varying FO contour or: the perception of vowel quantity in German disyllabic words.

Besides the main cue of vowel duration, phoneme perception was found to be influenced by the Fo pattern of the first syllable's vowel. The direction of the effect, however, was the opposite from what was expected, a moving FO contour causing a subjective shortening of the vowel. Looking for a possible explanation it was noticed that all previous experiments on this issue used either isolated vowels [2] or monosyllables [1, 3]. Two experiments were therefore set up to investigate word structure (monosyllabic vs. disyllabic) effects.

To investigate the influence of segment duration and \(F O\) contour, the German vowel pair /a:/ - /a/ was used, since this is the only vowel quantity opposition which is mainly cued by duration. All the other long/short oppositions are associated with large differences in vowel openness. The monosyllables were represented by the word pair "Aas" (/a:s/, "carrion"). "As" (/as/, "ace"). As a maximally similar word pair containing two syllables "aBen" (/a:son/, "[we] ate") vs. "Assen" (/asan/, "aces", dative case plural) was chosen. Variation of actual vowel duration should induce listeners to identify the vowel as being phonologically long vs. short. In addition, the vowel's FO contour was modified (flat vs. flat-falling). According to the findings reported in the literature up to now, a dynamic FO contour should lengthen subjective vowel duration and
thereby shift the phoneme boundary towards shorter durations. This was taken as a working hypothesis for both monosyllabic and disyllabic words.

Also, to aid interpretation, the duration of the postvocalic fricative was varied. It was expected that the listeners would interpret a shorter fricative as a momentary faster speech rate, implying a subjective lengthening of the preceding vowel. This should apply to mono- as well as disyllabic words.

\section*{2. EXPERIMENTAL PROCEDURE} Test 1
A token of the German word "Aas", spoken on a monotone by a trained male speaker, was used for stimulus generation. Prior to electronic splicing, the word was low-pass filtered at 5 kHz and digitized at a sampling rate of 10 kHz . The subsequent manipulations involved the FO contour and the temporal structure by manipulation of the synthesis frame rate. First, following an LPC analysis two different FO contours were created. The first one was "flat" (slightly falling from 115 - 110 Hz to avoid an unnatural vowel quality), the second one was initially flat and fell linearly during the second half of the vowel (115 - 113 75 Hz ). Subsequently, using these two FO contours the vowel (original duration 285 ms ) was synthesized with eight different durations (varying from \(110-250 \mathrm{~ms}\) in \(20-\mathrm{ms}\) steps). The fricative was synthesized with its original duration ( 373 ms ) and shortened by approximately one third ( 250 ms ). Each of these two fricatives was spliced with each of the eight tokens of the vowel duration continuum. In total, this test comprised 32 stimuli ( 8 vowel durations \(\times 2\) fricative durations \(\times 2\) FO contours).

\section*{Test 2}

For the second test, the same speaker from Test 1 produced the
word "aBen" on a monotone. The manipulations of the test word closely followed those from the first test. Two vowel FO contours were generated, which were identical with those described above. The /on/ part received a low fo contour, which fell from 70 to 60 Hz . Its amplitude was attenuated by ca. 13 dB to be auditorily coherent with the falling FO contour. Furthermore, the duration of the /a:/ vowel (originally 211 ms ) was varied from 85-190 ms in eight \(15-\mathrm{ms}\) steps. As for the monosyllables, the fricative was synthesized with its original duration ( 211 ms ) and a shortened one ( 141 ms ).

For both tests, the stimuli were replicated five times, recorded on analogue tape in a randomized order, and presented to the listeners via a high-quality loudspeaker. The listeners were seated in a sound-treated room and responded by marking one of two alternatives ("Aas"/"As" and "aBen"/"Assen", resp.) on a prepared answer sheet. Twenty-four phonetically naive subjects took part in Test 1 and twenty-two in Test 2. Eight subjects participated in both tests.

\section*{3. RESULTS}

The results from the first test are presented in Figure l. It can be seen that the categorization of the vowel as phonologically short vs. long is mainly cued by its physical duration. Second, the effect of FO contour confirms the finding of Lehiste [2]: A dynamic contour leads to an increase of "long vowel" judgements. Note that "long vowel" judgements. Note that this effect holds for both fricative durations. Third, following the expectations, a shorter fricative duration causes an increase of subjective vowel duration.

The results for Test 2 partly parallel those for Test 1. As far as the influence of temporal structure on vowel quantity per-


Figure 1
Percentage of /a:/ responses for the monosyllables as a function of vowel duration (VD) for flat and dynamic FO contours in the vowel and two fricative durations. At each data point \(n=120\). Vertical bars at the left indicate \(95 \%\) confidence intervals at 25,50 , and \(75 \%\).


Figure 2
Same as Figure 1, but for the disyllabic words. \(n=110\).
ception is concerned, the results are fully comparable (cf. Figure 2): Whilst phoneme identification primarily depends on actual vowel duration, shortening of the postvocalic fricative biases the location of the phoneme boundary towards shorter durations. In this case, too, perception is additionally influenced by the FO contour in the vowel. The direction of the effect is, however, exactly the opposite. Here, the presence of a dynamic vs. flat contour causes a decrease, rather than an increase of "aBen" judgements. This occurs consistently for both fricative durations.

\section*{4. DISCUSSION}

With the results of the test on monosyllables the findings from the literature have been replicated: There was an increase of "long vowel" judgements due to a dynamic vs. flat FO contour, which certainly reflects the impression of a longer vowel duration in that case. A possible explanation may be the assumption of a productionperception link for voiced segments in absolute final position. This is supported by data from Lyberg [4], who found a positive correlation between segment dura tion and extension of the FO fall for a Swedish [dag] syllable in sentence-final position.

The results of the second experiment have clearly falsified the second part of the working hypo thesis: The vowel in the disyllab ic words was auditorily shortened by a dynamic FO contour, and not lengthened. Since the experimental conditions (speaker, processing, and test conditions) were identical for both tests, it is highly improbable that the effects are artifactual or due to different perceptual behaviour of the listeners. This is supported by the observation that the effect of varying the fricative duration is identical in both tests.

Further investigations are re quired to find an adequate explanation for the different interac tions of FO and perceived segment duration in mono- vs. disyllabic words. At the moment, it might be speculated that the crucial feature of the disyllabic word in this respect is the global intonation contour. FO information in the context surrounding the syllable in question could provide a reference for the listeners. Iso lated monosyllables, in contrast, lack this reference. This speculation is supported by the results of preliminary experiments using monosyllables in carrier phrases. It seems therefore that the experiments reported before focused on an exception, rather than the rule.
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\section*{ABSTRACT}

A tendency for the durational shortening over time of nominal heads and pronominal references to them was confirmed in a twenty-minute radio broadcast of a short story. Lengthening was calculated by comparing durations predicted by the timing algorithm of a computer text-to-speech program with those measured from a recording of the story after factoring out global changes in rate of speech. Considerable variation was noted in the residuals thus formed, and resetting was found to correlate with events in the narrative of the text.

\section*{1. INTRODUCTION}

Fowler \& Housoum [4] have shown that speakers distinguish words that are new to a monologue from those that are assumed given, by shortening subsequent occurrences of the latter. More recently, for Dutch, Eefting [3] constructed experiments to compare the effects of information value and accentedness on the duration of words but found only a weak effect for the former, compared to that of the latter, and questioned the value of given-ness as a predictor of duration in itself.

This paper looks at the durational correlates of anaphoric reference in a long passage of naturally occurring professionally narrated text and shows that the durations of both antecedent nominal units and subsequent pronominal references to them can be seen to reduce as the utterance progresses, but with resetting occurring after an interval of time and at major breaks in the narrative of the text.

\section*{2. MATERLALS}

A twenty-minute radio broadcast of a short story was analysed for anaphoric reference, enumerating all nominal units and tagging pronominal references to each with an identifying code. These codes were linked using a text editor to a list of the syllables with measures of the lengthening undergone by each. In this way every occurrence of a nominal unit or any of its referring pronouns can be associated with a value representing the degree of reduction in the duration of its syllables.

\subsection*{2.1. Measuring length}

The passage was digitised and measured for duration at the syllable level. The timing component of a computer text-to-speech system was optimised for the passage and used to predict the durations from input that had been manually coded to describe each syllable in terms known to control a large portion of the durational variance. The output from the program was compared with the original durations, and a set of residuals produced (residual (\%) \(=\) (predicted duration/observed duration \(\times\) 100) - 100) which can be taken to represent the amount of over- or underprediction, which in turn can offer clues to the identity of significant factors not being suficiently taken into account by the prediction algorithm [2].

The strongest of these factors is presumed to be variation in speech rate, which is clearly evident on perceptual evaluation and can be visualised in a graphical plot of the residuals as a slowly
changing, low frequency offset. The supsmu smoothing function of the Splus statistical package [1] was used to model this offset and the smoothed representation then subtracted from the residuals to factor out, in a simple way, that part of the variance that can be assumed due to changes in speaking rate. The new residuals thus obtained indicate whether the speaker was rendering each syllable faster or more slowly than the local norm. If the program predicts a duration greater than that observed, then the residual will be positive, reflecting a presumed reduction in the duration of the spoken syllable, and vice versa.

Such data are by no means perfect, and results for individual samples are subject to considerable uncertainty due to measurement errors etc., but if trends can be observed from large numbers of observations then appropriate rules to describe the trends can be formulated and incorporated into the model to improve the quality of future predictions. Some loss of certainty is inevitable when working with large numbers of samples, and the method lacks the controls that experiments with laboratory-produced sentences may have, but this is felt to be a small price to pay for insights into the more delicate timing processes of naturally-occurring speech data.

\section*{3. RESULTS}

Seven nominal units were repeated more than ten times in the passage:
\begin{tabular}{|c|c|c|c|c|c|}
\hline Gerry & 18 & he & & him & \\
\hline & & you & & & \\
\hline the tunnel & 14 & it & & ther & \\
\hline the rock & 14 & it & 5 & & \\
\hline the water & 14 & - & - & & \\
\hline his mother & 12 & she & 29, & her & 17 \\
\hline his head & 12 & it & 1 & & \\
\hline the boys & 11 & they & 16, & them & \\
\hline
\end{tabular}

No unit was monosyllabic, and some references contained adjectives or were
homonyms, as in a well of blue sea, the stinging salt water, the blue well of water, etc. for the water. In such cases the mean value of lengthening for all syllables in the group was taken to represent the lengthening of the unit.

The duration prediction algorithm accounted for \(86 \%\) of the variance, with a correlation of \(r=0.93\). After deduction of the smoothed fit, the standard deviation of the residuals was reduced from 20 ms to 7 ms , and the range reduced from 138 ms to 58 ms . Values of lengthening were in the range of \(\pm 20 \%\).

In very few cases was there a simple linear reduction in duration over time. The overall trend was towards a reduction in syllable duration, but there was considerable oscillation about the reducing mean. With the exception of the hero's name, Gerry, for which the slope was -0.12 , robust regression lines fitted to the samples showed a positive slope, the steepness of which ( \(0=\) flat \(=\) no change) indicates the rate at which later syllables are reduced in duration.

If we look, for example, at references to the rock (Figure 1), a slope of 1.29 fits in the overall case, but there is a major change of direction in the narrative after ref. 4, and a new sequence can be considered to begin from ref. 5 . The resulting slopes for the two groups thus formed would become 7.8 and 3.6 respectively.


Figure 1: Residuals for rock.
For occurrences of the water (Figure 2), the overall slope was positive at 0.035 ,
but not significant. Again there is a ma jor break in the theme of the text after ref. 7, and a line fitted to the first 7 occurrences shows a steeper slope of 6.14 , from the percentage values \(-16,-12,-1\), \(7,5,18\), and 20 . The next three occur closely in time at \(6 \mathrm{~m} 40 \mathrm{~s}, 6 \mathrm{~m} 50 \mathrm{~s}\), and 7 m 40 s and if a reset is assumed to have occurred between these and ref. 11, occurring much later at 10 m 25 s , corrected slopes for the next two groups thus distinguished become 10.83 and 1.41.


Figure 2: Residuals for water.
Time alone is not a sufficient cue to resetting; references to the boys show a similar pattern, and resetting after the first four would change an overall slope of -1.9 into a slope of 9.2 for the first part. However, although refs. 4 \& 5 are very close together (at 5 m 55 s and 6 m 10 s ), during these 15 seconds of narrative, Gerry goes swimming underwater, exploring, comes back to the shore, and then sees the boys once again in the same place as he first saw them. Not only is the location reset, but also apparently the syllable timing.

Pronomial reference too, shows similar reduction in duration with time. A robust regression line fitted through the 12 references to 'Gerry' as you (Figure 3) had a slope of 1.76 to fit the percentage values \((-12,22,10,7,34,24,10,22\), \(6,24,31,24\) ) measured for each occurrence.


Figure 3: Residuals for you.
If the first six tokens, which occur together in the first 1 m 50 s of the story are considered separately from the next, which does not come until 1lm 29s, steepness of the two groups becomes 6.2 and 3.2 respectively.

References to Gerry as him fit a slope of 0.6 (Figure 4). It seems that the first few group separately, and the last, too, may be an exception.


Figure 4: Residuals for him.
References to his mother as her (Fig. ure 5) show less variation about the regression line, which has a slope of 2.79 . The first three points here, too, appear exceptional; no explanation has yet been found for why these tokens should be spoken faster than the subsequent ones, but it is possible that the smoothing algorithm used to factor out global changes in speaking rate coped less well with the edge samples. However, such local details are beyond the necessarily
general scope of this paper and would require more sophisticated statistical and linguistic analyses.


Figure 5: Residuals for her.

\section*{5. DISCUSSION}

It would be unwise to draw strong conclusions from such a small study, but a clear trend has been shown, with regression lines drawn through selected groups of the data having a positive slope of around 5 , indicating a \(5 \%\) difference in the fit of each subsequent occurrence after factoring out the most obvious effects on duration by a predictive model. This notional line describes the best fit to the distribution of the points, but there is considerable scatter around the line and it would be difficult to predict the degree of fit for any one token from it. This difficulty is compounded by the difficulty in knowing where to allocate a reset. Clear separation in time appears to be one factor, and in retrospect, with the aid of the difference measures, marked changes in the flow of the narrative can be found that correlate well with resets in the cycle, but work has yet to be done to determine whether such resetting points could be determined a priori, from knowledge of the text alone.

On the other hand, the data do show that such work would be of use to the prediction of timing in speech, and confirm that there is a tendency to shorten the duration of items in a narrative when those items can be assumed to be
known, or shared information. The samples were taken from a long passage of naturally occurring professionally narrated text and the measuring of their length made use of a differencing between observed and predicted durations using the timing algorithm developed for a computer text-to-speech system. This one-step-removed form of measurement introduces a degree of uncertainty of its own, but allows a finer view of the effects on speech timing by factoring out the grosser, more predictable components.
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\section*{ABSTRACT}

A recent theoretical proposal to enrich the traditional fixed hierarchy of prosodic domain types (foot, phrase, etc.) by allowing the possibility of "compound phrases", has been tested with a model of syllable duration for English. By marking the input text to identify both subordinate and superordinate major and minor tone-group boundaries, a finer specification of the durations of phrasefinal syllables can be achieved. The new description explains significantly more of the error in the predictions for these syllables in the duration model.

\section*{1. INTRODUCTION}

Rules for segment and syllable duration remain one of the least satisfactory aspects of most speech synthesis-by-rule systems. Empirical studies [3] have established many of the factors that affect duration, including both segmental differences (manner and place of articulation, vowel height, etc.) and prosodic factors such as degree of stress and position in phrase. However, current models still fall well short of accurately reproducing the timing of natural speech.

There is reason to believe that part of the difficulty in modelling duration stems from theoretical shortcomings in the identification of the prosodic factors involved. A number of current issues in phonological theory concern the nature of prosodic structure and the relationship among different prosodic features. Obviously, if the definition of e.g.
'phrase' is open to debate, then this will affect the way 'phrase boundaries' are marked in any given corpus or text sample, which in turn will affect any empirical findings about the influence of phrase boundaries on syllable and segment duration.

The study reported here is an attempt to assess whether such theoretical issues are of any practical significance for empirical models, and more specifically to evaluate Ladd's theoretical claim (Ladd [4][5]) that there is no principled limit to the depth of prosodic structure. We do this by comparing the durational effects of phrase boundaries within and between what Ladd calls 'compound' phrases, i.e. phrases that are themselves composed of two or more phrases. We report two kinds of results: first, whether there are significant differences on this comparison, and second, whether inclusion of the distinction makes possible a significant improvement in the amount of variance accounted for. If the answer to both questions is yes, it will illustrate the potential relevance of these issues in phonological theory for practical applications in phonetics and speech technology.

\section*{2.MATERIALS \& PROCEDURES 2.1 Modelling syllable duration}

Our starting point is the model of syllable duration reported by Campbell [1]. and its application to a sample text. 3959 syllable durations were measured from a twenty-minute passage of speech
recorded (with permission) from a BBC Radio broadcast of a short-story. The passage was prosodically annotated by two British-trained phoneticians to indicate stress, accent-type, and both major (maj-tg) and minor (min-tg) tone-group boundary locations \({ }^{1}\). Each syllable was then tagged with a number of identifiers (e.g. stressed syllable in one-syllable foot, final syllable in maj-tg, etc.) and a neural network was trained to predict the durations from the annotated input.

In this study we concentrate on the model's predictions of the effects of position in the phrase. Five categories of syllable are defined with regard to two types of prosodic phrase: initial in maj\(\operatorname{tg}(1)\), initial in min-tg (2), medial (3), final in min-tg (4), and final in maj-tg (5).


Figure 1: Durations of syllables factored by position in phrase.

The boxes in Figure 1 are drawn with horizontal lines indicating the 25th, 50th and 75th percentiles of the durations of these syllables in milliseconds; the notches indicate significance at the \(5 \%\) level in the difference of the distributions if they show no overlap. Analysis of variance of the durations factored in this way yields \(F_{4,3954}=529.4(p<\) 0.001 ), showing that the effect of position is highly significant.

\footnotetext{
\({ }^{1}\) Maj-tg corresponds roughly to Pierrehumbert and Beckman's 'intonational phrase' and min- tg to their 'intermediate phrase'.
}

However, the model's predictions, as suggested in the introduction, are only as good as the transcription on which they are based. The transcription is a traditional 'British school' analysis in which utterances are composed of major tone groups, and major tone groups are composed of minor tone groups. This categorisation of prosodic phrases conforms to the 'Strict Layer Hypothesis' (Selkirk [8]), according to which the prosodic structure of any utterance consists of a hierarchical arrangement of a fixed number of prosodic domain types. The Strict Layer Hypothesis is what is challenged in Ladd's work: specifically, Ladd has argued for the existence of 'superdomains' or 'compound prosodic domains', in which two or more adjacent domains of a given type are gathered together in a larger prosodic constituent which is itself of that type. Evidence for this proposal includes studies of acoustic cues to 'boundary strength' (e.g Cooper and Paccia-Cooper [2], Ladd [6]), in which considerable depth of structure is reflected in segmental duration and F0 properties in the vicinity of boundaries.

\subsection*{2.2. Refining the model with an} enriched prosodic structure
With Ladd's proposal in mind, one of us (DRL) retranscribed the phrase boundaries in the corpus to allow for both compound maj-tgs and compound mintgs. That is, we assumed that at least the following depth of structure is possible:
sible:

We thus have four hierarchically arranged types of tone group boundary rather than, as in the original traditional transcription, two.

It is important to note that there is no regular mapping from the traditional transcription onto the new one: the new one is based on a richer categorisation of the data. For example, many boundaries that were marked as min-tg boundaries in the original transcription became subordinate maj-tg boundaries in the new transcription, but so also did many of the original maj-tg boundaries. On the other hand, other boundaries marked as min-tg in the original transcrption were 'demoted' rather than 'promoted', becoming subordinate mintg boundaries in the new transcription. In addition, there were many places at which no boundary was marked in the original transcription but where a subordinate min-tg boundary was marked in the retranscription.

Space does not permit any discussion of the kinds of phonetic cues that motivated the choice of boundary type in the retranscription; to some extent, as with the original transcription, choices were made on partly intuitive or impressionistic grounds. However, the point is not to argue in detail for one impressionistic transcription over another, but rather to show that, given a transcription that permits richer distinctions of boundary type, we can make more accurate predictions of syllable duration.

In the re-annotation, 174 new mintg boundaries were inserted, 33 min tg boundaries were demoted to subordinate, 190 min -tg boundaries were promoted to subordinate maj-tg boundaries, 37 original maj-tg boundaries were demoted to subordinate maj-tg boundaries, and 27 new subordinate maj-tg boundaries were inserted. \(191 \mathrm{~min}-\mathrm{tg}\) boundaries and 233 maj-tg boundaries remained unchanged.

\section*{3. RESULTS}

Examination of the durations of the new tone-group-initial syllables (Figure 2) showed no significant difference be-
tween the sub-minor (4), minor (3), and sub-major (2) classes, although all three were significantly shorter than those in medial position (5), and major-initial syllables (1) were significantly shorter than any other group ( \(F_{4,3954}=40.8\) ).


Figure 2: Durations of initial syllables.
Better separation is found in the lengthening of syllables in phrase-final position, i.e., those immediately preceeding a tone-group boundary, based on the reannotation (Figure 3).


Figure 3: Durations of final syllables.
Clear and significant differences that correlate well with boundary strength can be found between those in subordinate min-tgs (1), superordinate mintgs (2), subordinate maj-tgs (3), and superordinate maj-tgs (4). All are signif icantly longer than those in medial (0) position \(\left(F_{4,3954}=610.5\right)\) and it can be concluded that the adoption of the finer classification provides better discrimination of the syllable durations.
3.1. Improving the prediction In order to quantify the improvement that can be expected from incorporation of tone-group subordination in the synthesis model we can examine the residuals from a prediction. The best current prediction accounts for \(86 \%\) of the variance in the durations, and by computing predicted duration/observed duration \(\times\) 100, we have a percentage measure of the degree of fit for each syllable. Many factors contribute to the prediction error, and much of it may be randomly distributed. If a significant portion can be associated with any one factor, however, then retraining of the model with improved factorisation should account for that part of it.

The following table shows the percentage error that can be attributed to each class under both types of annotation.

\section*{Percentage error}
error measure: old new
medial (unchanged) \(3.7 \% \quad 4.4 \%\)
minor \(\rightarrow\) sub minor -- \(14.7 \%\)
medial \(->\) sub minor -- \(-5.3 \%\)
minor (unchanged) \(5.17 \% \quad 6.1 \%\)
medial \(\rightarrow\) sub major -- \(\quad-14.9 \%\)
minor \(->\) sub major -- \(2.7 \%\)
major (unchanged) \(-3.4 \% \quad-2.4 \%\)
major \(\rightarrow\) sub major -- \(-9.5 \%\)
For example, there was a \(3.7 \%\) misprediction distributed among the syllables that had originally been classified as medial; those that are now classed as subordinate-major-tone-group-final syllabes form a small subgroup of that set which account for \(14.9 \%\) of the error. By focussing the mispredictions in this way and retraining the network with data tagged according to the compound model, an improvement of up to \(14 \%\) can be expected in the durations of that subgroup of syllables, which should significantly reduce the error in the group of medial syllables as a whole.
4. CONCLUSION

In this study we have compared two approaches to modelling position-in-phrase effects on syllable duration. The model previously employed defined such effects in terms of two levels of phrase, majtg and min-tg. This was replaced by a model distinguishing four levels of phrase (subordinate and superordinate groupings of phrases at both maj-tg and min-tg levels), to test the independently developed theoretical notion that there is actually no principled limit to the depth of prosodic structure. The second model gave a significantly better account of the distribution of syllable durations. This suggests that the notion of indefinite prosodic depth has merit and may be of practical empirical relevance.
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\section*{ABSTRACT}

In Dutch, CV:Can words contain a long vowel in syllable-final position while CVCan words contain a shor vowel followed by an ambisyllabic consonant. Our measurements indicate that the duration of the intervocalic consonant is not affected by the quantity of the preceding vowel or its differential status as a tautosyllabic or ambisyllabic consonant. Instead, the duration of the second syllable is inversely affected by the duration of the vowel in the first syllable. These results are discussed in terms of the differential moraic representation of words containing long and short vowels.

\section*{1. INTRODUCTION}

Durational properties of the speech signal have been well-studied for a variety of languages, including English, Swedish, Estonian, and Dutch. Factors known to influence segment and word durations range from phonetic and phonological factors up to syntactic and semantic factors. In this paper, we will concentrate on some phonetic and phonological factors influencing segment durations in Dutch. In particular, we will focus on the durational properties of minimal word pairs containing long and short vowels. Dutch has a phonemic vowel length contrast, as illustrated by the nouns taak' ([ta:k], 'task') versus 'tak' ([tak], 'branch'). In Dutch, long vowels can occur in both open and closed syllables whereas short vowels occur only in
closed syllables. When these nouns are pluralized by adding the suffix '-en', 'taken' ([ta:kən]) is said to consist of a first open syllable [ta:], containing the long vowel [a:] and a second syllable [kan] with a tautosyllabic [k]. On the other hand, 'takken' ([takan]) consists of the closed syllable [tak], containing the short vowel [a] and is closed by a so-called ambisyllabic [k]. In metrical phonology, these words would be represented as shown in Figure 1.


FIGURE 1: Metrical representation of 'taken' (top) and 'takken' (bottom).

The long [a:] in 'taken' is represented by two vowel slots on the CV tier. For 'takken', short [a] is represented by one vowel slot while the ambisyllabicity of medial \([\mathrm{k}]\) is reflected by the fact that it is attached to both the first and second syllable.

Given this difference in phonological representation between tautosyllabic and ambisyllabic medial consonants, one could ask whether this phonological contrast would surface as a phonetic difference in terms of consonant duration. In fact, our interest was triggered by a figure in the standard textbook on Dutch phonetics ([3]), reproduced here as Figure 2.


FIGURE 2: Waveforms of 'mate' (top) and 'matte' (bottom) and the relevant segment durations. (Figure taken from [3], p. 126, with permission from the authors).

This figure shows the waveform of 'mate' [ma:ta] in the top panel and that
of 'matte' ([mata]) in the bottom panel. The ambisyllabic [ \(t\) ] in 'matte' is much longer in duration than the tautosyllabic [ t\(]\) in 'mate'. In fact, this figure suggests that the total duration of V plus C is constant for both the short and long vowel word, indicating a compensation whereby the consonant is lengthened by the same amount that the vowel is shortened. Nooteboom's dissertation [2] also reported differences in Dutch nonwords of the type 'papápap' versus 'pa:pa:pa:p'. Nooteboom found that the ambisyllabic consonant following the stressed short vowel was significantly longer (approximately 10 ms ) than the tautosyllabic consonant following the stressed long vowel.
Given these intriguing findings, we felt that a closer look at these effects was warranted using additional minimal word pairs.

\section*{2. METHODS}

Thirty-two test words ( 16 minimal pairs) were selected. These word pairs contained four long-short vowel pairs which have minimal spectral differences ( \([a:]-[a],[0:]-[0],[e:]-[7]\), and \([\varnothing:]-[œ]\) ). These words were embedded in a carrier phrase in randomized order. Five speakers (three males, two females) were then recorded on a DAT-recorder The test words were digitized at 10 kHz , and segment durations (initial consonant 'C1'; stressed vowel; medial consonant 'C2'; and second-syllable '-en') were then measured from a graphics display terminal, using standard visual and auditory criteria. All segment durations represent average values across all speakers and test words.

\section*{3. RESULTS}

No significant differences in the duration of the medial consonant were found between long and short vowel word pairs. Contrary to earlier findings, there was no difference in duration between the ambisyllabic consonant following a short vowel ( 99 ms ) and the tautosyllabic consonant following a

Since there was no difference between medial consonants, one might expect that the difference in total word duration between words like 'taken' and 'takken' would simply amount to the difference in duration between long [a:] ( 176 ms ) and short [a] \((82 \mathrm{~ms})\). Interestingly, however, this turned out not to be the case: The mean difference in vowel duration is 94 ms , while the difference in word duration is only 68 ms . Thus, there is a discrepancy of some 26 ms which has to be accounted for. The question then is: where did this 26 ms go?

There was a small but reliable difference between long and short vowel words in the duration of the initial consonant. Initial consonants preceding long vowels were somewhat longer ( 81 ms ) than those preceding short vowels ( 77 ms ). However, this only increases the difference in total word duration between 'taken' and 'takken', so that we now have to account for a 30 ms difference.

The only remaining possibility was
the second-syllable portion '-en'. The duration of '-en' turned out to significantly differ, depending on whether the first syllable contained a long or a short vowel. The duration of '-en' ( 179 ms ) was longer when preceded by a first syllable containing a short vowel as compared to the duration of '-en' when preceded by a long vowel ( 147 ms ).

\section*{4. DISCUSSION}

What can we conclude from the present findings? To summarize, we found a small difference in initial consonant duration, an obvious difference in vowel duration, no difference in medial consonant duration, and a substantir difference in the duration of the secord syllable '-en', as summarized in Figure 3.

It seems that some type of compensation is going on, where the duration of the second syllable is negatively correlated with the length of the vowel in the first syllable. At what level does this compensation or articulatory reorganisation take place?


FIGURE 3: Segment durations in ms. Segment durations of words with short vowels and ambisyllabic consonants are represented by black bars while segment durations of words with long vowels and tautosyllabic consonants are represented
by grey bars.

One way to gain some insight into these data may be to look at the moraic representation of these words. The mora is essentially a phonological unit involved in the determination of syllable weight, such that light syllables are represented by one mora and heavy syllables by two moras. This distinction in terms of syllable weight plays an important role in the assignment of word stress in languages such as Dutch and English. Although what counts as a heavy or a light syllable varies across languages, it has been argued that in order to account for Dutch word stress, one has to assume that closed VC syllables are heavier than open long vowel syllables [1]. Within this framework, then, 'taken' and 'takken' would be represented as follows:


FIGURE 4: Moraic representation of 'taken' (top) and 'takken' (bottom). M indicates 'mora', F indicates 'foot'.

The long vowel in 'taken' is represented by one mora. The second syllable containing schwa is also represented by one mora. Together these two moras combine into one

Foot. For 'takken', the first syllable is represented by two moras, and the second syllable by one mora. The two moras of the first syllable combine into one Foot, and the second syllable forms a Foot of its own. (While there is some controversy about the moraic representation of schwa, it is important to note that under any analysis of schwa, 'taken' and 'takken' would still differ in terms of moraic structure). At this level of representation, then, the difference between words like 'taken' and 'takken' becomes obvious: 'taken' consists of one foot, while 'takken' consists of two feet. The puzzling effect of '-en' duration can now be described as follows: the stressless Foot of 'takken' is longer in duration than the weak branch of the Foot in 'taken'. In other words, the longer duration of '-en' when following a first syllable with a short vowel may be due to the fact that in this case '-en' forms an independent Foot.
At present, very little is known about the effect of metrical foot structure on phonetic segment duration, since it is very difficult to find minimal word pairs in terms of foot structure while keeping the phonetic context the same. The present results, where the same syllable is longer in duration when preceded by a heavy syllable relative to a light syllable, at least seem to suggest that foot structure may systematically affect segment durations.
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\section*{ABSTRACT}

This paper endeavours to show, on the basis of Greek data, that accent organises rhythm in all languages that have accent, irrespective of its exact acoustic manifestation and the rhythmic category a language is said to belong to. A formalisation of this idea can be achieved by means of a hierarchical abstract representation of rhythm. Such a representation can account both for the rhythm of Greek, in which stresses are sparce, and for the alternating rhythm of English by showing that they are both based on the same principle, grouping created by accent. Thus rhythm is shown to have an acoustic basis (i.e. accent) rather than a purely perceptual one.

\section*{1. INTRODUCTION}

The validity of the stress/syllabletiming distinction has often been questioned, due to the well-known lack of acoustic evidence in its favour (for a review see [5]). Several efforts have been made to rescue the notion of two rhythmic categories from oblivion, usually by appealing to the perceptual rather than acoustic basis of the distinction [5].

One of the latest efforts is that of Dauer [4] who proposed a system of "quantifying" rhythm on the basis of phonological and phonetic criteria, such as syllable weight and the acoustic correlates of accent. A language's "score" in this system is meant to show its rhythmic tendency towards either stress- or syllabletiming. Dauer's system is not accurate however: the "score" of Greek
indicates that in this language accent (manifested as stress) is bearly perceptible; hence Greek has a tendency for syllable-timing. Yet Greek stress has a high functional load. Moreover, phonetic research on Greek has shown first, that stressed syllables in running speech are easily identified both by native speakers and non-native phoneticians [3]; second, that the acoustic and perceptual correlates of Greek stress are F0, duration and amplitude [2].

I believe that the problem with Dauer's system is that it attributes the same weight to factors which are relevant to the description of speech rhythm and others which, in my opinion, are not, such as the acoustic implementation of accent. Dauer's [4] insistence on phonetic correlates seems to be related to her opinion that the abstract phonological representation of rhythm, which is based on accent grouping, "tends to make all languages look [rhythmically] alike" (p. 447). I would like to suggest, instead, that this is an advantage of the phonological representation because it captures the fact that the main contributor to rhythm is always accent, irrespective of its acoustic correlates. Furthermore, I would like to propose that the differences between languages lie in the precise way in which accent achieves rhythmic grouping. My hypothesis is that the difference hypothesis is that treek and English is that in
between Green between Greek and English is that in
Greek stresses are less frequent than in English, and that this is due to the lack of rhythmic stress in Greek. The latter part of my hypothesis disagrees with the proposals of Malikouti-

Drachman \& Drachman [6] and Nespor \& Vogel [7] who suggest that rhythmic stresses are used in Greek to create alternating rhythm. An experiment was conducted in order to test the above hypothesis.

\section*{2. METHOD}

The experiment's material consisted of two sets of test words, although due to space limitations only the data from one set are presented here; there were no differences between the two sets.

The tetrasyllabic test words of each set were phonemically identical (see Table 1), but while (a) had antepenultimate primary stress, (b) had penultimate stress and (c) final stress. The differences in the carrier phrases resulted in different possibilities for rhythmic stress on each test word's first two syllables: (a) cannot carry rhythmic stress; (b) may have rhythmic stress on the initial syllable, while (c) may have rhythmic stress on the antepenult. Within a set, the initial syllable of (b), /.xa/, is compared to the unstressed initial syllables of (a) and (c). Also, the antepenult of (c), \(/ . \mathrm{mo} /\), is compared to the antepenult of. (a), \(/ \mathrm{mo} /\), and to the unstressed antepenult of (b), \(/ \mathrm{mo} /\).

Table 1: The recording material.
(a) /'eleye xa'mojela ka'la/ Shelhe used to say smiles (n.) well.
(b) /'ipe .xamo'yela ka日a'ra/

Shelhe said smile (imper.) clearly.
(c) / \(\theta \mathrm{a}\) 'po xa.moye'la kanoni'ka/

I will say shelhe smiles properly.
The test sentences were read 6 times each by 4 native speakers of Greek, from a randomised list typed in Greek. The speakers were in their twenties, spoke standard Greek and were naive as to the purposes of the experiment.

The material was low-pass filtered at 8 kHz and digitised at \(16 \mathrm{kHz} . \mathrm{F} 0\), amplitude integral (AI), average amplitude (RMS) and duration measurements were obtained. F0 was measured using a signal-processing package which performed F0 measurements every 10 ms over a 32 ms Hamming window. AI was calculated automatically between specified points of the waveform
which included the syllable nucleus. The original AI measurements, which were in arbitrary units given by the signal-processing package, were normalised; the values presented in Figures 2 and 3 are ratios of syllable to word AI expressed as percentages (for details see [1]). Two-way ANOVAs (stress type \(x\) speaker) were performed on the AI data.

RMS was measured and normalised in the same way as AI. Duration was measured from spectrograms. Although duration and RMS were analysed statistically, they will not be discussed here as their effect is reflected in AI, in which durational and average amplitude information are combined.

\section*{3. RESULTS}

There is no evidence that syllables said to carry rhythmic stress are associated with F0 perturbations. Figure 1.shows that the FO contour is determined solely by the position of primary stresses; F0 starts rising on a stressed syllable, reaching its peak on the beginning of the following unstressed one; at this point F0 starts falling until the next stressed syllable is reached.
AI yields very slim evidence for rhythmic stress. Figure 2 shows that the unstressed / \(\mathrm{xa} / \mathrm{s}\) and \(/ . \mathrm{xa} /\) have the same AI \((\mathrm{F}(2,40)=0.23\), n.s.), while Figure 3 shows that \(/ \mathrm{mo} /\) has lower AI than \(/\) 'mo/ \((F(1,20)=189.23)\). In the comparison of \(/ \mathrm{mo} /\) with \(/ \mathrm{mo} /\) there is interaction between speakers and type of stress; while in VK's and SC's speech /.mo/ has the same AI as \(/ \mathrm{mo} /\), in AA's and DT's speech \(/ \mathrm{mo} /\) has higher AI than \(/ \mathrm{mo} /(\mathrm{VK}: F(1,20)=0.99\) n.s.; SC: \(\quad F(1,20)=0.04\) n.s.; DT: \(F(1,20)=20.89 \quad \mathrm{p}<0.000 ; \quad A A\) \(F(1,20)=5.22 \quad p<0.03\) ). DT's and AA's data are the only ones to show evidence for rhythmic stress.
In short, only in 2 out of 8 possible instances, does rhythmic stres. materialise as high AI. These two materialise as due to high RMS rather than duration.
4. DISCUSSION

The empirical evidence is very slim: rhythmic stress appears in a few cases in the speech of some speakers only, while its single acoustic correlate


Figure 1: Typical F0 contours (smoothed) of /xa'moyela/, l.xamo'rela/ and /xa.moye'la/; speaker DT.
is amplitude which Botinis [2] has shown to be the least reliable perceptual cue to stress. Moreover, the native speakers of Greek are not aware of the presence of rhythmic stress. Thus, there is no justification for representing phonologically stresses other than the primary stress of each word.

The fact that there is only one stress per word in Greek, combined with the high number of syllables per word, leads to the conclusion that stresses in Greek are indeed sparce. Does this, however, justify classifying Greek as having a tendency for syllable-timing? I believe that such a classification is irrelevant, and also
\% of word's AI
50


Figure 2: Mean values of amplitude integral of /xa/ for all subjects. Clear bars represent AI of the unstressed /xa/s of /xa'mojela/ (left) and xa.moye'la/ (right), dark shaded bar represents AI of /.xa/ of /.xamo'yela/.


Figure 3: Mean values of amplitude integral of \(/ \mathrm{mo} /\) for each subject separately. Light shaded bars represent AI of /'mo/ of /xa'moyela/, clear bars AI of \(/ \mathrm{mo} /\) of /.xamo'yela/, and dark shaded bars AI of \(/ \mathrm{mo}\) of /xa.moje'la/.
incorrect because it ignores the importance of stress in Greek hythm.

The thythmic features of Greek can be more adequately represented by an abstract formalisation which takes the form of \(n\)-ary branching trees. As shown in (1), these trees follow the Strict Layer Hypothesis and comprise only 4 prosodic levels: the syllable \((\sigma)\), the phonological word ( \(\omega\) ) ( \(\mathrm{a}^{\prime}\) compound domain which includes
litics), the phonological phrase ( \(\phi\) ) and the intonational phrase (I). Thus, Greek has a "flatter" rhythmic structure than English, i.e. fewer degrees of stress. In particular, Greek has no foot structure. The lack of foot structure explains why the Rhythm Rule does not operate in Greek; as English examples show, this rule does not operate when there is no strong position within a word to which a stress may move; e.g. *mároon júmper As Greek has only one strong syllable per word, the stress cannot move from this syllable.
(1)

kitaza ton enastro urano
I was looking at the starry sky
This structure captures the fact that in Greek stresses, without being as frequent as they are in English, are still the prominences around which rhythm is organised. In addition, this structure shows that Greek rhythm is not based on binary patterning, since long sequences of unstressed syllables are not eliminated by means of rhythmic stress.

The fact that the rhythm of Greek is not binary has important consequences for the phonology of rhythm, as it has often been assumed that rhythmic patterns are universally binary. I believe that this superficial disagreement between theory and empirical data stems from the confusion between the phenomena linguists attempt to describe (and if possible explain) and the representations used for this purpose. While the phenomena, such as the rhythmic organisation of speech, are universal, formalisms need not be. As the present data suggest, binary branching, which successfully represents the alternating rhythm of English, is not adequate for the representation of Greek rhythm as
well. If, however, the constraints on the formalism are relaxed so that binary branching is not the only option, both languages with binary rhythmic patterns and languages with n-ary ones will be adequately represented by abstract structures of the form presented in (1).

Relying on an abstract representation does not mean that the search for the acoustic manifestation of rhythm is not a legitimate target; indeed there are compelling reasons for such as step, like the implementation of speech synthesis and automatic speech recognition models. However, using the acoustic features of rhythm as a means of describing languages as stress- or syllable-timed (or as having a tendency for either) does not serve any purpose apart from classifying languages according to the impressions of nonnative speakers.
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\section*{ABSTRACT}

Aspects of sound duration were longitudinally investigated in the speech of two groups of preschoolers, children with normal speech/language development and children with articulation disorders. Results included increased longitudinal dissimilarities between the groups.

\section*{1. INTRODUCTION}

The importance of suprasegmentals within the speech/language development of children has recently been emphasized [3], [5]. This prevailing tendency revives the old question of segmental duration which has been extensively investigated for well over 100 years [6], [4].

Speech sounds not only vary in intrinsic duration, they also influence another durationally in regular ways. The possibility to establish frequently reconfirmed durational rules bears witness to this fact.

Comparable findings in speakers of many different languages suggest common physiological properties behind these relational manifestations. Vowels seem to be generally longer before voiced than before voiceless stops, for example. Durational peculiarities between languages, on the other hand, point to simultaneous language dependent learning effects.

More recently several investigators have examined consonant and vowel
duration in the speech of children with specific articulatory deficits [8], [1], [7]. These studies have shown a greater durational variability in the children with articulatory difficulties. However, certain durational contrasts such as voicing appear to be maintained by children with disordered articulation as well.

When and how do children acquire the durational standards of their native language, whether they are based on physiological maturation of articulatory timing events or on learning processes? Are there differences in the acquisition of these standards between children with and without certain speech/language deficiencies? In an attempt to procure initial results, this study was designed to investigate sound duration longitudinally in the speech of two groups of preschoolers, children with normal speech/language development and children with disordered articulation.

\section*{2. METHOD \\ 2.1. Subjects}

Twelve children ( 7 boys, 5 girls) between the ages of \(4 ; 0\) and \(4 ; 11\) served as subjects. All subjects had passed a hearing screening test and had no reported history of neurological, physical, psychological or behavioral impairment.

Standardized tests, the Test of Early Language Development (TELD) and
he Weiss Comprehensive Articulation Test (WCAT), established the two groups of subjects ( \(\mathrm{N}=6 /\) group): The NORM Group, children who achieved age appropriate scores on both, the language and the articulation tests, and the ARTICULATION DISORDERED group, children who performed within one standard deviation of the norm on the language test but at least four points below age on the articulation test.

\subsection*{2.2. Data Collection/Analysis}

The material consisted of 42 CVC contructs with initial \(/ \mathrm{p} /\) plus either \(/ \mathrm{i}\), ka/or \(\mathrm{h} / \mathrm{h}\), followed by all voiced and voiceless stops and fricatives of American English.

These stimuli were presented orally and repeated three times in three month ( \(10-13\) weeks) intervals. At each test time all stimulus items were modelled by the same person. Misarticulations of a stimulus item in any part resulted in repetition of the logatom by the investigator. After 3 incorrect responses, the child's final production represented his/her response to that particular item. The responses of the subjects were audiorecorded and later analyzed from oscillographic displays utilizing the Micro Speech Lab computer program, Kay Elemetric Corp., 1985. To ensure comparability of the measurements, certain segmentation principles were established and strictly adhered to.

\section*{3. RESULTS}

For the statistical analyses, the data were organized in two ways: absolute and relative duration. The absolute duration consisted of the real time measurements of each acoustic sound representation: initial [ p ], medial vowel, and final consonant. The relative duration is a calculation devised to minimize rate differences between speakers and consists of the sound
length/average sound duration of the entire word [2].

VoicingContrast: The first question addressed was: Do the two groups of subjects adhere to the durational standard that vowels preceding voiceless consonants are shorter than those preceding voiced consonants? Absolute and relative durations were analyzed by means of a two tailed \(t\)-test. An alpha level of .05 was established for significance.

For all three testing times both the Norm and the Articulation Disordered group produced significantly longer durations when the vowels preceded voiced consonants. This held true for the three vowel qualities, regardless of whether the vowel preceded stops or fricatives, and for both absolute and relative duration. Therefore, although the group of children with an articulation disorder often misarticulated the final consonant, the durational contrast of the preceding vowel was observed. This is especially interesting in light of the fact that clearly over half of the misarticulations represented devoicing of the final consonant.

Group Specific Durational Differences over Time: The second question addressed was: Do the Norm versus Articulation Disordered subjects demonstrate group specific variations in sound duration for each of the three testing times? To answer this question, a multivariate analysis of yariance was used to test for interactions among group by absolute and relative duration of the 1) initial [p](IP), 2) medial vowel (MV) and 3) final consonant (FC) for Time 1, 2, and 3 (T1, T2, T3).

As can be noted in Tables 1 and 2 there was always a statistical sig nificance between the Norm and Articulation Disordered groups for all absolute and relative durations at T3 From these results there appears to be a change over time with the two groups
of subjects becoming more dissimilar during this testing period.

Table 1: MANOVA Results for the Absolute Durations of Initial-p (IP), Medial Vowel (MV), and Final Consonant (FC)X Group for Time 1,2, and 3 (T1, T2, T3)
\begin{tabular}{lcl} 
& F-Ratio df(1,11) & p \\
& & \\
IP-T1 & 7.29 & .007 \\
IP-T2 & 17.22 & .0001 \\
IP-T3 & 5.20 & .02 \\
MV-T1 & 2.42 & .122 \\
MV-T2 & 12.67 & .0005 \\
MV-T3 & 5.07 & .027 \\
FC-T1 & 2.51 & .116 \\
FC-T2 & 3.60 & .06 \\
FC-T3 & 8.93 & .004
\end{tabular}

Table 2: MANOVA Results for the Relative Durations of Initial-p (IPR), Medial Vowel (MVR), and Final Consonant (FCR) X Group for Time 1, 2, and 3 (T1, T2, T3)

F-Ratio \(\mathrm{df}(1,11) \quad \mathbf{p}\)
\begin{tabular}{lrl} 
IPR-T1 & 11.40 & .001 \\
IPR-T2 & 5.35 & .02 \\
IPR-T3 & 11.64 & .001 \\
MVR-T1 & 2.26 & .135 \\
MVR-T2 & .16 & .69 \\
MVR-T3 & 6.48 & .01 \\
FCR-T1 & 10.00 & .002 \\
FCR-T2 & 3.51 & .06 \\
FCR-T3 & 13.26 & .0005
\end{tabular}

Individual Durational Yariations for Each Group; The third question addressed was how each individual child manipulated segmental duration throughout this testing period. It was also important to determine whether or not the children in both groups varied from known norms. To establish this theoretical norm, the means of the Norm group for both absolute and relative durational measures were utilized.

An overall mean for each context condition (the three vowel qualities, voiced and voiceless stops and fricatives) was calculated from the Norm group. A \(95 \%\) confidence interval was set around these means. Each child's performance was then compared to this confidence interval. A percentage was determined based on how many means of the individual child were found within this \(95 \%\) confidence interval. As is to be expected, the Norm group had a much higher percentage of means within the \(95 \%\) confidence in. terval. However, individual variations could be seen, for example: Subject \(3=37 \%\), Subject \(5=46 \%\), Subject \(1=89 \%\). Thus, not all members of the Norm group reacted durationally in the same manner. For the group of children with articulation disorders percentage scores were lower as well as less variable (range \(=39-69 \%\) ). While three of the children fell clearly outside the Norm means (Subject \(8=42 \%\), Subject \(9=39 \%\), Subject \(12=45 \%\) ), the overall range of percentages was clearly reduced when compared to the Norm group.

\section*{4. DISCUSSION}

This investigation supports previous findings [1], [7], [8]: even children with articulation disorders adjust the vowel duration preceding voiced consonants although they produced in fact devoiced final consonants. However, in this respect group variations were found. In addition, more incidences of significant differences could be noted between the two groups at time 3. One feasible hypothesis is that the subjects of the Norm group did develop fairly fast during the testing time interval while the Articulation Disordered group showed little or no durational maturation. According to our findings, then, it is not that the children within the Articulation Disordered group were developing durationally in a dif-
ferent direction, but rather that their pace of change was drastically different. Finally, a fair degree of individual variation was noted in both groups of subjects, although the range of variability found was wider within the Norm group.
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\section*{ABSTRACT}

The general aim of this study is to examine the effects of consonants on the timing of the jaw in producing length contrasts (of the type [CeCCa] vs. [CeeCa]) in Tunisian Arabic. More specifically initial consonants [3] and [ \(z\) ] test the possible influence of the protrusion gesture at the lips on the updown movement of the jaw. Our resuits show that the influence of consonantal protrusion tends to enhance length contrasts and that - among measured cycles - the "vocalic" velocity one should offer the best temporal domain to run comparisons of language variation in the field of Arabic dialectology.

\section*{1. INTRODUCTION}

Notre recherche a pour but de comprendre l'organisation des gestes qui gouvernent la production de la quantuté phonologique et celle des types consonantiques en arabe. Étant donné que l'organisation temporelle ou timing lorganisation temporalle ou timing implique, en général, des contrôles
temporels fins à des finalités sémiotiques, temporels fins à des finalités sémiotiques,
nous essayerons de mettre en évidence les nous essayerons de mettre en evidence les
stratégies motrices, propres à nos tâches phonologiques complexes.

Les études antérieures portant sur 'organisation temporelle de la parole e plus spécifiquement sur le timing de la quantité phonologique en arabe, nous montrent qu'il est plus efficace d'examiner les stratégies articulatoriacoustiques, en dégageant les structurations globales de patrons de phases, au lieu de se livrer exclusivement une recherche d'invariance (cf. [5], [1], [6]).

Notre étude analyse les caractéristriques temporelles de la mandibule pour des gestes à buts linguistiques definis, cet articulateur pouvant être considéré comme la porteuse rythmique des articulateurs portés, langue et les lèvres. Nous no s focaliserons sur deux cycles mandibulaires - initiation des gestes et d'observation des deux tâches linguistiques. L'augmentation de la vitesse d'élocution, nous permettra de tester les degrés de résistivité de l'opposition.

\section*{2. MÉTHODE}
2.1. Corpus

Dans le cadre de notre étude [2] nous avons élaboré un corpus qui, non seulement appartient à une série de mots linguistiquement pertinents, mais qui permet aussi d'examiner les different degrés de couplage de la mandibule avec la langue et les lèvres. Ce couplage langue et lèvres présente des coordinations interarticulateurs différentes selon la tâche linguistique à accomplir. Notre corpus est conç pour examiner les effets des conçu pour entre la lame de la langue \([3, z]\) couplages entre la lame de la langue \([3, z]\)
ou encore sa masse \([\varepsilon\), a] et la mandibule. ou encore sa masse \([\varepsilon\), a \(]\) et la mandibule.
Les consonnes initiales \([3, z]\) nous permettent de tester l'influence possible du geste de protrusion des lèvres sur le déplacement mandibulaire vertical. Ains les mesures recueillies sont révélatrices, des couplages linguo- etou labiomandibulaires. Pour un test sur la cohérence structurale des phasages entre les niveaux articulatoire et acoustique, c [4].

Les items choisis forment une paire minimale : [zezza] (variante [zezza]) "il a tondu" vs. [зeeza] (var. [zeeza]) "il a récompensé", ou bien "ça suffit",

Le locuteur choisi (pour une comparaison avec d'autres locuteurs, cf.

\section*{[3])}
2.2. Acquisition

Tous les items ont été introduits dans des phrases porteuses affirmatives. Chaque phrase a été répétée 12 fois, en ordre aléatoire, en chambre sourde, pa un locuteur tunisien, a deux vitesses d'élocution. La première série a été réalisée à la vitesse normale d'élocution du locuteur la deuxieme a eté obtenue avec un débit rapide.

Les signaux de déplacement vertical de la mandibule ont été recueillis à l'aide d'un kinésiographe mandibulaire (K5AR) téchantillonnés à 160 Hz pour édition en synchronie avec le signal acoustique numérisé à 8 kHz
2.3. Mesures

A l'aide des événements qui peuvent être repérés sur les signaux articulatoires des items choisis (cf. [3]), nous avons pu retenir deux cycles, initiation des gestes et vitesse "vocalique qui se sont révélés être des domaines privilégiés pour la programmation des syllabes VC.
- le cycle d'initiation des gestes, peut être repéré par la reproduction de l'événement veo (Vocalic Cycle Onset), soit le premier signe d'abaissement de la mandibule pour produire le cycle vocalique. Dans ce cycle, l'arrivé de l'événement CCO (Consonantal Cycle Onset) - soit les premiers signes de l'élévation de la mandibule pour le cycle consonantique nous donne la phase "vocalique" (VCO-CCO).
- le, cycle de vitesse reproduction de l'événement MVV (Maximum Vocalic Velocity), soit le pic de vitesse dans l'abaissement de la mandibule pour produire la voyelle. Dans ce cycle l'arrivé de l'événement MCV (Maximum Consonantal Velocity) - soit le pic de vitesse de l'élévation de la mandibule pour produire la consonne nous donne la phase "vocalique" (MVV-MCV).

\section*{3. RÉSULTATS}
3.1. Opposition de quantité dans le contexte initial [3]

3ezza] vs. [zeeza]
3ezz le cycle d'initiation des gestes VCO (fig 1) la séparation des deux teb aches gus normal. Nous observons une difference de phase entre les deux tâches linguistiques. En outre, la catégorie VVC est plus longue en cycle que VCC.

Lopposition repose donc sur une difference de phase et dans une moindre mesure de cycle. En débit rapide l'opposition a tendance à être neutraliséé

Dans le cycle de vitesse maximale MVV (fig. 2), la séparation des deux tâches se realise encore mieux par la phase, que dans le cycle VCO. Par contre il n'y a plus de différence significative sur le cycle: nous assistons à un phenomèn d'isochronie \((V V C=V C C)\). Comme dans le cycle precedent cette opposition est neutralisée avec l'augmentation de la vitesse d elocution

\subsection*{3.2.Opposition de quantit} dans le contexte initial [ z ]
zezza] vs. [zezza].
Dans le cycle d'initiation des gestes VCO (fig. 3), l'opposition entre les classes VCC et VVC ne repose pas aussi nettement sur la phase que dans le cas des items avec [3]. Par contre, l'opposition se fait encore plus nettement sur le cycle. Comme dans les cas precédents elle se neutralise avec l'augmentation de la vitesse d'élocution.

En ce qui conceme le cycle de vitesse "vocalique" MVV (fig. 4), l'opposition entre les classes phonétiques VCC et VVC repose, en débit normal, autant sur le cycle que sur la phase. En augmentant le débit, nous assistons, là aussi, à une neutralisation des différences temporelles entre les tâches linguistiques.

\section*{4 CONCLUSION}

En conclusion, nous pouvons dire que ces résultats montrent qu'en débit qurmal l'opposition de quantité se realise dans les deux cycles articulatoires erenus, que ce soit par la phase et/ou par cycle. Mais elle se neutralise toujours en débit rapide.

Le cycle de vitesse "vocalique" MVV reste le plus discriminant pour mettre en évidence les oppositions de quantité phonologique. Rappeions que ceci a été confirmé par ailleurs (cf. [4]) pour d'autres dialectes de l'arabe et pour le français.

En ce qui concerne l'influence des ypes consonantiques sur l'opposition de quantité, nos resultats montrent que les qupes choisis ont un effet caracténstique sur les cycles. Un effet qui n'est pourtant as genéral pour toutes les tâches pas general pour l'influence de la protrusion consonantique a tendance augmenter la durée des cycles d'initiation (VCO) ou de vitesse (MVV), mais essentiellement pour la categorie ave voyelles brèves, VCC. Notons que cette différence de duree entre les items ave [3-] et [z-] n'existe plus en débit rapide.

Une possible explication de l'influence intrinsèque de chaque type consonantique sur le patron temporel, serait que le recrutement multiarticulateurs de la mandibule (langue et lèvres), demandant plus de précision de contrôle, pourrait être à l'origine de gestes articulatoires plus lents et, par conséquent, de cycles beaucoup plus longs pour les classes de brèves, VCC.

Ainsi une approche relative s'avère rentable pour comprendre la S'avère rentable pour comprendre la
programmation des gestes de quantité en programmation des gestes de quantite en fonction des types consonantiques. Nous
nous proposons donc, dans le cadre de la nous proposons donc, dans le cadre de la
dialectologie arabe, de nous baser sur le dialectologie arabe, de nous baser sur le cycle de vitesse "vocalique" (MVV)
comme domaine temporel - pour établir la comme domaine temporel - pour étaion des stratégies de réalisation de lopposition de quantité. Dans ce sens une hypothèse pourrait être que les dialectes qui présentent des "réflexes" [3 (comportant une composante labiale) pourraient renforcer les contrastes.
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Figures 1 à 4 (arabe tunisien)
Patrons de phasage en débit normal ( DN ) et rapide (DR) pour les oppositions de quantité [३ezza] vs. [зєeza] (en haut, fig. 1 et 2 ) et [zezza] vs. [zzeza] (en bas, fig. 3 et 4 ) dans deux cycles de la mandibule : le cycle d'initiation des gestes vocaliques (VCO, à gauche, fig. 1 et 3 ) et le cycle de vitesse "vocalique" (MVV, à droite, fig. 2 et 4). Pour la définition de ces cycles et des phases correspondantes, cf. texte.
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\section*{ABSTRACT}

The purpose of this study is trying to search the durat lonal patterns of syllables in Standard Chinese by observing their varlations in different contexts and examining what the wain control factors are and how the syllable's duration is affected by these factors. The results show that the temporal realization of the syllable in connected speech is governed by multiple factors, in which the semantic requirement is the most active and powerful one, the others must act under its control, so all these factors are hlerarchically vorked on different speech levels in top-down way.Therefore, the patterns offered here is a relative dynamic range, rather than static invariance.

\section*{1. Introduction}

Individually, segments' or syllabls' duration in natural speech has wide range of elasticity. It is typically true In Standard Chinese(SC). Nevertheless, the speech tenpo is still kept in a regular range, it seens that there may exist some relational Invariance in temporal distribution, by which the speech tempo is controlled.
Considering of the inportance of the syllable In SC, the present investigat ion is concentrate on the control of syllable duration. Against this target, two sets of naterials were tested In this study. The first set consists of 14 pairs of trisyllabic vords, and the second set contains 6 pairs of sentences, all of then vere designed according to the background as follows. Firstly, syllable, as one
of the basic units in Chinese speech, is usually running in some relatively fixed groups, among then, the mnimal one is bisyllabic yord. this kind of words inherently includes two types of stress and the corresponding temporal patternsi21. horeover, the bisyllabic words in SC constructlonally has relative stablilty and strong power in constituting new words, so all of the other polysyllabic structures in SC are essentialiy different combinations blult from monosyllabic and bisyllabic words. Therefore, the durational realization of a syllable in larger structures ay be not only deterained by their position in the sequence, but also by the morphological constratint of the structure. To slmplify our analysis, we just take trisyllabic word as the test example. Secondiy, syllable as a basic conveyer for the syntactic and semantic informat ions, its durational variations may be closely related to syntactic and sement ic constraint of sentences. Thus, the test sentences were designed. In addition, for the convenlence of discussion, the duratlonal measurement is also extended to the acoust ic record of monosyllabic and bisyllabic words which were nade in our previous investigations [7,21.
2. EXPERIMENTAL RESULTS AND aNALYSES 2.1. Average duration

Generally, it is very hard to assign an average value for syllables'duration, since in natural speech, it is contextual-dependent. However, our test results do show a tendency that the number of syllables uttered per second is regularly between \(5-6\) for

Figure 1. Durat lonal patterns of syllables sumarized from vorlous isolated polysyllabic words:
Isolated polysyllabic word; A (1) \(2+1 \mathrm{NH}\) type trisyll. vord; \(A(2) 1+2\) NH type trisyll. vord.
*B. NT type bisyll. vord; \(B(1)\) 1+2 NT type trisyll. vord;

Table 1. Average durat 10 (as) of different varlations for syllables /dan/, /jle/, and /sht/ in nornal stress utterance
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{position} & \multicolumn{3}{|l|}{In moderate speech} & \multicolumn{3}{|l|}{\multirow[t]{2}{*}{in faster speech /dan/ /Jle/ /shi/}} \\
\hline & /dan/ & /jie/ & /shi/ & & & \\
\hline f Inal & 332.5 & 357.5 & 390 & 245 & 290 & 260 \\
\hline initlal & 267.5 & 268.8 & & 222.5 & 263.3 & \\
\hline \[
\begin{aligned}
& \text { inter- } \text { vocalic }(\mathrm{a}) \\
& \text { v }
\end{aligned}
\] & 187 & 193 & \[
\begin{aligned}
& 175 \\
& 148
\end{aligned}
\] & 161.3 & 185 & \[
\begin{aligned}
& 135 \\
& 122.5
\end{aligned}
\] \\
\hline
\end{tabular}
*(a) 2nd syllables in trisyllablc words;
*(b) 3rd syllables in quadsyllabic words.
moderate speech and 6-7 for faster speech. This tendency seens not to be an accidental event, sone previous studles have provided evidence from elther production [3] or perception \(\{4,6]\). Based on these findings coming froe different languages, we would suppose that the marginal seven or less of syllable number uttered per second light be one of the relational invarlance in speech tempo existed throughout the languages in the world. Thus, it may be served as a relative scale for the comparison in this aspect.
2.2. Inherent difference

Some Inherent difference of syllable duration in SC is observed from the isolated syllables. The main contro factors for this difference, as it is universally acted in many languages, includes articulatory manner of the initial consonants and the opening of component vowels. In addition to these in SC, this kind of difference
is also closely related to the tonal lst inction and stress type.Generally, syllable with the third tone ly, a syllable with the third tone is usually longer than that with other tones ceteris paribus; and a syllable with normal(NM) type stress is clearly longer than that vith neutral(NT) type's. Some previous studles have reported that the duralonal rat lo of NT to NB type syllalonal ratio of NT to wh 3.5 syl and bles is about \(1: 2\) [5] to 3:5 [l], and It is contextually dependent, when neutral type bisyllabic words are uttered in connected speech, the durational difference between NT and an type syllables becomes even more sharper \(\{2\}\).
3. Contextual variablilty
2.3.1. Yariations in isolated words Figure 1. gives specific variations of syllable in isolated polysyllabic vords. The dark bar on the far left In the figure represent a relative scale for the comparison among the varlations, its value is taken froe
sentence level: Zhe shuang xie bu jle shi
(This pair of shoes is not durable)

syll. duration: 198220

\[
\begin{aligned}
& \text { L___ statement (2): } \\
& \text { L*」 L_-_ eaphesize on 'this pair } \\
& \text { L. } 1 \text { L } 310 \text { of shoes do NOT durable'. } \\
& 270310 \text { 180 (as) }
\end{aligned}
\]



Figure 2. The schematic digran for the relationship between syllable duration and semantic requirement of the sentences.
the average duration of the wordinitial syllables; The bars next to the dark one represent those patterns summarlzed from bisyllabic vords tested in our previous invesligatlon [2]; and all of the rest are the patterns occured in different type of trisyllabic words. Here the bars with oblique lines are the Wh type tokens, and those with cross IInes are the NT type tokens. In each case, the shadowed part of the bar shows a scope that a syllable's duration is exactly /likely reached, and the part within dotted lines llusirates the extent that possiblly reached.
ron figure 1. sone effects could be clearly observed. (a)Position effect: Syllabie duration in SC does follow position-effect rule, which is universally acted in many languages, such as vord-initial shortening, word-final lengthening, and the intervocalic ones are often shorter In average. This effect also can be seen from Table I; (b)Constructiona constraint:As one of the basic unlts n SC, the durational patterns of bysillabic words are often appeared In global. Look at the cases of \(B(1)\) \(3(2)\) and \(B(3)\) In Figure 1 , it's obvious
that the long-short duration mode for NT type's bisyllabic structure Is kept in any position within the trisyllabic vords, so the second syllable in \(B(1)\) and the first syllables in \(B(2)\) and \(B(3)\) have not been shortened as expected, but obviously lengthened instead, though all of then occur at the intervocalic position or vord-Initial position. This phenomena lllustrate that the pover of position-effect is Ililited, and it must be played under the control of morphological restriction.
2.3.2. Variations in connected speech (a) Syntactic effect

The Influence cones from syntactic aspect has been observed in our previous study 121 . It ay be helpful to present an example here: when the test word in a sentence is followed by an independent syntact lc element, the average durat lon of last syllable in these words is around 292 as; while it is compressed to 254 as when it is followed by an auxiliary word, since this kind of words is usually not an Independent element and has to be attached to its previous words, consequently, results in a liflation to the last syllable of the test vords.
(b) Units' length and speech rate If we look at back to the situation shown in Table l, and make a slmple comparison between the first row and the last two rows respectively or that between last two rous. It can be seen that syllable duration does decrease with the increase of syllable number in certain unit. At the same tide, the relationship on inverse proportion between syllable duration and speech rate is also found from the cases in 'moderate' column and 'faster'colum In the Table. However, that is not a simple and linear relation, because speech teapo is also adjusted by presence / absence and longer / shorter of the possible pauses occured at phrase boundary, and syllable's elongation or compression performed in elther case is only a tendency in gross.
(c) Semant Ic Influence

Speech sound is the surface output represented the underlying semantic input, so the surface reallzation of a syllable duration in real speech is reasonablly related to semantic content. Our observation indicates that this role is usually carried out through the difference in accent stress. Figure 2 gives one of the examples, in which, four different statements are made from the same syllable sequence but represent different semantlc contents, and results in different distribution of syllable durat lon.
3. CONCLUSSION

Based on the jimited observation taken in this study, the durational patterns of syllables in Standard Chinese could be sumarized as follows:
(a) Syllables as mosyllablc words uttered moderately in isolation is around 500 ms.Some intrinsic difference is existed among them, and it is conditioned by some inherent factors related to syllable itself. However, all of these tokens will be shortened when they ocuur in connected speech, the average ratio between this two cases is around 100:70.
(b) The durational reallzations for Individual syilable in real chinese speech have a wide dynanic range, the lower threshold is around 100 ms , and
the higher one's is about b00us. The contextual varlations are shown in Tadle 1 of the text.
(c) The durational patterns sumearlzed above in SC is governed by Eultiple factors acted in the different levels. The maln factors, besides those Inherent ones related to syllable Itself, are couling from speech rate, syllable's position in the utterance, unlts' length in which the syllable appeared, worphological constraint of speech unit, difference in syntactic contexts, and the seantic requirement of certain sentences. horeover, it seems that the last factor is the most active and poverful one, all of the others aust be acted under its control. Therefore, these factors are hlerarchically worked on a top-doun way, the elongation or compression for a syllable is performed non-linearly through the mechanisus of compensation and adjustment, rather than in average or complete proportion
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\section*{ABSTRACT}

In Tanka read as prose, the duration of each line including pauses was fairly regular. In the contest style, however, the duration of each line was not regular, but the durations of the first group of 5-7-5 lines and the following group of 7-7 lines were fairly regular, with a great amount of prepausal lengthening before each pause. The mora in Japanese as an isochronous unit of timing seems to be abstract, but it is a basic rhythmic unit. This basic unit coexists with larger rhythmic units, such as the poetic line read in the prose style or the group of lines read in the contest style of Tanka.

\section*{1. INTRODUCTION}

This paper attempts to observe the rhythm of Tanka, short Japanese poems, produced in two different styles: prose and contest styles. According to Lehiste (1990)[3], "the prosodic system of a language is crystallized in the metric structure of its traditional poetry." Tanka, basically composed of 31moras in 5-7-5-7-7 lines, is the most traditional Japanese poetry handed down since the Seventh Century. In Homma (1985)[2], I investigated why this traditional type of verse sounds rhythmic, measuring the duration of each segment, mora, pause, line, and whole poem read as prose. I found that although the duration of each segment and mora had a greater range of difference and the number of moras of the lines was different,
the average durational differences of lines and whole poems were small.
The purpose of this paper is to confirm the results of my previous experiment and to compare the two different styles producing the same Tanka poems.

\section*{2. EXPERIMENT OF THE PROSE STYLE READING}

\subsection*{2.1. Methods}

I selected fourteen poems from the One Hundred Poems from One Hundred Poets (13th Century). Three of them have the regular 31-mora form, and the others have one hypermeter line in one of the five lines: one extra mora is added to one of the lines. The poems read as prose by five native speakers of Japanese were recorded on tape in the phonetic laboratory of the Ohio State University.

\subsection*{2.2. Measurements}

Wide-band spectrograms of 70 poems ( 14 poems \(\times 5\) speakers) were made with a Kay-Sonagraph (5500). In the present experiment, I measured the duration of lines, pauses, and whole poems, because I thought that the units in which moras would be manifested in Japanese must be larger than a line in poetry (Homma, 1985[2]). I got the average duration of moras by dividing the duration of the lines by the number of moras. The duration of initial stop consonants after pause was impossible to measure. All the values were rounded to the nearest 5 milliseconds.

Table I. Average duration ( \(\overline{\mathrm{x}}, \mathrm{ms}\) ) and standard deviation (SD) of moras, pauses, lines, and whole poems of Tanka read in the prose style
\begin{tabular}{lcccccc|} 
& & & & & \\
lines & (1)5-mora & (2)7-mora & (3)5-mora & (4)7-mora & (5)7-mora & whole poem \\
mora \(\overline{\mathrm{x}}\) & 155 & 136 & 149 & 137 & 138 & -- \\
SD & 8.4 & 7.2 & 7.3 & 3.6 & 7.5 & -- \\
pause \(\bar{x}\) & 223 & 41 & 437 & 59 & -- & -- \\
SD & 55.5 & 29.0 & 46.8 & 26.6 & - & - \\
line \(\bar{x}\) & 1017 & 1018 & 1200 & 1035 & 994 & 5264 \\
SD & 74.7 & 87.2 & 64.4 & 54.0 & 64.4 & 149.4 \\
\hline
\end{tabular}

\subsection*{2.3. Results}

Table I shows the average duration ( \(\overline{\mathrm{x}}, \mathrm{ms}\) ) and standard deviation (SD) of moras, pauses, lines, and whole poems of 70 Tanka read in the prose style.
From Table I, the following points were observed.
(1) The duration of each line including
style was a unit of temporal programming in Japanese (Lehiste, 1990[3]).

\section*{3. EXPERIMENT OF THE CONTEST STYLE READING}

\subsection*{3.1. Methods}

The same fourteen poems from the experiment of the prose style reading were

Table II. Average duration (ms) of moras of regular and irregular lines as read in the prose style
\begin{tabular}{llllll} 
lines & \((1)\) & \((2)\) & \((3)\) & \((4)\) & \((5)\) \\
regular & 156 & 136 & 150 & 137 & 139 \\
irregular & 146 & 135 & 141 & 133 & 133 \\
average & 155 & 136 & 149 & 137 & 138 \\
\hline
\end{tabular}
pause was fairly regular except for the third line, at the end of which the speakers took a breath.
(2) The adjustment for equidistant lines was achieved in two ways: first by changing the duration of pause, and secondly by changing the duration of moras by means of the speech rate.
Longer lines, especially irregularly longer lines, were read a little faster; thus the average duration of moras became shorter. Table II presents the average duration of moras of regular and irregular lines with hypermeter.
studied. This time I used a tape which was made by a publisher for the people who would like to participate in the timehonored contest played with these hundred verses on cards. The tape was recorded by one of the authorized speakers who read the poems in the contest style. The speaker made no pause between the lines, but took a long 9 -second pause between 5-7-5 and 7-7 lines in accordance with the rules of the contest.

\subsection*{3.2. Measurements}

Measurements were taken in the same way as in the first experiment.
These results supported Homma, 1985[2]. 3.3. Results
The poetic line of Tanka read in the prose
Table III shows the average duration ( \(\overline{\mathrm{x}}\),
Table III. Average duration ( \(\overline{\mathrm{x}}, \mathrm{ms}\) ) and standard deviation (SD) ofmoras, pauses, lines, and whole poems as read in the contest style
\begin{tabular}{lcccccc} 
lines & (1)5-mora & (2)7-mora & (3)5-mora & (4)7-mora & (5)7-mora & wholepoem \\
mora \(\bar{x}\) & 208 & 258 & 434 & 388 & 454 & -- \\
SD & 19.9 & 19.2 & 92.1 & 38.6 & 42.3 & -- \\
pause \(\overline{\mathrm{x}}\) & 0 & 0 & 0 & 65 & - & -- \\
SD & 0 & 0 & 0 & 166.7 & -- & - \\
line \(\bar{x}\) & 1073 & 1853 & 2221 & 2820 & 3265 & 11232 \\
SD & 141.6 & 88.2 & 435.7 & 278.8 & 211.6 & 788.4 \\
\hline
\end{tabular}

contest styles comparison of the average duration (ms) of lines as read in the prose and
ms ) and standard deviation (SD) of moras, pauses, lines, and whole poems of the fourteen Tanka read in the contest style; 9 -second pauses after the third line were excluded.
Figure 1 compares the average duration of lines as read in the prose and contest styles.

9 -second pause was put between the groups of 5-7-5 and 7-7 lines. Extremely long prepausal lengthening was observed before pauses. At the end of the lines without pause, however, some amount of preboundary lengthening was observed.
(5) The average duration of moras of 5 mora lines was not longer than of 7 -mora lines as in the prose style, although the
Table IV. Average duration (ms) of moras of regular and irregular lines as read in the
contest style
\begin{tabular}{lccccc} 
lines & (1) & (2) & (3) & (4) & (5) \\
regular & 207 & 265 & 446 & 394 & 470 \\
irregular & 216 & 231 & 362 & 348 & 396 \\
average & 208 & 258 & 434 & 388 & 454
\end{tabular}

From Table III and Figure 1, the following points were observed.
(1) The speech tempo was much slower in the contest style. The average duration of whole poems excluding 9 -second pauses was about twice as long as that of the prose style.
(2) The values of SD were smaller in the prose style. A great regularity existed in production of the prose style.
(3) The average duration of lines in the contest style was not equal; the duration of lines gradually increased. This means that in the contest style the unit of temporal programming was not a line.
(4) There were no pauses after the first, second and fourth lines, but instead a long
average mora duration of regular lines was longer than that of irregular lines. Table IV shows the average duration of moras of regular and irregular lines as read in the contest style.
The two kinds of efforts to keep equidistant lines in the prose style, the adjustment of the duration of pauses and moras, were not effectively made in the contest style.
(6) Tanka lines read in the contest style were divided into two groups: 5-7-5 and 7-7, before and after the long pauses. The average duration of the first and the second groups was \(5,147 \mathrm{~ms}\) and \(6,085 \mathrm{~ms}\), respectively. Table V presents the average duration of each group in percentages. The whole duration of the poems excluding the long pause was measured as \(100 \%\).

Table V. Average duration of each group in percentages
\begin{tabular}{cc}
\(5-7-5\) group & \(7-7\) group \\
\(46 \%\) & \(54 \%\)
\end{tabular}

Although the ratio did not show perfect isochrony, there was a strong tendency for the speaker to read the two groups isochronously with prepausal lengthening at the end of each group. It seems to me that the group of lines larger than the poctic line emerged as a unit of temporal programming in the contest style reading of Tanka.

\section*{4. CONCLUSION}

The basic rhythmic unit in Japanese is a mora. [To attest the existence of "a foot consisting of two morae" suggested by Poser (1990)[5] is beyond the scope of this paper.] The mora coexists with larger units such as a word in prose (Homma, 1981[1]; Port et al., 1987[4]), and a poetic line in the prose style (Homma, 1985[2]; Lehiste, 1990[3]). Moreover, a much larger rhythmic unit was found in the contest style reading of Tanka. To what extent the temporal programming works in Japanese is yet to be resolved at the moment, but as far as this experiment is concerned, the rhythmic unit was larger than the poetic line in the contest style reading of Tanka.
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\section*{ABSTRACT}

The degree of velarization of the lateral consonant [I] is studied in three CatalanCastilian bilingual subjects reading texts in Catalan, Castilian and French. It is suggested that language dominance for each subject may be related to the use of an alveolar or a velarized variety of this consonant.

\section*{1. INTRODUCTION}

Although the problem of phonetic transfer has been frequently treated in the second language acquisition literature, transfer phenomena arising at the phonetic level when a bilingual speaker acquires a third language have been hardly approached. Previous work by Llisterri and Poch [4] [5] describes the vowel system of French and English as produced by monolingual Castilian and by bilingual CatalanCastilian speakers, showing a different pattern of distribution in the F1-F2 plane for each group of subjects. However, the analysis of the long-term averaged spectrum of Catalan-Castilian bilinguals carried out by Bruyninckx at alii [1] reveals the need to introduce the notion of language dominance when bilingual subjects are studied. This paper aims at presenting some preliminary data on the pattem of phonetic transfer found in third language learning by bilingual speakers according to dominance in one of the two languages in which they are proficient.
In order to carry out this investigation, we
have chosen to analyze the degree of have chosen to analyze the degree of velarization of the lateral consonant [1] in the French spoken by Catalan-Castilian
bilinguals. In an early work comparing lateral consonants in Castilian and in Catalan, Navarro [7] established the velarized character of Catalan [1] in front of the alveolar point of articulation characteristic of this consonant in Castilian. Further experimental studies have confirmed Navarro's remark by showing the existence in Catalan of the lingual retraction common to the so-called "dark" varieties of [1]. This is one of the more prominent features of the Catalan accent when native speakers of this language speak Castilian.

Since French is a language with a "clear" ( i.e. alveolar ) lateral consonant, the production of this sound should not be difficult for a monolingual Castilian subject having this variety in his native language. However, one may suppose that some transfer from Catalan may occur in the case of bilingual speakers, and that this will result in the use of a velarized variety of [1] when speaking French. On the other hand, it is also possible to hypothesize that this transfer will be stronger for a bilingual with linguistic dominance towards Catalan than in a speaker with Castilian dominance.

\section*{2. PROCEDURE}

\subsection*{2.1. Subjects}

A large group of students at the Universitat Autònoma de Barcelona were asked to answer a questionnaire aimed at determining their use of Catalan and Castilian and requesting information about their knowledge of French. The questionnaire addresses four skills:
listening, speaking, reading and writing, both in Catalan and Castilian. The subjects had to answer with a percentage of use of each language in a wide range of situations, together with questions about their geographical origin and about the language spoken with each member of the family.
In this paper we will present the data obtained for 3 male bilingual speakers: FC, a bilingual subject who always uses Castilian at home and speaks Catalan around \(20 \%\) of the time when he is at the University; JJ, also using Castilian as the only language at home, but with a fairly balanced use of Catalan and Castilian ( \(50 \%\) each ) in other environments; and JT, who uses only Catalan at home and speaks Castilian around \(40 \%\) of the time when he is at the University and no more than \(30 \%\) of the time in other situations.

As far as their knowledge of French is concerned, it may be considered quite homogeneous: they have all been studying French at primary and secondary school, with no further contact with the language after this period.

\subsection*{2.2. Corpus}

Three texts in Catalan, Castilian and French were selected from contemporary fiction. They contained between 770-550 words and a large number of tokens of the lateral consonant [1]. For the purpose of the present study, only sequences of vowel \(+[1]+[\mathrm{e}]\) have been retained; this offers a suitable environment for interlanguage comparisons, since [Vle] sequences are found in the three languages. A total number of 296 lateral consonants have been measured ( 104 for Catalan, 93 for Castilian and 99 for French ).

\subsection*{2.3. Recording and acoustic} analysis

The speakers read the texts at their normal rate in one single recording session. It took place in a sound isolated room in semi-anechoic conditions at the Phonetics Laboratory at the Universitat Autonoma de Barcelona. A Sennheiser MD 441N directional cardioid microphone and a Revox A77 tape recorder were used.

The signal was digitized at 10 KHz sampling rate, and a 13 pole LPC model was used in the acoustic analysis; a preemphasis of 6 dB was also applied. This was done using the routines implemented in the MacSpeech Lab II software package by GW Instruments running on an Apple Macintosh SE/30.

The boundaries of the lateral consonant were determined using changes in the waveform as the main criteria; perceptual checking was also applied listening to the segmented consonant when necessary.

Lingual retraction can be related to the frequency of the second formant; a low F2 corresponds to a high degree of tongue retraction and to a raising of the posterior part of the tongue towards the velum. Then, F2 frequency was measured at the center of the lateral consonant in order to assess whether our speakers were using a "clear" or a "dark" variety.

\section*{3. RESULTS}

Results for each language are shown in tables 1, 2 and 3 below.

Table 1: F2 mean values for Catalan [1] for each bilingual subject
\begin{tabular}{|l|l|l|l|}
\hline Subject & \begin{tabular}{l} 
Catalan \\
F2 \\
\((\mathrm{Hz})\)
\end{tabular} & & \\
\hline & mean & s.d. & n. \\
\hline FC & 1338 & 96.2 & 34 \\
\hline JJ & 1269 & 68.6 & 35 \\
\hline JT & 1198 & 84 & 35 \\
\hline
\end{tabular}

As far as Catalan is concerned, second formant frequency values for [l] are significantly different for the three speakers ( \(t\)-test \(p=0.000\) between FC and JT and \(\mathrm{p}=0.001\) between FC and JJ and JJ and FT ).

Table 2: F2 mean values for Castilian [1] for each bilingual subject
\begin{tabular}{|l|l|l|l|}
\hline Subject & \begin{tabular}{l} 
Castil. \\
F2 \\
(Hz)
\end{tabular} & & \\
\hline & mean & s.d. & n. \\
\hline FC & 1473 & 105 & 33 \\
\hline JJ & 1466 & 82.1 & 27 \\
\hline JT & 1301 & 111.5 & 33 \\
\hline
\end{tabular}

However, for Castilian values, significant differences ( \(t\) - test, \(p=0.000\) ) are only found between JT and the two other subjects.

Table 3: F2 mean values for French [1] for each bilingual subject
\begin{tabular}{|l|l|l|l|}
\hline Subject & \begin{tabular}{l} 
French \\
F2 \\
\((\mathrm{Hz})\)
\end{tabular} & & \\
\hline & mean & s.d. & \(n\) \\
\hline FC & 1607 & 80.1 & 31 \\
\hline JJ & 1575 & 84 & 31 \\
\hline JT & 1319 & 93.8 & 37 \\
\hline
\end{tabular}

French values for the lateral consonant exhibit highly significant differences between JT and the other two subjects ( \(t\) test, \(\mathrm{p}=0.000\) ); nevertheless, differences between FC and JJ for French are more significant than those found when comparing their values for Castilian ( \(t\) obs \(=0.3\), d.f. \(=58, p=0.803\) for Castilian and \(t\) obs \(=1.5\), d.f. \(=60, p=0\). 140 for French ).

On the other hand, intra-speaker comparisons between the three languages show very significant differences in all cases but one: differences between French and Castilian values for speaker JT are not significant \((\mathrm{t}\) obs \(=1.1\), d.f. \(=23, p=\)
0.288 ). 0.288 ).

\section*{4. DISCUSSION}

In order to assess the linguistic profile of our subjects, the values obtained from the analysis of their productions of the lateral consonant may be compared to reference values for monolingual speakers.
Quilis et alii. [9] obtained an average value of 1534 Hz for \(F 2\) in intervocalic context for monolingual Castilian speakers; neither of our subjects approaches this value, and significant
differences between this mean value and all the values obtained are found ( p between 0.000 and 0.002 for the three subjects ). This fact may be explained by the influence of Catalan in the Castilian production of our bilingual subjects, as shown in previous research by MartínezDaudén [6].

Catalan [1] is given a mean value of 1039 Hz by Panyella [8]. Observed Student's t values are greater when comparing results found for speakers FC and \(J J\) ( \(t\) obs \(=\) found for speakers \(F C\) and 18.1 and 18.3 , d.f. \(=33\) and \(35, p=\)
\(p=\) 0.000 ) than those obtained when comparing this population mean with F 2 values for JT ( t obs \(=11.1\), d.f. \(34, \mathrm{p}=\) 0.000 ). It is clear then that values found for JT are more similar to those reported for dominant Catalan speakers than those observed for the two other subjects.

For native French, Chafcouloff [2] quotes values between 1461 Hz and 1849 Hz depending on the vowel context; average value is of 1656 Hz ; the only subject approaching this value is FC, but the difference between the population mean for native French and the sample mean produced by FC is still significant ( \(t\)-test \(\mathrm{p}=0.002\) ). This shows that none of our speakers are producing a French native lateral consonant, at least as far as F2 is concerned. This result is in agreement with the analysis of a different group of bilingual speakers previously carried out by the authors [3], although differences appear more clearly in the present study.

However, there is a strong difference between FC and JJ on the one hand and JT on the other. As will be seen later, this has to do with their linguistic dominance.
The values observed so far are coherent with the results of the initial test dividing the speakers in terms of their linguistic dominance: FC exhibits an F2 frequency for the lateral consonant in Castilian which is intermediate between the native Castilian values and the ones found for dominant Catalan speakers when speaking Castilian; on the other hand, they are significantly different from his values for Catalan, which are themselves higher than the F2 values found for Catalan dominant speakers; he may be then considered a bilingual with dominance towards

Castilian. JJ shows a very similar pattern for his Castilian productions, but his values for Catalan are intermediate between those found in Catalan dominan speakers when using Castilian and the palues encountered in the Castilian dominant subject. He may then be classified as a more balanced bilingual. Finally, JT shows Castilian values which are different from his Catalan ones, but which are also significantly different from the values found for native Castilian speakers; this corresponds to the pattern usually found in bilingual speakers showing a strong Catalan dominance.

The next question one may ask is how linguistic dominance is related to transfer phenomena in the French texts produced by our subjects. A general trend in the differences between subjects can be observed: a high F2 in French seems to be correlated with a high degree of Castilian dominance. Anyway, the fact that the Castilian values for the speaker FC - a Castilian dominant subject - and also for JJ - a balanced bilingual - do not attain the F2 frequency of a monolingual Castilian has not to be disregarded. A comparison with the performance of monolingual Castilian subjects speaking French would be needed to clarify wether knowledge of Catalan in exerting some influence in the spoken French of these individuals.

A strong case for transfer from Castilian could be made observing the lack of significant differences between the mean for French and the mean for Castilian in speaker JT ( \(p=0.288\) ); however, one has to take into account the fact that this speaker may be trying to approach a target value for F 2 higher than the one found in Catalan - his dominant language -, attaining equal unsuccessful results in Castilian and in French; this second hypothesis will favour the idea of a transfer from Catalan.

\section*{5. CONCLUSION}

It has been shown that the degree of velarization of the lateral consonant in Catalan-Castilian bilingual speakers using French is influenced by their linguistic dominance. The study of phonetic transfer in third language learning reveals then that bilingualism is a notion that embodies
different degrees of language competence for different speakers. However, more research is still needed in order to formulate an adequate model of transfer in third language leaming by bilinguals.
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ABSTRACT. This paper shows that methods of learning a language do not give the ability to deal with it in a country where it is spoken because they only develop phonological memory. Suggestions are proposed for exercises to complement methods which are based on the process of acquisition but apply it to the class context and do not give general skills.

\section*{1. L'ECOUTE CONDITIONNÉE}

Pour l'enseignement traditionnel des langues étrangères, la perception de la parole est d'abord la reconnaissance des eléments appartenant à la langue et le message est considéré indépendamment du sujet parlant:
- lélocution privilégiée est celle qui efface les caractéristiques individuelles au profit du message transmis : elle est claire, neutre et sans accent;
- les exercices favorises sont les exercices de reproduction : l'étudiant doit substituer sa voix à celle d'une personne entendue pour reconstruire le texte dit par celle-ci, intégralement ou dans son contenu global.
Les conséquences sont les suivantes:
-le type d'elocution privilégié en classe conditionne l'écoute de létudiant. Lorsqu'il se rend à l'étranger, l'ex-apprenant compare les réalisations qu'ịl entend au modele de reférence, c'est-d̀-dire à sa propre prononciation : il ne perçoit et ne comprend strictement rien dès qu'elles s'en éloignent sensiblement (le locuteur a un accent, crie
marmonne, parie très vite, etc.).
-dans les exercices pratiqués en classe, l'étudiant développe un certain mode de mémorisation de la parole : il ne mémorise pas les sons qu'il a entendus mais les mots quill a reconnus a travers les sons entendus et pour lesquels il donne mentalement une nouvelle realisation, marquée du mode de prononciation qu'il a appris, comme il le fait oralement dans les exercices de reproduction. La mémoire auditive est réduite à la capacité de retenir linformation recueillie par l'écoute phonologique mais ne s'appuie pas sur la mémoire phonétique ou musicale qui enregistre les sons tels qu'ils sont produits par le sujet parlant dans une séquence donnée. Quand une séquence de parole a eté enregistree par la mémoire musicale, on peut la réentendre mentalement (comme on peut réentendre par exemple une séquence célèbre de cinéma avec la voix et l'accent de l'acteur qui l'a dite).
En fait, l'apprentissage traditionnel traite la parole comme on traite l'écrit. En presentani une reférence de prononciation, il donne a l'éudiant les moyens de représenter les sons qu'il entend. L'étudiant peut alors memoriser cette représentation au lieu des sons entendus et donc réduire la parole au message exprime, sans la voix du sujet parlant. Ainsi, le souvenir qui reste d'une production orale est comparable à celui qui reste d'un texte lu.

\section*{2. L'ÉCOUTE INNOCENTE}

Examinons maintenant le mode d'ecoute et
de mémorisation qui est celui de "l'érranger innocent" qui acquiert la langue dans un pays qui la parle et qui n'en a aucune connaissance préalable.
Etant incapable de comparer les realisations diverses des natifs à un modele de prononciation, l'etranger innocent ne peut que s'efforcer de mémoriser les sons quil entend; la seule stratégie quil peut adopter est d'accumuler en memoire des faits sonores marqués d'une voix et d'une façon de parler individuelle. Cette mémorisation s'effectue d'abord pour des séquences entendues des dizaines de fois et qui deviennent de ce fait musicalement intelligibles: elles cessent d'être perçues comme des amalgames confus de sons inarticulés pour être perçues comme des suites intonées de syllabes.
Dans chaque séquence, l'etranger innocent peut alors comparer les sons entre eux et les différencier dans le cadre de la suite de sons produits par be sujet parlant dans cette production.
En comparant des séquences de parole produites par des locuteurs différents, l'étranger innocent peut déterminer les traits sonores qui sont communs à des groupes geographiques ou sociaux. En comparant des séquences produites par un même locuteur dans des situations différentes, il peut déterminer les transformations que les sons subissent : lorsque le locuteur s'adresse à des personnes de statut différent ou lorsquili change d'attitude.
Apres determination des traits communs aux sons produits dans un pays ou une region et des règles qui régissent leurs transformations, toute séquence de parole devient intelligible.
Dans une première étape, l'étranger innocent acquiert les élements qu'il entend le plus souvent; à partir du stade d'intelligibilité générale, tout elément est susceptible d'être acquis puisqu'il apparat sous une forme sonore perceptible et mémorisable.
En résumé, l'écoute innocente consiste à percevoir chaque séquence de parole comme un fait sonore nouveau et unique, même si
elle contient des mots déjà connus, parce queelle est produite par un êrre humain qui ne ressemble à aucun autre et dont l'humeur change d'un moment à l'autre. Cette attitude d'écoute permet la comprehension de tout individu pariant dans une communauté car elle conduit a établir les rapports structurels, non pas entre les unites abstraites de la langue (phonèmes ou prosodèmes) mais entre les sons concrets réalisés par ceux qui le parlent et ceci grâce à la mémoire musicale qui établit des comparaisons entre les éléments successifs d'une même chaine sonore et entre des façons de parler différentes.
Ainsi, lauditeur innocent acquiert la langue en même temps quili élabore les systèmes de variantes de réalisation: variantes expressives, stylistiques, sociales, géographiques. Cest d'ailleurs ce qui lui permet d'acquérir les éléments de la langue avec leur valeur culturelle: on sait qu'un mot appartient à un registre de langue familier ou soutenu parce qu'on l'a mémorisé avec une façon de parler relâchée ou soignee ; on sait qu'un mot appartient au jargon politique parce qu'on l'a mémorisé avec la voix des leaders politiques; en France, on sait que "peuchère" est un mol du Midi parce qu'on l'a mémorise avec l'accent du Midi, et aucun autre.
Pour l'auditeur innocent, la parole n'est pas d'abord emploi de la langue, elle est en premier lieu le produit d'une activité vocale et par 1à, l'expression d'une identité (physique, sociale, geographique). La séquence de parole est alors une suite de sons particuliers à un individu avant deetre une suite d'eléments phonologiques communs au groupe culturel et la perception de la parole est un acte de connaissance des sons particuliers avant d'êre un acte de reconnaissance des eléments communs. Cet ordre se justifie ainsi : l'intelligibilite, qui est le resultat de l'acte de connaissance des sons particuliers, permet leur mémorisation musicale et c'est par comparaison entre les sons mémorisés que l'on découvre leur valeur fonctionnelle puisque cette valeur
n'existe que par opposition à celle des autres. L'auditeur innocent s'intéresse donc aux differences phonétiquement ou musicalement perinentes avant de les reduire aux differences phonologiques: par exemple, la différence entre \([R]\) et [ \(r\) ] en français ou entre les réalisations du phonème /p/ par un Alsacien et un Parisien n'est pas phonologiquement pertinente mais elle est phonétiquement pertinente puisqu'un Français perçoit les deux sons comme différents. Les traits phonétiques sont pertinents non pas pour la signification mais pour lidentification du sujet parlant. Or, on ne peut pas comprendre le message si l'on est incapable de comprendre la structure du système de sons dans lequel il est transmis. Cest ce qui arrive à l'étranger conditionné qui cherche immédiatement les mots dans les paroles quill entend, sans s'intéresser au sujet pariant, souhaitant même que celui-ci n'existe pas car il "déforme" les sons. En l'empéchant de comprendre, ledit sujet partant ne fait que lui retoumer linsulte. L'auditeur innocent s'efforce de percevoir les sons reels au point de les mémoriser musicalement avant de les interpreter linguistiquement. Les situations ou l'on peut deviner la signification des formes sonores étant rares, l'etranger innocent détermine la valeur de la plupart des expressions qu'il acquiert en comparant les situations mémorisées où elles ont etté entendues. Lorsquil commence à comprendre, il mémorise à court terme des séquences de sons plus ou moins longues avant de les décoder en mots (décodage qui se fait en même temps que la séquence suivante est enregistree dans le cas de la parole suivie). A mesure que sa connaissance de la langue s'elargit, l'auditeur développe des capacités d'anticipation et reconnaít les mots lun aprés l'autre mais il continuera d'appliquer sa première stratégie pour comprendre la parole a débit très rapide et les séquences totalement imprévisibles qui existent dans la plupart des conversations. Cette démarche s'oppose aux pédagogies qui recommandent de deviner les eléments manquants d'apres
un certain nombre de "mots-cles" (sans qu'on sache comment ces mots-clés sont identifiés et compris) et qui développent chez l'etudiant lhabitude d'entendre en fonction d'attentes, du fait qu'elles favorisent les discours previsibles et construits sur les acquis antérieurs.
Enfin, l'éranger innocent construit sa prononciation sur celle des natifs quil réntend parler en mémoire alors que l'etranger conditionne entretient constamment l'articulation qu'il a adoptée tout au début de l'apprentissage.
Bien sûr, les avantages de l'ecoute innocente ne sont donnés qu'à ceux qui ont suffisamment de contacts avec la population du pays.
Cependant, il apparait que la possibilite de traiter une langue à l'etranger ne requiert pas seulement des conditions favorables; elle requiert aussi une aptitude à mémoriser la parole avec la voix du locuteur et la façon exacte dont ont eté prononcés les sons dans une situation donnée. Il s'agit de mémoriser la parole par la mémoire sensorielle des sons, comme on mémorise les bruits, avant ou en même temps que par la mémoire intellectuelle du sens et des mots reconnus.

\section*{3. APPLICATIONS}

Les nouvelles pédagogies des langues créent des conditions d'acquisition. En particulier, elles retardent la phase où les étudiants parlent eux-mêmes [1], [2], ce qui est un facteur déterminant pour qu'ils mémorisent ce quils entendent et non une representation marquée de leur voix. Cependant, il ne s'agit de conditions d'acquisition et de comprehension que dans la classe. Pour préparer les étudiants aux conditions de l'éranger, il faut aussi leur donner les moyens de traitement de la parole en général et dans le cadre de l'enseignement à des adultes, cet objectif signifie le plus souvent redécouvvir l'écoute innocente et réduquer la memoire musicale. En effet, les stratégies decrites plus haut sont reconstituees à partir de l'observation d'enfants a l'etranger: les enfants utilisent la mémoire sensorielle de la
parole dans une langue étrangère parce qu'ils l'entrainent constamment dans leur propre langue ; on diminue cet entrainement à mesure que l'on développe la maîtrise de l'ecriture, en particulier lorsqu'on accède au stade de la prise de notes qui développe un type de mémorisation où les propos entendus sont reduits a leur contenu lexical. Cest ce modele que reproduit le processus d'apprentissage d'une langue : il consiste a prendre des notes mentales, au moyen des représentations phoniques que l'on apprend a articuler au départ.
Nous proposons ici un ensemble d'exercices destinés à développer la mémoire musicale d'une langue étrangère et à favoriser un mode d'acquisition où la decouverte des invariants phonologiques et de la signification se fait par comparaisons entre les données de cette mémoire. Ces exercices exploitent les resultats d'une recherche sur les facteurs favorisant la memoire sensorielle du son [4] et sont appliqués au Français Langue Etrangère ; certains ont été experimentés a l'Université du Queensland, grace à la collaboration des enseignants et étudiants du Département de Français et sur l'initiative de Dr. Jacques Montredon, responsable du programme de première année.
L'approche propose d'abord une activite appelée "Thêâre Rythmique". Le professeur interprète des discours marqués d'effets expressifs et phonostylistiques tout en faisant effectuer par les étudiants une suite de mouvements construite en combinant les trois critères suivants : les mouvements ont une valeur illustrative du contenu du discours, visualisent ses qualités prosodiques et s'enchainent de façon à ce que chacun amène le suivant. Il s'agit de proposer une chầne kinétique qui "déclenche" le souvenir des sons entendus sur chacune de ses portions, d'autant plus que son exécution par les étudiants est le prétexte à ce qu'ils entendent la chaîne sonore plusieurs dizaines de fois. Le Théâtre Rythmique s'apparente avec la méthode Total Physical Response [1] par sa Fonction,
avec certaines approches musicalistes [5] et avec les langages de signes par ses formes. Dans une phase ulterieure, les éwdiants interprétent les discours eux-mêmes (comme dans la démonstration vidéo présentée, où le Théatre Rythmique est appliqué à linterprétation de poèmes modemes choisis par Jacques Montredon).
Parallelement, on travaille sur le cinéma et les feuilletons télévisés, qui présentent la plus grande variété de realisations. Les exercices proposés conduisent les étudiants a analyser la structure phonique de séquences diverses, accédant ainsi à leur intelligibilite et à leur mémorisation musicale. Ici, il s'agit de développer une technique générale de traitement des variations individuelles et régionales.
Dans les deux types d'exercices, la phase de memorisation est suivie d'une phase de comparaisons entre les données mémorisees, où les étudiants sont amenés à découvrir les mots communs apparaissant sous diverses realisations sonores. Dans le Theâtre Rythmique, cette decouverte se fait par l'intermédiaire des éléments gestuels récurrents, dans les documents filmes, elle se fait par les éléments situationnels communs aux scènes comparées et que le professeur doit choisir en conséquence.
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\section*{ABSTRACT}

This paper investigates a production problem faced by Greek speakers of English involving the English alveolar fricatives. It seeks acoustic evidence supporting a physiological hypothesis. The hypothesis is contirmed.

\section*{1. INTRODUCTION}

In Panagopoulos (1985) the problem was examined by reference to physiology and was attributed to a wider 'swing' of the tongue for the Greek alveolars. Greek speakers,like all users of a foreign language, go through training for the acquisition of English by trying to extract the properties of the new phonological system through the knowledge of their own native system. The Greek inventory of consonants includes an alveolar pair. [s,z], but lacks a palatoalveolar opposition. This lack of opposition allows for a wider 'swing' of the tongue in Greek, which presumably includes the articulatory area allotted to the English palato-alveolar fricatives. As a result, the pronunciation of an English [s] by a Greek
speaker, often sounds unacceptably retracted, verging on a [J].
The aim here is to provide acoustic evidence for or against the physiological hypothesis made in Panagopoulos 1985.
2. METHOD

Two native speakers of English and Greek produced spectrograms on a Kay Sonagraph. Frequency, amplitude and duration measurements were made on appropriate parameter configurations, often with the help of a calibrated transparent overlay, and the results were normalized and processed statistically. The alveolars were embedded in phrases in intervocalic positions with a stressed vowel preceding them and an unstressed vowel following them.
3. RESULTS AND DISCUSSION
3.1. Spectral peaks and amplitude
The spectral distribution of energy for the alveolars, bands of fricative noise as well as voicing for the voiced segments are as follows:

[s]: \(3.8-8 \mathrm{kHz}\)
[z]: \(3.6-8 \mathrm{kHz}\)
[f]: \(2.1-7 \mathrm{kHz}\)
Greek:
(s): \(3.0-8 \mathrm{kHz}\)
[zl: \(3.0-8 \mathrm{kHz}\)
The lower bottom range for the Greek [s] became even lower, 2.6 kHz , when the alveolar was followed by a voiceless velar plosive. This difference is attributed to less amplitude of noise rather than to the transitions (Harris 1958) which are less prominent features than the centre frequencies. In creating synthetic stimuli the transitions were omitted in May (1976). The same source reported that noise frequencies for (English) [s], varied with vocal tract size,male vs female, so that the lower energy limit was raised for a female speaker, from 3.5 kHz and 1.6 for [s] and [ \(\int\) ] respectively (Hughes and Halle 1956) to 5.1 kHz and 2.6 for the same fricatives. Such sex-specific differences can be safely assumed to be universal though and any amount of shifting applying to English should apply to Greek under the same circumstances. Amplitude, as expected, was higher for the voiceless set than for the voiced set, in both languages by about 8 dB . The spectral energy of the Greek voiceless alveolar fricative lies between the English alveolar and palato-alveolar. The English values are close to those by Strevens (1960) and Behren \& Blumstein (1988). As far as the Greek alveolar articulation goes
it is definetely retracted by comparison to the English \{s].

\subsection*{3.2. Durational measurements}

The distribution of duration for the alveolars in the two languages was:
English:
[s] [z] [f]
mean: 170 ms 54 ms 172 ms
s.d. \(\quad 3.5 \quad 4 \quad 3.6\)
variance:12 \(16 \quad 10\)
range: \(\quad 7 \quad 8 \quad 8\)
Greek:
[s] [z]
mean: \(73 \mathrm{~ms} \quad 61 \mathrm{~ms}\)
s.d.: \(8.5 \quad 9.8\)
variance:16 17
On the basis of these data,the duration of the English [s] was almost three times as long as that of the Greek [s]. Together with reduced amplitude (see above), the reduced duration of the Greek fortis articulation was much less energetic than the corresponding English articulation and reduced energy supports retraction. In addition, the higher statistic figures for standard deviation, variance and range associated with the Greek alveolars underline their instability, which in our opinion is due to the lack of a palatoalveolar contrast in Greek. An interesting indication is also the fact that the voiced fricatives in the two languages, apart from the higher instability for the Greek [z], are more similar than the voiceless fricatives. This instability of the Greek [z] is reflected in the remarkably higher percentage of devoicing for this
sound than for the English [z] (Panagopoulos 1975), a fact that can be attributed to higher intraoral pressure.
4. CONCLUSION

The acoustic data support the physiological hypothesis mentioned in the beginning of this presentation.
Although there are differences in the acoustic analyses of the sets of the alveolar fricatives in English and Greek, the common articulatory parameters they share place them in the same phonological class, which incidentally consists of the same number of oppositions in the two languages (with the addition of the single voiceless glottal fricative in English) because the lack of a palato-alveolar pair in Greek is balanced by the inclusion of a velar pair of fricatives.
The measurements of the spectrograms revealed stable patterns of spectral activity for the English fricatives. This stability is probably due to the restricted freedom of movement of the tongue which is a consequence of languagespecific phonological organization.
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\begin{abstract}
The present study concerns pause's status as semiotic sign and experimental analysis of its functions. We chose for material oral spontaneons monological speech in native and foreign languages. The comparison lead to principal conclisions: 1) pause's functions in foreign language have qualitative difference with the native language ones; 2) quantitative individual differences correlated in our experiment with progresses in speach in foreign language
\end{abstract}

\section*{1. INTRODUCTION}

Les approches à l'etude de la pause soot nombreux et varient selon les buts de recherche. Dans le cadre des études que nous poursuivons depuis plusieurs années et qui portent sur les particularités du parler en langue étrangère il s'est manifesté un problème, assez peu étudié, de la caractéristique comparative de la valeur et des fonctions de la pause dans le parler oral monologique spontanné dans la langue étrangere et dans la langue maternelle.

Nous partons du fait que la pause presente d'une part un élément de l'acte de la parole et, d'autre part, un signe sémiotique de nature particuliere (signe zéro) qui se prête difficilement à l'analyse comme à l'interprétation. Nous la considérons comme un des universaux de la langue, surtout dans sa fonction du démembrement de la parole. L’interprétation de la pause peut dépendre des facteurs de nature différente, cotextuels et contextuels. Cest une des unités qui, dépourvues de valeur nominative, assurent la communication et qui, etant facultatives, sont marquées par lindividualite du sujet parlant. Nous proposons de faire en-
trer la pause dans une catégorie pragmatique particulière, ensemble avec d'autres caractéristiques individuelles de la parole, telles que reptitions mécaniques, corrections de sens, corrections de forme, mots et propositions intercales. Stant des signes sémiotiques de nature complexe, ces composantes de l'acte de la parole participent non seulement au démembrement syatagmatique du texte, mais a la communication proprement dite, inlluant à l'expressivité et au caractere performatif du texte.

Cette étude a pour but d'établir les corrélations entre: 1) la valeur et l'emploi de la pause; 2) certaines qualités de la personnalité du sujet pariant (autoévaluation, reflexion) et 3)ses progres en langue étrangère.

\section*{2.PROCEDURE.}

\subsection*{2.1. ENREGISTREMENT DES TEXTES.}

Nous avons propose à 40 etudiants en français de l'Université Linguistique de Moscou (étape avancée: \(3^{\text {e }}\) année d'étude) de développer un des trois sujets à leur choix en limitant le temps à 15 min . Apres la fin de l'enregistrement les étudiants écoutaient la cassette et répondaient aux questions (prealablement élaborées a la base des conversations avee des professeurs et des étudiants) qui portaient sur leurs impremssions du texte et leur reflexion pendant la production du texte. Les étudiants répondaient en langue maternelle sur la mème cassette.

\subsection*{2.2. ANALYSE QUANTITATIVE DES TEXTES.}

Les textes en francais étaient soumis à l'analyse psycholinguistique elaborée par nous qui comprenait une quarantaine de pa-
rametres ayant pour but de relever les particularites du parler en langue étrangere. Les textes en russe (les comptes-rendus) étaient analyses apres, chaque fois que la comparaison s'imposait. Cette analyse comprend seulement les pauses qu'on pouvait mesurer (plus de 3 secondes).

\subsection*{2.3. EVALUATION DES PROGRES EN FRANCAIS.}

Cing professeurs ont econté les enregistrements et appréciaient le parler des étudiants (anonymement) sur 7 caractéristiques chacun seion l'échelle de trois niveaux: "bon" ( 100 points), "moyen" ( 50 points), "mauvais" ( 0 ). La moyenne arythmétique de ces 35 notes a acquiert la valeur d'evaluation des experts. A partir de cette moyenne nous avons subdivisé les étudiants en quatre groupes: 1) 0-24 points: les "mauvais", 6 pers.; 2)25-49 points: les "mauvaismoyens", 7 pers.; 3) \(50-74\) points: les "bonmoyens", 17 pers; 4) 75-100 points: les "bons", 10 pers.

\subsection*{2.4. ANALYSE QUALITATIVE DES FONCTIONS DE LA PAUSE.}

Cette fois nous analysions toutes les pauses, y compris les pauses audibles, mais trop courtes pour ètre mesurées. En nous basant sur les reponses des comptes- rendus nous tàchons de relever les fonctions des pauses en les liants aux particularités de la refexion et de l'autoevaluation de chaque groupe d'ètudiants.
2.5. Toutes les informations ont èté soumises au traitement par ordinateur pour confirmer la fiabilite des correjations obtenues.

\section*{3. RESULTATS. \\ 3.1. LES FONCTIONS DE LA PAUSE Dans la langue etrangere et DANS LA LANGUE MATERNELLE.}

L'analyse des 40 protocoles du parler oral monologique spontanné en russe et en français permet de constater l'absence dans le parter en français - langue étrangère d'elements qu'on trouve sans peine dans le parler en russe de ces mème étudiants: composantes allusives, humour, implications, procédés rhétoriques, valeurs autonomes de l'intonation, etc. decrits dans nos articies ce qui amene à l'absence des écarts entre les aspects sémantique et pragmatique du texte, à la pénurie de moyens d'expressivité, à la reduction de la valeur performative du texte français.
['interprétation de la pause peut dépendre des facteurs de nature differente, y comoris ceux extralinguistiques: les connais-
sance de fond de l'auditeur, la situation de communication, l'attitude du destinateur à l'egard du sujet parlant et de la charge informative du texte.

La pause d'un monologue spontanné dans une communication normale dans la langue maternelle peut servir 1) pour faire comprendre ce qui est dit (linterlocuteur a le temps pour coder l'information dans son code individuel de la parole interieure); 2) pour fasciner, pour preparer l'auditeur á la perception d'une information importante qui va suivre; 3) pour provoquer la reaction de l'auditeur (approbation, rire, etc.); 4) pour adhesion; 5) parcellisation; 6) pour repondre à sa propre question impliquée.

Nous avons trouvé des exemples de tous ces types de pauses dans les comptes-rendus autoévaluatif de nos étudiants (faits en russe).

Entre les pauses d'hesitation nous avons pu distinguer deux types: 1) certains etudiants ne croient pas possible de se faire des louanges (le parler spontanne en russe contenait un compte-rendu, l'impression de l'étudiant apres avoir écouté le texte enregistré de son allocution en français); 2) d'autres ne peuvent pas exprimer une impression négative sur eux-m tmes et sur leur parler en français. Les premières ont à l'origine des tabous sociaux et moraux, les deuxièmes sont dues aux particularités de l'autotvaluation et de la réfexion de l'individu.

Dans les textes en francais toutes les pauses portent le caractere d'hesitation. En employant la méthode du compte-rendu des sujets parlants et l'analyse du texte, dous avons pu y distiaguer certains sous-types: 1) pause pronostique, prospective: a) due aux difficultés formelles, b) due à celles du contenu; 2) pause retrospective: a) de correction, surtout grammaticale; b) de recherche des bifurcations du contenu dans un fragment distant; c) de reaction emotionnelle, affective sur sa propre activité langagiere.

La pause comme un des ejéments pragmatiques est directement liée à la transformation de la parole intérieure à la parole extérieure, en assurant et en exprimant explicitement le dialogue du sujet parlant avec lui-méme (qu'est-ce que je vais dire et comment? qu'est-ce que j'ai dit et comment? est-ce que je parle bien? m'écoutet-on attentivement? que pense de moi mon interlocuteur?, etc.). Nous avons suppposé que
les particularites de la reflexion de chaque groupe d'étudiants peuvent changer son role dans la structure du texte.

\subsection*{3.2. LE ROLE DE LA PAUSE DANS LA STRUCTURE DUTEXTE EN LANGUE ETRANGERE.}

Chaque énoncé en français a eté traité avec une procedure speciale de comptage des éléments du texte. Le tableau 1 reproduit une partie de ces résultats, qui, d'une part, donnent l'idte generale de la longueur du texte, de la duree de la production et de la vitesse de la parole et, d'autre part, de montrent les différences quantitatives d'emploi de la pause et d'autres composantes privées de valeur nominative entre les quatres groupes d'etudiants (voir 2.3.)
Le tableau 1 fait voir que l'evaluation subjective des experts est confirmé par les differrences réelles des caractéristiques des textes: la longueur, la durte et la vitesse augmentent du groupe 1 au groupe 4. Les deux groupes des faibles emploient moins de mots et phrases intercales (le groupe 1 les reduit presqu'a zero). On peut supposer que leurs fonctions sont réalisées dans ce cas par les repétitions mecaniques et les
pauses qui sont sensiblement plus nombreuses. En plus, remarquons labseace presque totale des corrections de sens dans le groupe I.

D'après leurs comptes-rendus les étudiants du groupe 1 au moment de produetion de la parole pensaient qu'a leur echec, les pauses nombreuses etaient donc comblees par des reflexions sur leur personnalité, le produit de leur activité n'y était pas reflett. Les etudiants du groupe 2 conce vaient leur echec eux-aussi, mais, parallelemeat, se cherchaient des excuses dans les conditions de l'expérience, ils faisaient non seulement des pauses nombreuses, mais ils etaient sors de bien parler (triss peu de ré petitions mécaniques et de corrections de forme); 3) le groupe 3 se caracterise par une approche formelle a l'execution de ce travail, ce qui a menait aux difficultés de dé velopper lidée (un tres grand nombre de répetitions mécaniques); 4) enfin, les boos etudiants du groupe 4 pensaient surtouta la qualité de l'execution, à la qualité de leur produit (texte), cela amenait a un bon controle et réglement de leur production: trés peu de pauses, mais le nombre sensiblement plus grand des mots intercales et de correc-

Tableau 1
CARACTERISTIQUES PSYCHOLOLINGUIUSTIQUES DES TEXTES EN FRANCAIS (LANGUE ETRANGERE)
\begin{tabular}{|c|c|c|c|c|}
\hline Groupes détudiants Caractéristiques & \begin{tabular}{l}
Groupe 1 \\
les "mauvais
\end{tabular} & \begin{tabular}{l}
Groupe 2 \\
"les"mauvais
\end{tabular} & Groupe 3 les bons- & Groupe 4 les"bons" \\
\hline des textes & 17,5\% & moyens" & moyens" & \\
\hline 1. Longueur du texte & & 15\% & 42,5\% & \\
\hline (nombre de mots) & 294 & 493 & 864 & 1014 \\
\hline 2. Durée de la & & & 864 & 1014 \\
\hline \begin{tabular}{l}
production (min) \\
3. Vitesse
\end{tabular} & 4,1 & 5,7 & 9,6 & 7,6 \\
\hline (mots/min) & 71 & 89 & 116 & 133 \\
\hline 4. Pauses (scc.) & 13,0 & 14,3 & 3,2 & 1.7 \\
\hline 5. Répétitions mécaniques & es 13,0 & 14,3 & 3,2 & 1,7 \\
\hline (\% de longueur) & 4,4 & 1,9 & 4,5 & 2,4 \\
\hline (\% de longucur) & 0,2 & 1,4 & 13 & 1,6 \\
\hline 7. Corrections de forme & & & 1,3 & 1,6 \\
\hline (\% de longueur) & 1,2 & 1,1 & 1,3 & 0,7 \\
\hline 8. Mots intercalés & & & & \\
\hline (\% de longueur) & 3,6 & 3,2 & 4,0 & 4,1 \\
\hline
\end{tabular}
tions de sens.
A notre avis cela permet aux bons étudiants, d'upe part, de concevoir les idées et de choisir la forme sans s'arréter et en gardant toujours le rythme de la parole et d'autre part, de verifier la construction formulée oú ils ont senti ude dififulte.
L'analyse du texte prouve que la valeur et les fonctions de la pause dans la langue étrangère sont apauvries par l'absence de
l'inteation de l'emploi de la pause dans un but autonome, tandis que les mèmes sujets parlants l'emploient dans la langue maternelle avec toutes sortes d'effets pragmatiques. En mème temps chaque groupe d'étudiants ea fonction de leurs progres en langue étrangère a des particularités qualitatives et quantitatives de l'emploi de la pause dues au caractere de leur réflexion et de leur autoévaluation.
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\section*{ABSTRACT}

To discover the extent to which the bilingual's both native languages influence the sound system of English we have made a phonetic analysis of the errors made by Algerians at the segmental level. It appears that for Algerians, the native language with the most complex sub-system will have a major influence on the corresponding sub-system of the target language.
1. INTRODUCTION

The phonological system of an average adult speaker is so firmly rooted that any attempt to alter it may encounter resistance. In the production of the sounds of another language, this resistance is expressed as phonic interference which mainly consists of the transfer of some phonological habits of the first language(s) into the one being learnt.
Is the expression of this phonic interference the same for the monolingual as well as the bilingual? Evidence exists to support the influence of the native language of the monolingual on the target one [4], while studies concerned with what happens in the case of the bilingual do not abound.

The present paper is an attempt to shed some light on the influence of the bilingual's two languages on the sound system of the target language. In dealing with the errors made by bilinguals at the level of segmentals, we will try and show the extent to which each native language influences these segments.

\section*{2. METHOD}

Twenty four balanced bilinguals in Algerian Arabic and French were recorded speaking English spontaneously. These advanced speakers had just graduated or were about to. Conversational-like speech has the advantage of revealing the influence of the native language(s) because of the strains that result from the conditions due to conversation [2]. The material recorded for each speaker was edited and administered later as a dictation task to ten native British listeners. Thus, a total of 240 listeners took part in the various listening sessions during which they wrote down as accurately as possible what they had heard. These British informants were selected on the grounds of their performance with an R.P speaker using a similar
but shortened version of the material used with the Algerians.
3. ANALYSIS OF THE RESULTS

In the final analysis of the listeners' responses, we considered only instances where occurred between each Algerian speaker and the ten native listeners.
The actual utterances which led to miscommunication were analysed phonetically and the causes classified along a small number of errorcategories.
Segmental
substitution proved the most important in the distortion of the speech of Algerians. Vowels accounted for the majority of the mispronunciations. The following pure vowels (in rank order) were the most commonly mispronounced segments:/ \(\wedge\) b \(O\) /
Note that all these vocalic sounds are lax and this tends to support the claim that R.P lax vowels are the most difficult sounds for the non-native to make [1]. When we consider the various misarticulations of the above vowels, we notice that Algerians tend to replace them with a certain regularity.
For the vowel / \(\wedge\) /, speakers produce either of the following:
- quality in the general region of secondary cardinal vowel No.11; e.g. "studies". "summer", "sudden".
- quality in the general region of primary cardinal vowel No.6; e.g. "young", "other", "month".
From the above data we can state that wheneve 'u' occurs in the spelling
speakers would usually produce [ळ]. Orthographic ' 0 ', on the other hand, incites subjects to produce [J]. These mispronunciations are the result of a negative transfer from French as well as spelling.
R.P/D/is regularly realised as [əひ] and occurs when speakers try to give an English 'flavour' to certain lexical items which show in their spelling certain similarities with French. Words of this kind contain an /D/-type of sound spelt as 'au' or 'o' (as in e.g. "Maurice", "mosque" and "cost"). These inaccurate qualities may stem from an initial awareness of the presence of diphthongs in English and their absence in French. The realisation of words like "gone" and "knowledge" with a diphthong represents a typical error due to overgeneralisation; that is, since both "go" and "know" contain the diphthong in question, the same vocalic glide is maintained in "gone" and "knowledge".
The different incorrect realisations of the schwa vowel by Algerians do not show any general tendency. However, the majority of the words involved were structural items pronounced in their strong form based on spelling and without any vowel weakening.
R. \(\mathrm{P} / \mathrm{e} / \mathrm{tends}\) to be realised as a vowel in the general region of cardinal No. 2 in items such as "better". "embassy" and "definite". This could result from a confusion with the French vowel of "été" ('summer') which is negatively transferred into English.

The mispronunciation of some R.P diphthongs is also a common feature of the spoken English of Algerians. Out of eight English diphthongs,
/eə ou el/and to a lesser extent /I \(\partial /\) were the most difficult.
/ez/is commonly realised as a monophthong with a quality in the general region of cardinal vowel No. 2.
Among the usual inaccurate articulations of \(/ \partial U /\) we can mention a monophthong which fluctuates between cardinal vowels No. 6 and No.7, especially when the sound is spelt 'o'
As to the mispronunciation of /eI/ monophthongization also tends to be the rule. A typical realisation varies between cardinal vowels No. 2 and No. 3.
The substitution of [i:] for /IV/ in words such as "here" and "really" could be related to the presence of 'e' in the spelling.
In the production of R.P consonants, six segments proved most problematic with the plosives /t/ and /d/ being among the most difficult. These are given a dental articulation as in French and Arabic, although an affricated alveolar [ta] exists in a number of Algerian Arabic varieties. The misarticulation of R.P /t/ and /d/ also lacks aspiration which is neither present in Arabic nor in French.
One of the striking features of the spoken English of Algerians is - the substitution of \(/ t /\) and /d/ by the corresponding emphatic plosives. These typical realisations occur in the context where /d/,
and particularly /t/, are followed by an open and/or back vowel as in e.g. "time" and "talk".
Three R.P fricatives proved particularly difficult for Algerians. Subjects usually replace dental \(/ \theta /\) by [ \(t\) ] or
[f] but never by [s] as in the case of French native speakers. As for the lenis dental /y/, it is almost always realised as dental [d] and never as [ \(z\) ].
The mispronunciation of \(/ \mathrm{h} /\) fluctuates between the lenis glottal fricative[ 6 ] and the fortis laryngeal[ \(\hbar]\) with the former being the most widespread.
Finally, the approximant /r/ is typically realised as an alveolar tap in the spoken English of Algerians.

\section*{4. DISCUSSION}

The above analysis of the various sound substitutions allows us to make a number of observations. First, in the case of mispronounced vocalic segments (pure and diphthongal) the negative transfer seems to result from the French language. The produced vowel either exists in French or is derived from the influence of spelling based on the Algerians' knowledge of the sound/letter correspondence in this same language.
Second, the inaccurate articulation of certain R.P consonants seems to find an answer in the effect that Arabic consonants have on the Algerian speaker. The non-use of [s] and [z] for dental fricatives, the use of emphatics and the tap are evidence to support this point.
It thus appears that
interference does not occur haphazardly but seems to express itself in a specific way. That is to say, most of the vocalic errors and consonantal errors were attributed to the influence of French and Algerian Arabic respectively. Compared with Arabic, French has a more complex vowel system, whereas Arabic has a much more complex consonant system. It appears, then, that for the Algerian bilingual, the native language with the . most complex sub-system will have a major influence on the corresponding sub-system of the target language. Hence, because the French vowel system is more complex than that of Algerian Arabic, speakers are more likely to be influenced by French in their mispronunciation of English vowels. On the contrary, the Arabic consonant system being more complex, it is more likely to affect the articulation of certain English consonants.
5. CONCLUSION

In conclusion we will exercise a word of caution. our attempt to explain certain phonetic errors made by Algerians does not take into account all the processes involved in second language learning. In the present paper we dealt with only one such process which is language transfer from the two native languages. But we do realise that language transfer on its own is not enough to explain the various deviations from the norm made by the non-native in the process of learning a
foreign language [3].
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\section*{ABSTRACT}

The errors of pronunciation made by French speakers in Russian are caused by an inadequate temporal perception of the phonetic particularities of the language, by the phonetic correction method employed and by the choices made by the learner.

Les erreurs de prononciation des Français en russe sont dues entre autres à une mauvaise perception temporelle de sa matière phonique. Le temps n'est pas une donnée physique : c'est une notion, un concept, une donnée abstraite. Le développement de la notion de temps est lui-même une forme d'adaptation à la réalité.
Un rythme langagier dépend de la périodicité subordonnee à la temporalité. La périodicité n'est elle même possibie que si elle est structuree. Une langue étrangère, c'est d'abord un rythme étranger. il est constitué par des contrastes perçus en termes de durée, de hauteur et d'intensité sur les syllabes successives d'une suite sonore. En français /F/ comme en russe /R/il existe une dizaine de rythmes "de base" où les phénomènes accentuels ont un rôle clé dans la perception de la périodicité en tant que proéminences rythmiques constituant autant de points de repère possibles.
Dans les 2 langues où ils reviennent à intervalles réguliers, toutes les 4 à 5 syllabes en moyenne, il existe:
- un accent de groupe : en /F/il a la durée pour parametre premier, en /R/ l'intensité est le trait physique dominant;
- un accent secondaire : en /F/C'est un relief mélodique et/ou d'intensité en \(/ R /\), il dépend de la durée, toujours inférieure à celle de la voyelle accentuée ou de la prétonique mais toujours supérieure à celle des autres voyelles atones. La voyelle porteuse de cet accent n'est jamais perçue comme étant réduite.
L'intonation se déroule sur la trame rythmico-temporelle. En /F/ les unités intonatives sont caracterisées par l'égalité de durée des syllabes non accentuées et l'allongement notable ( x 2 en gros) de la voyelle affectée par l'accent de groupe. Il en va tout autrement avec les "constructions intonatives" (IK) du russe. Ainsi, IK-4 provoque l'allongement de la voyelle accentuée et de la dernière syllabe atone du syntagme. Dans certaines realisations modales, IK-5 et IK-7, IK2 et IK-5 se distinguent par des différences de durée et de débit. En syntagme non terminal, IK-2 a un tempo plus rapide que IK-1 dans des phrases affirmatives.

Au niveau des voyelles et des consonnes, la durée est fonction dela longueur intrinsèque des sons, de leur combinaison dans la syllabe, de la nature de cette dernière, du débit, etc. En /R/ la quantité vocalique dépend en outre de la dureté/mouillure des consonnes avoisinantes et de l'influence de l'accent lexical.

L'accent lexical, neutralisé en /F par l'accent de groupe, affecte au contraire en /R/ chaque mot significatif à l'intérieur du syntagme. Son trait dominant est la durée, soumise au phénomène de la réduction vocalique : habituellement, la durée de la voyelle accentuée est supérieure à celle de toutes les autres voyelles du mot, la longueur des voyelles préaccentuées étant elle-méme plus importante que celle des voyelles postaccentuées.

En /R/, le rythme est constitué par l'inégalité quantitative des syllabes internes d'un syntagme, contrairement au /F/. La réduction vocalique constitue un obstacle perceptif majeur car certaines voyelles ont des durées très brèves entre 40 et 50 ms -auxquelles l'oreille française n'est pas accoutumée. Un handicap supplémentaire est dû à l'accent lexical que le Français tend à ramener vers la fin du mot. Cette destructuration rythmique déclenche un dérèglement en chaîne de la structure phonique au niveau de l'intonation et à celui de la réalisation des phonèmes. Une source supplémentaire de difficultés est liée à la perception globale de la hauteur, de l'intensité et de la durée qui caractérisent tous les types d'accent. Les rapports entre ces 3 paramètres posent encore de nombreuses énigmes. Le Français a tendance à accentuer les mots du /R/ en privilégiant la hauteur et l'intensité, ces 2 corrélats étant intimement liés. En /R/, l'intensité et la durée caractérisent l'accent de groupe, et la durée l'accent lexical. Ce dernier toutefois a été pendant très longtemps qualifié d'accent d'intensité. Or, en règle générale, une augmentation d'intensité peut être perçue comme une augmentation de durée. De même, une élévation de la hauteur peut être ressentie comme un renforcement de l'intensité. Quoiqu'il en soit, la durée est toujours le paramètre le plus fragile et le plus difficilement décelable. En fait l'oreille est un instrument de mesure acoustique bien imparfait.

La méthodologie soviétique de correction phonétique se fonde sur la conscientisation. La comparaison des "bases articulatoires" du /R/ et du /F/ s'effectue par le biais de cours de phonétique articulatoire privilégiant le visuel -schémas, miroir devant la bouche, lecture- et le tactilo-kinesthésique grâce à de nombreux exercices de "gymnastique articulatoire". La prononciation étant directement reliée au contrôle neuro-musculaire, un bon entrainement sensori-moteur joint à la connaissance précise de l'articulation d'un son donné constituent un préalable au développement de la "base perceptive".
Cette approche intellectualisante, axée sur le sens et l'écrit, négligeant la perception auditive, perturbe la composante prosodique et entrave la mémoire à court terme /MCT/. La MCT, dite aussi "mémoire de travail" est extrêmement volatile : les informations qu'elle capte s'effacent au bout de quelques sec. Elle est très rapidement saturée, ne pouvant contenir plus de 7 à 8 items. Plus spontanée et phonétique que la mémoire à long terme, ses performances sont améliorées par les répétitions et freinées par les interférences. Son rôle est capital en situation de production et de réception d'un énoncé.
En production, l'élève doit écouter et répéter en ayant souvent le texte sous les yeux. Le processus de lecture s'acccomplit ainsi : l'oeil est fixe pour déchiffrer les mots, puis se déplace, s'arrête à nouveau, repart etc. Pour un lecteur normal, le temps de pause de l'oeil est de \(1 / 4 \mathrm{de}\) sec, le temps de déplacement de \(1 / 40\) de sec.. Le cerveau opérant une reconnaissance globale du mot et non un découpage lettre par lettre pour l'appréhender, anticipe le déchiffrage de l'oeil. L'élève français débutant ou faux débutant est souvent un lecteur lent en /R/ en raison de :
1) I'hésitation provoquant un contróle oculaire inadéquat se traduisant par des régressions et des rectifications
rendant la lecture pénible ; 2) la subvocalisation, incitant au mot à mot, entravant la compréhension globale et nuisant à l'anticipation. La lecture laborieuse est fondée sur la saisie d'une dizaine de lettres au maximum -MCT- et aboutit au pire à du mot à mot. Ce risque est aggravé par l'élaboration et la présentation des exercices dans les manuels. Ils vont du simple au complexe : listes de mots isolés (parfois de syllabes logatomiques), de 2 mots (nom + verbe, adj. + nom, etc.), de phrases mono puis bi-syntagmatiques... Les composantes de ces listes sont séparées par des virgules, des tirets, voire des points de suspension.
Tout ceci incite le Français à déplacer l'accent en fin de mot et à le placer souvent sur sa dernière syllabe. Les gammes d'exercices (1 mot, 2 mots...) mettent en vedette l'accent lexical au détriment des accents secondaire et de groupe. L'élève est également obnubilé par le poids sémantique de la désinence qu'il souligne par l'intensité et l'élévation du ton ; il est impatient d'atteindre la fin du mot ou une pause virtuelle est possible; enfin, il obéit à la régle accentuelle "à droite toute" du /F/.
En réception, la fonction d'écoute suppose linteraction de 2 systèmes fonctionnant simultanément. Le 1er extrait du continuum sonore des éléments servant à élaborer des hypothèses ; le 2ème vérifie ces hypotheses perceptives et/ou linguistiques en comparant continuellement les éléments perçus et les éléments attendus. La compréhension résulte de la concordance entre les différentes hypothèses. Les enregistrements des manuels proposent un rythme aux environs de 3 syllabes \(/ \mathrm{sec}\).(soit entre 10 et 12 phonèmes), ralenti par des pauses délimitant les groupes de mots. Ce rythme assez lent facilite théoriquement l'écoute mais peut provoquer a terme la monotonie et donc un relâchement de l'attention. II y a de plus, hiatus complet avec les actuelles méthodes de russe où le débit des enregistrements est généralement rapidé.

Toutes ces données affectent la MCT. Elle ne peut conserver un son au-delà de 2 sec., aprés il se volatilise. Elle intègre également les pauses sur ie temps temporel ; il en va de même pour les blancs et les signes de ponctuation en lecture. En outre, l'oreille perçoit globalement et non son par son, de même que l'oeil ne lit pas lettre par lettre. L'élève habitue à entendre par les yeux est soumis à des interferences visuelles et motrices. La subvocalisation provoque des phénomènes de coarticulation sur la base de la langue maternelle et engendre des articulations tendues anihilant le rythme du /R/. Une MCT non entraînée à la perception des sonorités du /R/ et reposant essentiellement sur la lecture ne peut accroîre ses facultés de discrimination auditive et entretient la surdité prosodico-phonologique de beaucoup d'élèves.
Ceci est flagrant lorsque l'élève devant répéter, par ex., "moloko" prononce 3 [ O ] ou produit un groupe sifflante + chuintante au lieu de [ \(\left.\bar{z}^{\prime}:\right]\) dans "priezžaet" : il lit le mot dans sa tête avant de le prononcer. Ceci nous amène à nous interroger sur les stratégies qu'il met en ouurre pendant son apprentissage du /R/. Nous n'entrerons pas dans les classifications certainement réductionnistes et probablement abusives distinguant des apprenants "globalistes" ou "sérialistes" ou considérant des élèves à dominante visuelle, auditive ou kinesthésique. En fait, l'élève doit traiter simultanément diverses composantes de la langue en interrelation étroite ; ses capacités d'analyse n'y suffisant pas, il effectue forcément des choix, focalise son attention sur tel ou tel aspect de la structure du signal. Au fur et à mesure de l'apprentissage, il automatise certains processus qui au départ étaient contrólés, plus particulièrement ceux qui se rapportent aux aspects formels de la langue -prosodique, phonologique, morphologique, syntaxique...-.

Par contre, il ne peut automatiser certains processus plus complexes qui varient sans cesse -lexical, sémantique-. La déstructuration prosodico-phonologique évoquée en supra est une conséquence directe de cette gestion : elle constitue pour l'élève une sorte de régularité rentable (économique) lui permettant de se concentrer sur les opérations de haut niveau au détriment de celles de bas niveau. Un enseignement de type "grammaire-traduction" fondé sur l'écrit ne peut que l'encourager dans cette voie. Il en va de méme avec le recours à une méthode de correction phonétique très analytique quil ne favorise pas une approche globalisante, structurante et dynamique de la matière phonique de la langue.
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ABSTRACT
Foreign language teaching especially in classroom conditions can be effective if its methodology is based on solid scientific grounds. Practical needs of teaching languages have given rise to theoretical contrastive study of languages that come into contact. Experimental investigation of the development of phonetic characteristics of bilinguals in \(\mathrm{L}_{2}\) makes a significant contribution into the theory of contrastive atudies as well as into the applied aspects of th1s problem.

It is evident that contrastive studies of languages came into being and developed in many countries of the world as a reaction to practical needs of teaching foreign languages ( \(L_{2}\) ). Contrastive analysfa of two languages with the aim to predict pronunciation errors in \(\mathrm{L}_{2}\) are defined as Applied Contrastive Studies. Theoretical Contrastive Studies involve various methods and models of contrastive analysis and is a part of typological linguistics.

The aims of these two studies are so tightly
interpenetrated with each other and are so interdependent that it is difficult to find the borderline between them. Any contrestive study is supposed to be theoretical. Its theoretical status is high provided the results of such studies are of some practical use. At the same time the discussion and linguistic analysis of pronunciation errors of biinguals in \(\mathrm{L}_{2}\) belong to the sphere of \({ }^{2}\) theoretical linguistics. So, we shall use the term"Contrastive Phonetics"(Lingustics)only. The data obtained form the foundation of the theory of interference. The latter is capable of explaining the nature of each error. In this paper an attempt is made to suggest the principles and models of the wider application of contrastive studies in linguistics.
The necessity to work out the principles of contrastive studies relevent both for theoretical and particularly for practical purposes of teaching \(L_{2}\) made us carry out mult?atep experiment. The procedure of the experiment is the following. It consisted of five steps. and lasted for five yearg. The subjects( \(n=45\) ) were
the students of Finglish at the Teachers Training Institute of Foreign Languages in Alma-Ata, USSR. Their native language is Kazakh. When the experiment began (step 1) the subjects were at the age of 17. Recording of the test material took place in a special studio at the end of the academic year during five years. Step 1 corresponds to the end of the first year of learning English; Step 2-to the second year; Step 3-to the third year; Step 4-to the fourth year; Step 5-to the fifth year. The test experimental material was compiled on the basis of the data of the contrastive study of the phonetic systems of English and Kazakh. It consisted
of English isolated words, sentences of different communicative types, toxts of various functional styles.

The staff of subjects and test material remained unchanged throughout all the five steps of the experiment. In order to obtain the most natural and objective data no correation of the subjects' errors in the process of recording was allowed. The same test experimental material was recorded by native speakers of Eng11sh( \(n=4\) ).

The recordings of all subjects of each step were listened and transcribed by non-native speakers of English-teachers of English Phonetics ( \(n=5\) ).

Slightly shortened versi-on of the test material was listened and analysed by native speakers of Eng-lish-non-linguists \((n=10)\). and, finally, rather short test recording was listened and analysed by a na-
tive apeaker of Rnglishprofessor of Inglish Phom netics.
For the acoustical experiment still ahorter test material was selected. The experiment meant to study such prosodic properties as duration, intensity,fundamental frequency. 4 special study of apectral characteristics of English rowels was carried out.

\section*{Procedure and Reaults} of Contrastive Phonotic Study of the Development of the English Speech of Kazakh-English bilinguala 1. Contrastive study of the phonetic systems of English and Kazakh, thelanguages that are in contact in clesaroor conditions.
The results of the contrastive study are used in two ways: a) practical- the list of potential exrexs ... is the starting point for compiling teaching material for the incipient bilinguals, in our case,for the students of the first year; b) theoretical- the list of potential orrors is the starting point for compiling test language material for the experiming tal investigation of the development of phonotics of the bilinguals' Roglish speech.
2. Auding Analyais of the recordings of each step of the experiment helps us to obtain the data of real (actual) pronunciation orrors (or real interfarence). Contrastive study of the data of each stop and the data of the potential errors are valid in two whel 1) practical-the rearlts ar taken into account when compiling teaching material for the second, third. fourth, ififth jear stident b) theoreticel-1inguistiains
analysia of the data obtained makes a considerable contribution into the theory of interference. Phonetic errors are classifiod and tabulated according to the types of interference mistakes(U, Weinreich) : mderdifferentiation, overdifferentiation, reinterpretation, substitution, plus segmentation, minus-segmentation. 4 certain amount of pronumelation errors are beyond these types, forming speoific groups of errors. Fypes of errors by U. Weinreich are rather easily classified in Steps 1,2, 3. At the adranced steps no definite typer are to be found.
3. Contrastive study of the data of auditory analysis of all five steps of the experiment and the data of auditory analysis of native speakers' recordings revealed the points of coincidence and the pointa which to this or that extent, differenciate the, promumiation of the subjects from that of the native speakers.
a) Practical application
of the results of this study is in supplying the teachera with recommendations on how to prevent promunciation errors of bilinguals depending on the atage of acquiring gnglish.
b) Iheoretical-contrastive debcription of bilinguals: - \(F\) rors and the model pronumeiation of the native apeakers contributed into tppalogy of arrors, problen of the development of phonetic interference (segmental and prosodic) throughout the ifre steps of the oxpertmos.
4. Contrastive otudy of
the data of the two neigh
bouring steps of the experiment which made it possible to form a general view of the phonetic characteristics of the English speech of the bilinguals in the process of acquiring \(\mathrm{I}_{2}\).
6. Contrastire study of the data of the acoustic experiment and the data of theauditory experiment. 7. Contrastive phonetic study ended with the evaluation of the recordings of each step by the native speakers of English(noninguiats and inguists).

\section*{CONCLUSIONS}

The procedure of contrastive study presented in this paper is worth accepting because:
1. Thorough contrastive study of two languages in contact is necessary for inguiatica in general, and in particular-it supplies the teaching process with the proper language material spocially processed and selected for this very stage of teaching \(\mathrm{L}_{2}\) ' for this \(\begin{aligned} & \\ & \text { ery group of } L_{2}^{2}\end{aligned}\) learners in classroom conditions. The data obtained otimulate proparation of textbooks, manuals, tapes.
2. The term"contrastive phonetics" may have a wider sphere of application. The principles of contrastive analysis presented here enrich and develop the theory of language contact, the theory of interference, contrastive linguistics and typological studies.
3. The procedure of contrastiwo analysis presented in this paper can be used and development further on the material of ofther lenguages in contact.

LES MODELES RYTHMIQUES ET LA FREQUENCE des substantifs avec l'accent mobile en russe

\section*{E. Jasovā}
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\section*{ABSTRACT}

This paper presents the results of our reseach of Russian nouns with a mobile accent on the basis of Frequency Dictionary [1]. From the point of view of a declension of nouns and in accordance with their frequency we specify 15 types and 10 subtypes of rhythmical patterns In the declension we determine the folloving rhythmical patterns: 1) fundamental, 2) reduced and 3 ) extended. In the same type or subtype can be situated: a) an isosyllabic and b) polysyllabic rhythmical patterns. The isosyllabic rhythmical patterns may exist with an identical or an inidentical accent, but a difference in the grammar.

\section*{1. INTRODUCTION}

La place de l'accent du mot russe n'est liē ni ā une syllabe, ni à un morphëme dēterminēs. Il est libre. Cette proprietē rend difficile l'enseignement de la langue russe comme langue ètrangère. La recherche de la place de l'accent a deux différents principaux point de vue. L'un examine l'accent sur les morphèmes l'autre sur les syllabes.
Du point de vue syntagmatigue, horizontal, en extention, "debut milieu - fin" du mot, on examine la distribution de l'accent à des places diffërentes seulement au nominatif des substantifs.
Du point de vue paradigmatique 'accent russe peut être constant t mobile.

Constant: il se trouve sur la même syllabe, ou sur le même morphème a toute la declinaison du mot.
Ex.: po-gó-da \(\neq\) pogōd/a (le temps) po-gö-dy \(\neq\) pogöd/y (du temps), po-gö-de \(\neq\) pogod/e (au temps) etc. Mobile: il peut se deplacer; avancer (progresser), ou reculer (regresser) d'une syllabe ou d'un morphème. Ex.: Sg. Nom. go-rä gor/a (le mont), Sg.Ac. gō-ru \(\neq\) gör/u (le mont), Pl.Instr. go-rā\(\mathrm{mi} \neq\) gor/àmi (avec,par les monts) etc:
La syllabe est l'unitē de la parole et le morphème est l'unité de la langue. Ils sont étroitement unis et, \(\overline{\mathrm{a}}\) notre avis, il faut les ētudier ensemble.

\section*{2. PROCEDURE}

Nous avons examine les 3935 substantifs du Dictionnaire Frequent [1] des deux points de vue: syntagmatique et paradigmatique.
Sur la base de la distribution de l'accent aux formes fondamentales (au Nom. Sg.) nous dēterminons les types des modèles rythmiques dans les classes des substantifs: I - monosyllabiques, II - dissyllabiques. Le premier modèle est avec l'accent sur la première syllabe du mot et l'autre avec l'accent sur la deuxième syllabe. III - trisyllabiques etc. Sous la notion de modèle rythmique nous comprenons le nombre des syllabes du substantif et l'accent sur la syllabe dētermineé \([2,3]\). Nous indiquons l'accent des substantifs d'après le dictionnaire-manuel[4].

Tableau 1


Le tableau 1 montre que la plupart des substantifs russes sont dissyllabiques et trisyllabiques. En general entre les deux types de modèles rythmiques il y a très peu de différence en nombre et en fréquence. Ex.: = = = sI-la (la force \(-20,41 \%\) ) - = na-rōd (le peuple - 19,89\%). Mais on observe
des différences remarquables entre les genres masculin, feminin et neutre. Entre les trois types de modèles rythmiques des substantifs trisyllabiques (voir tableau 1, III) le type - - = pa-gó-da (le temps) monte trees nettement au premier plan ( \(11,97 \%\) ). Mais il y a beaucoup de différences entre les genres.
\begin{tabular}{|c|c|c|c|c|}
\hline Substantifs & Nombre & \% & Fréquence & \% \\
\hline pēclinēs & 3917 & 99,54 & 250648 & 99,77 \\
\hline Axenstant \({ }^{\text {a }}\) ccent & 3245 & 82,46 & 169352 & 67,41 \\
\hline \[
\begin{aligned}
& \text { Avec l'accent } \\
& \text { mobile }
\end{aligned}
\] & 672 & 17,08 & 81296 & 32,36 \\
\hline Indēclinés & 18 & 0,46 & 591 & 0,23 \\
\hline Au total & 3935 & 100,00 & 251239 & 100,00 \\
\hline
\end{tabular}

Le tableau 2 montre que la plupart des substantifs russes ont l'accent constant dans la déclinaison. Mais les substantifs avec l'accent mobile ont une tres haute frequence relative. Le nombre de substantifs avec l'accent mobile est approximativement cinq fois inferieur en nombre de substantifs avec 1 accent constant, mais leur frequence relative l'est seulement deux fois \(32,36 \%\) (voir tableau 2).

Ainsi nous distingons les modéles rythmiques des substantifs d'après leur frequence:
1. fondamental, sur la base de la supęriorite numerique au paradigme Par ex.: Pour toutes les formes des 7 cas il existe un modèle rythmique - =, qui se compose d'une lère syllabe atone et d'une 2ème syllabe accentuee (v.figu.1). 2. réductible, sur la base de la disparition du nombre des syllabes au paradigme. Ex.: Gen. Pl.
ruk : (des mains) sé compose
d'une syllabe accentuee et d'une syllabe annulēe.
3. extensible, sur la base de \(1^{\prime}\) augmentation du nombre des syllabes au paradigme. Ex.: Instr. Pl. ru-ká-mi \(=-\) - (avec, par les mains), se compose de trois syllabes, une première syllabe atone, une deuxième syllabe accentuée et une troisiēme syllabe atone, ajoutēe.
Ensuite nous remarquons qu'il existe pour le même paradigme des modèles rythmiques: a) isosyllabiques et b) polysyllabiques. Le meme type ou le sous-type peut
meme type ou le sous-type peut
: présenter des modéles rythmiques isosyllabiques avec des accents identiques ou non identiques, mais
une différence gramnaticale. Ex.: Nom. Sg. ru-kā (la main), Gen. Sg. ru-kí (de la main) etc. ( 7 cas) présente le modèle rythmique dissyllabique - - avec l'accent identique, mais une difference grammaticale (voir figu.1). Mais par ex. le Gen. Sg. ru-kI (de la main)- et le Nom. Pl. rü-ki (les mains) - - presentent des modèles rythmiques dissyllabiques avec l'accent non identique. Le déplacement d'accent à l'Ac. Sg. et aux Nom. et Ac. Pl. est regressif [5]. Les modèles rythmiques polysyllabiques sont caractêristiques de la déclinaison flexible en russe (voir figu. 1):


Figure 1 Type de modèle rythmique \(\mathrm{F}_{3}\)

Le modèle rythmique fondamental - - présente les formes des 7 cas Nom. Sg= rukä (la main), Gen. Sg raki (de la main), Dat. Sę. ruke (à la.main), toc. Sgicruké (sar, dans la main), Instr. Sg. rukōj
(avec, par la main) et aussi Dat. Pl. rukâm (aux mains), Loc. Pl.rukäkh (sur, dans les mains): Le type de modèle rythmique \(F_{3}\) prësente seulement 8 substantlifs féminins: rukā (la main), porà
(le temps), nogä (le pied), stená (le mur), rekā (la rivière), gorā (le mont), sredā (le milieu), mais leur fréquence est très haute.
3. CONCLUSION

Dans l'ensemble des substantifs
avec l'accent mobile (672) nous
limitons les types et sous-types
de modèles rythmiques d'après leur frëquence.
Notre recherche montre que I'accent mobile en russe est caractéristique avant tout des substantifs monosyllabiques et dissyllabiques.

Tableau 3
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{9}{|c|}{Substantifs dissyllabique avec l'accent mobile} \\
\hline \multicolumn{5}{|c|}{Modēle rythmique} & \multicolumn{4}{|c|}{Modèle rythmique - :} \\
\hline Gen. & \multicolumn{2}{|l|}{Nombre} & \multicolumn{2}{|l|}{Frēquence} & \multicolumn{2}{|l|}{Nombre} & \multicolumn{2}{|l|}{Fréquence} \\
\hline & abs. & \% & abs. & \% & abs. & \% & abs. & \% \\
\hline Masc. & 63 & 57,80 & 6855 & 35,18 & 134 & 57,27 & 7594 & 32,31 \\
\hline Fern. & 18 & 16,51 & 1625 & 8,32 & 75 & 32,05 & 12231 & 52,04 \\
\hline Neutr. & 24 & 22,02 & 9103 & 46,74 & 25 & 10,68 & 3679 & 15,65 \\
\hline PI. t. & 4 & 3,67 & 1902 & 9,76 & - & - & - & - \\
\hline Tot. & 109 & 100,00 & 19477 & 100,00 & 234 & 100,00 & 23504 & 100,00 \\
\hline
\end{tabular}

Nous limitons cinq types et quatre sous-types de substantifs monosyllabiques. En premier lieu en nombre et en fréquence il y a le. type \(M_{2}=\), qui présente les substantifs masculins: nōs (le nez) avec lopposition d'accent \(\mathrm{Sg} . \neq\) Pl.
Nous limitons dix types et six sous-types de substantifs dissyllabiques. En premier lieu en frēquence (voir tableau 3) il y a le type \(\mathrm{F}_{4}\) - - , qui presente les substantifs fēminins: rukā (la main), bien que le nombre soit tout petit (8). En général, les types de modèles rythmíques des substantifs masculins les plus fréquents sont ceux avec l'opposition d'accent. Au singulier l'accent se trouve sur la première syllabe, mais au pluriel sur la terminaison. Les types de modèles rythmiques des substantifs féminins les plus fréquents sont ceux avec l'accent regressif a l'accusatif Sg. et au Nom., au Gen. et à l'Ac. Pl. Les types de modèles rythmiques des substantifṣ neutres les plus fréquents
sont aussi les types avec 1'oppsition d'accent.
A notre avis cet index de fréquence est très important pour l'enseignement de l'accent mobile russe à aide de modēles rythmiques.
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\section*{ABSTRACT}

The paper proposea a technique for automatic intonation type recognition for the purpose of designing an intonation training device to facilitate the acquisition of prosody by foreign language learners as well as to promote intom nation improvement of those who have a speech or hearing disorder. The technique is applicable to any utterance with a fixed num ber of syllables and was initially tested for disyllabic speech samples of Russian and English.
1. INTRODUCTION

Broadly stated, the object of this study is to provide a means for computer-assisted phonetic instruction through which sound effects produced by a spoken voice (or voices) of a strictly standardized character,
iree of regional accents, may be visually compared with more or less related sound effects, produced by another speaking voice of a non-standardized character, i.e. a voice of a foreign language learner or a verbally/perceptually handicapped patient. Comparing the user's pronumciation with the stored pronunciation makes it pos-
sible to measure a similarity or likelihood degree between the two types of speech patterns. More specifically, the paper propoges a technique for automatic intonation type recognition for the purpose of designing a visual display device for intonation training. The technique is applicable to any utterance with a fixed number of syllables (initially it was tested for disyllabic utterances of Russian and English).

\section*{2. CONCEPTUAL FOUNDATION}

As a conceptual foundation the zonal principle of basic intonation types realization is adopted. In accordance with this principle,manifestations of a given intonation pattern are not just one-to-one reproductions of the underlying archetype. They are rather variants within the range of tolerance set by a particular invariant in the space of acoustic parameters ( \(F_{0}, I, T\) ) and in the perceptual space.
3. GENERAL DESIGN

Intonation contours clustering results, reported for Russian and English in [1-3], were used as source data for the present project.

With implementation of the training device in quegtion visualization of intonational zones is attained, thereby enabling the learner not only to hear intonation but also "to see" it without being tied to a specific intonation curve or a set of curves. In this case the language learner has to deal with points representing the curves on a display. A cluster analysis algorithm, proposed in [4], is used to reduce every curve to a point which is mapped on a plane. In order to make the initial cluster more convenient for teaching all extraneous data (i.e. points belonging to other clusters) are eliminated. As is shown in Fig. 1, the remaining points of each cluster are inked up in straight lines. It is assumed that the interpoint distance within the cluster does not exceed an empirically found ifxed value. The procedure helps the learner to essess the cluster structure for the reference samples storage zone. When a new, prosodically distorted realization is mapped on a display, a decision as to which cluster it belongs is made, judging by the two neighbouring points between which it is located The method is known as "the aearest neighbour atrategy". Some possible results are exemplified in Fig. 2. The learner can modily his intonation realization as many times as required until the point on a display reaches the right cluster, that is to say, until the learner's point is located between two reference points of the target cluster.

This sort of a technical aid for teaching intonation may be PC-based.

\section*{4. CONCLUSION}

Displaying visual information for speech training purposes, as reported here, will enable the learner to make a selection from a series of options available in the reference storage zone for a particular intonation type with due account of the individual range of the learner's vocal performance.
5. REFERENCES
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Fig. 1. Internal cluster structure for the reference samples storage zones (interpoint distance \(\leqslant 170\) ). The test phrase OH 3HAII, pronounced by 16 male native speakers of Standard Russian was considered.
\(\frac{\text { Symbols for intonation types }}{\text { read as follows: }}\)
+ - final statement
\(\times\) - reply statement
- - general question

4 - exclamation
X - non-final statement


Fig. 2. Reference samples storage zones and nonnative imitations of the Russian test phrase OH BHAI, produced by English learners of Russian. Non-native imitations are marked in amaller symbols within an ellipse.
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\section*{ABSTRACT}

This study examines C-to-V movement patterns to determine the predictability, of cross-sectional tongue movements, seen in ultra-sound images, from the movements in tongue-palate contact patterns, observed with EPG. Results indicate that tongue shapes are predictable for consonants, but not for C-to-V movement patterns, due to the confounding effects of jaw and tongue lowering.

\section*{1. INTRODUCTION}

The tongue is one-third of the vocal tract and it is the major contributor to vocal tract shape. Measuring tongue movements, however, is very difficult and real-time three-dimensional recording of such movements is not possible at present. One technique, ultrasound imaging, is able to provide two-dimensional scan sequences of tongue surface movements during speech. Scan sequences of the tongue can be imaged in mul tiple sagittal and coronal planes, and then temporally and geometrically almaximal [s]
igned into a time-varying, multi-sectional composite of the tongue [1].
In addition to tongue movement, the present study examined the relationship between tongue movements and tonguepalate contact. Electropalatography provides important information about how the tongue uses the palate to create various movement patterns. The hard palate is generally ignored in vocal tract models because it does not move. However, it is, in fact, quite important in tongue dynamics. The palate provides the tongue with a solid base of contact for sensory feedback, for light support during rapid or complex movements, and for resistance. When the tongue tip pushes against the palate, various tongue shapes and movements are facilitated.

The tongue is a boneless, jointless structure, yet it can elevate, depress, widen, narrow, extend, and retract. It also can create leverage, torsion, a midsagittal groove, a midsagittal arch, and move differentially, both laterally-to-medially
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and left-to-right. These feats are remar kable, and are possible largely because of the tongue's exceedingly complex musculature, the support of the jaw, and the support and resistance of the palate. Some ultrasound data already exist describing cross-sectional tongue shape [5] and movement patterns [6]. We also know quite a bit about tongue-palate contact patterns (e.g., \([2,3,4]\) ). The present study investigates whether patterns seen in coronal tongue movements during CV syllables are reflected in tonguepalate contact patterns.

\section*{2. METHODS}

The subject was a normal male speaker of American English (New York City dialect) in his mid-40's. The subject's palate has a noticeable but normal degree of post-alveolar asymmetry. Maximal asymmetry occurred 30 mm behind the incisors: The right side was 2.5 mm higher than the left. The phones [ \(s \int \varepsilon a\) ] were embedded in [ \(\rho C V C 2\) ] utterances, with the same \(C\) preceding and following the \(V\). These phones were chosen because of their variety of tongue shapes, positions, tongue-palate contact patterns, and C-to-V movement patterns. 2.1 Ultrasound Recording/Analysis

Ultrasound images of the tongue were made in real time at the NIH, using an established recording procedure [5]. Each image was a \(90^{\circ}\) sector representing a 1.9 mm thick slice of tissue in the coronal plane. Scan sequences were produced at 30 scans per sec.
The ultrasound transducer was placed under the chin 20 mm posterior to the mental symphesis, using a specially designed holder. The beam angle was \(110^{\circ}\) posterior to the long bone of the man-
dible. The subject wore the electropalate, to create the same oral morphology as in the EPG recording session. The speech materials were recorded 10 times at this scan angle, and then 10 times with the transducer repositioned at \(120^{\circ}\) posterior, to provide anterior and dorsal coronal scan sequences of the tongue.
The ultrasound and audio signals were recorded on a videotape recorder, and analyzed on Macintosh IIci and Compaq 386 microcomputers, using custom software [1,7]. For each coronal scan sequence, the video fields containing the movements from maximum C to minimum \(V\) position were entered into the computer. The tongue surface profile was extracted for each field and stored as \(x y\) coordinates for later use in graphics and other software applications.

\subsection*{2.2 EPG Recording and Analysis}

EPG data were collected at a later date at Haskins Labs, using a custom fitted RION artificial palate containing 63 e lectrodes. The sweep rate for the palate was 64 frames \(/ \mathrm{sec}\), and the electrodes are \(c .4 \mathrm{~mm}\) apart. The speech materials were repeated 20 times, while the EPG and audio signals were recorded on an FM tape recorder. After the EPG data had been digitized, tokens of each utterance type were identified from the audio signal, and were aligned at the onset of the stressed vowel. A software generated composite containing electrodes contacted in \(80 \%\) of the repetitions was created for each utterance. The pre-stress \(C\) and the stressed \(V\) were selected on the basis of maxima or minima of palatal contact, as appropriate for each sound.
The ultrasound scan sequences and the EPG frame sequences for each C -to-V
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Figure 1: EPG and ultrasound sequences for the [s] to [ \(]\) ] movement. The sequence begins at maximal [s] and ends at minimal [e]. Samples are presented at every 30 ms and the two data sets are not oxacty in in ages ahow that the anterior tongue lowers as the dorsal tongue elevates law lowering (not pictured) fowers the tongue so that row 7 on the palate does not reflect dorsal tongue raising
utterance were aligned using a time-warping algorithm that referred to the speech signals from each of the two datasets. The aligned C -to- V sequences appear in the accompanying figures.

\subsection*{2.3 Movement Patterns}

In the ultrasound scan sequences, two patterns of C-to-V movement were observed and defined. The first, midsagital lowering, was the fall of the midtongue to a greater degree than the lateral tongue, either creating a deeper groove or changing a convex (arched) tongue contour into a concave (grooved) one. The second pattern, groove narrowing, was the inward movement of the lateral sections of the tongue by at least one mm . Groove narrowing changes the. the width of the groove without necessarily deepening it; the two patterns can co-occur
In the EPG frame sequences, two movement patterns were also defined during the C -to- V movement. The first, medial contact decrease, involved the loss of medial tongue-palate contact during the C-to-V transition. The second pattem, anterior contact decrease, was a decrease in the number of tongue-palate contacts in the four anterior rows of the electropalate. Also of interest were changes in medial contact and symmetry at rows 5 and 7 of the electropalate, the calculated location of the anterior and dorsal ultrasound scans.

\section*{3. RESULTS}

All EPG frames showed asymmetry, reflecting the subject's palatal shape. EPG patterns showed bilateral tonguepalate contact during both [s] and [ \([\) ] (Figs. 1-4, frame 1). At maximal [s] maximal [f]

contact was symmetrical. At rows 5 and 7 tongue palate contact was approximately 8 mm wide on both sides. At maximal [J], contact was asymmetrical. At row 5 contact was 8 mm wide on the left and 19 mm wide on the right. At row 7, contact was 13 mm wide on the left and 18 mm wide on the right. Ultrasound images showed that at maximal [s] the tongue was grooved midsagittally both anteriorly and dorsally (Figs. 1-2 frame 1, bottom). During [ [] (Figs. 3-4 frame 2, bottom), the tongue was arched and oblique with a higher right contour.
Movement into the following vowels was accompanied by a decrease in anterior and medial EPG contact, indicating anterior and medial tongue lowering, with retention of lateral contact. For minimal \([\varepsilon]\) and [ \(a\) ] (last frame) there was more asymmetry and greater medial contact following [J] than [s] and more contact at row 7 than at row 5. During [s]-to-V movement, anterior-to-posterior tongue rotation was evident in the ultrasound scan sequences. Groovenarrowing and deepening appeared anteriorly during both [ s\(]\)-to-V movements. During the [ [] -to-V movement, the tongue rotated left-to-right. Midsagittal lowering changed the arched shape into a groove during both vowels.
There is a fairly direct relationship between tongue-palate contact and crosssectional tongue shape during the consonants for this subject (frame 1). Lateral tongue-palate contact 18 mm wide on the right accompanied the arched tongue shape seen in [5]. The lesser, more lateral contact observed during [s] accompanied a lower tongue and a midsagittal

extem than the anterior tongue. The tongue grooves midsagitally as if lowers.
roove. Tongue movement features like groove onset, narrowing, deepening, and increased symmetry were not visible in the EPG data. Nor was anterior-to-posterior rotation.
4. DISCUSSION

The EPG patterns predicted the ultrasound cross-sectional tongue shapes, to some extent. Beyond some degree of medial tongue-palate contact, sibilants no longer used a grooved coronal tongue shape, as during [s], but rather an arched one, as during [5]. Fewer medial EPG contacts reflected a checking of the upward force of the tongue and a midsagittal groove. Palatal asymmetries were reflected in tongue shape when the tongue approximated the palate more medially. [f] used a wide area of tongue palate contact at the location of the asymmetry. [s]'s narrow, lateral tongue-palate contact occurred where the palate was level.
It was proposed earlier that tonguepalate contact provides the tongue both with sensory feedback and with resistance to help it assume various shapes. The correlation between tongue shape and EPG pattern for the consonants suggests that a high tongue/jaw position allows great force in the tongue-palate contact. This would facilitate maintaining a precise sibilant airstream. During movement, however, the jaw removes the support from the base of the tongue. EPG contact then may serve more for sensory feedback than for resistance, and, as such, reflects tongue shape to a lesser degree.
In conclusion, tongue-palate contact predicted cross-sectional tongue shape
during sounds that used a high jaw position. During vowels, tongue shape was not as predictable because jaw opening made tongue shape less directly a function of palatal contact. Finally, tonguepalate contact patterns did not reflect either overall tongue movement patterns like anterior-to-posterior tongue rotation or midsagittal movement patterns like groove narrowing and deepening because local tongue lowering and jaw opening removed these activities from the sphere of the palate.
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Figure 4: EPG and uitrasound sequences for the [[]-to-fal movement. In both planes, the tongue develops midsagittal groove and lowers in height. Dorsally, it rotates left-to-right. Jaw lowering (not pictured) further lowers the tongue.
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\section*{ABSTRACT}

Analysis of ultrasound, electropalatography, and jaw motion data for production of VCVCə sequences has shown the coupling among the tongue, jaw, and maxilla to be quite different for \(/ \mathrm{s}, / /\) and \(/ / /[6]\). In the current study, two sensors are used to transduce jaw motion affording better distinction among the rotational and translational components of the movement; and a new technique for extracting tongue surface contours [5] is used to correlate loci of curvature with jaw motion and palatal contact patterns. [Supported in part by NIH grant DC00121 to Haskins Laboratories.]

\section*{1. INTRODUCTION}

In speech production, we try to make quantifiable observations of complex structures and events without trading scope for precision. The tongue is certainly the most interesting and complicated articulator structure to observe because, while difficult enough to examine alone, it continually interacts with other structures. Production of alveolar consonants, for example, entails interaction among the tongue the whole tongue - the jaw, and the maxillary arch. Unfortunately, no single transduction method affords simultaneous observation of all the major components of this interaction. Tonguepalate contact is largely non-sagittal and often asymmetrical [2] and the jaw's motion is not a trivial rotation around a pivot [1].

In recent studies we have tried to improve our understanding of tongue behavior and its interaction with the jaw and maxilla during alveolar production by combining data from a variety of sources. Examples are the combined use of ultrasound (US) imaging and \(x\) ray microbeam [3] or US, electropalatography (EPG), and jaw motion, [6]. Although mixing such techniques makes data analysis more elaborate, especially since the data cannot all be recorded simultaneously, it has given us insight into tongue behavior and its functional coupling with other stuctures. In what follows, we further consider these issues aided by two technical improvements: extraction of tongue surface contours from digitized ultrasound and the use of two position sensors in tracking jaw movement.

\section*{2. METHODS AND PROCEDURE}

In this paper, we discuss a small sample of ultrasound (US), electropalatography (EPG), and jaw motion data taken from a much larger set of utterance types and speakers. The sample consists of one speakers's VCVCə utterances, where \(C\) is \(s, \int\), or I and \(V\) is a. Each utterance type was repeated 10 times in succession at a rapid, but unprompted rate.

Ultrasound images were recorded at NIH using an ATL ultrasound unit and 30 msec sector scanner transducer. The transducer was mounted under the subject's chin so as to maintain a precise angle of tilt and to minimize transduction of jaw motion (For details, see
[4]. The ultrasound images were digitized and spatially smoothed using Wayne Rasband's IMAGE program running on a Macintosh 11 equiped with a Data Translation Quick Capture Board (DT 2255). Tongue surface contours were extracted using software developed by Michael Unser [5].
Jaw movement, EPG, and acoustic data were recorded at Haskins Laboratories. Vertical and horizontal (anterior-posterior) movement of the
jaw was transduced from two infrared LEDs placed 4 cm apart on a rigid splint attached to and extending midsagittally from the jaw. Tongue palate contact was transduced at 64 frames per second via a Rion flexible palate and electropalatograph. Movement data were digitized at 200 Hz , numerically smoothed at 40 Hz , corrected for head movement, and differentiated to obtain instantaneous velocity.

Flgure 1
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Figure 1. Extracted tongue contours taken from C1 (solid), V (dotted), and C2 (solid). Plot coordinates are rotated 35 degrees relative to the head.

\section*{3 RESULTS}

\subsection*{3.1 Tongue Surface}

In Figure 1, extracted tongue surface contours corresponding to maximum positions achieved during the \(\mathrm{Cl}, \mathrm{V}\) and C2 portions of an utterance are shown for each consonant. The fricatives, s and \(J\), behave in similar fashion. Anterior blade is high and forward for

Figure 2


Figure 2. Top traces: overlayed time series measures for anterior blade (solid) and dorsum (dashed). Bottom: radius of circle fit to tongue surface over time.

C , lowers during the \(\mathrm{C} 1-\mathrm{V}\) transition as the dorsum raises and retracts, and then reverses the process in the V-C2 transition. Thus, the tongue surface rocks back and forth around an anteriorposterior pivot. This is also shown in the top two panels of Figure 2, where measures of blade and dorsum height, calculated by the curvature extraction
program, are overlayed for the CVC time series. For 1 and despite the fact that the jaw is raising and lowering, the scans show little change of position for anterior blade and the extreme posterior of the tongue. Finally, tongue curvature is greater during the vowel for all 3 utterances. The bottom panel of Figure 2 shows an example of how the radius of the circle that was fit to the tongue surface decreases for the vowel. The larger radii for C 1 and C 2 suggest a flatter tongue surface for the consonants, but much greater curvature during the vowel due to the raised and retracted dorsum.


Figure 3. Averaged contact patterns for each \(\int, \mathrm{s}\), I. Filled squares and dots show contact or no-contact for more than \(80 \%\) of the trials. Hollow squares show contact between \(20-80 \%\).

\subsection*{3.2 Palatal Contact}

The tongue-palate contact patterns complement the tongue surface data provided by ultrasound; partly because EPG transduces a non-sagittal surface, but also because US imaging requires a well defined air/tissue boundary, which is lost during palatal contact. Figure 3 shows averaged contact pattern frames for \(s\), J, and I. Several characteristics are noteworthy. First, there is less contact along the sides (parasagittally) for \(s\) than \(\int\). This could be due to the more grooved sagittal channel of \(\int\). Second, there is more anterior, including midsagittal, contact for \(s\) than \(\int\) This suggests that the tongue tip for is angled down and/or retracted more than for \(s\). Third, contact for \(I\) is restricted to the anterior portion of the artificial palate. Although this speaker's contact pattern is more bilaterally ymmetrical than many we have seen the absence of extensive posterior bilateral contact is typical. Previously,
we have suggested that the tongue tip may serve as an anchor for the lateral post-alveolar release. However, it this speaker's case, it could indicate that the tongue tip is angled upward relative to the rest of the blade. Finally, these patterns are very stable across repetitions as shown by the small number of hollow squares, indicating that a given electrode is either on or off for more than \(80 \%\) of the repetitions.


Figure 4. Ensemble totals ( 9 tokens) for palatal contact, plotted over time. Frame 0 marks vowel onset.

Figure 4 shows ensemble totals of palatal contact for 9 repetitions of each utterance type plotted as a time series. The fricative patterns are quite similer to each other and have a much greater degree of contact over a longer tina than the utterances containing 1. This corresponds to the rapid raising of the tongue tip roughly from the middle of the vowel (Figure 2), possibly followed by the tongue blade sliding forward as the jaw raises into position. Unlike contact for I which has substantially less contact for \(\mathbf{C} 2\) than C 1 , the greater precision required for production of fricatives might explain why there is only slightly less contact for post-tonic C2. Finally, the relatively abrupt onset and offset of contact for 1 may result from articulation of the more agile tongue tip, hence the absence in I of the anterior-posterior pivoting observed for \(s\) and (Figure 2).

\subsection*{3.3 Jaw Motion}

Flgure 5


Figure 5. Averaged jaw position over time for each utterance type.

As shown in Figure 5, utterances containing \(s\) and are produced in roughly the same vertical region, while those containing I are produced much lower. Average onsets of palatal contact for C2 are marked in the figure. Although contact for \(\mathbf{s}\) occurs earlier than for \(\int\), it occurs at roughly the same vertical position (diff \(<.4 \mathrm{~mm}\) ). I contact occurs \(40-50 \mathrm{msec}\) later and at a much lower jaw position. The jaw's lowered postion for alala may be necessary to accommodate the more bunched tongue with raised tip and relatively high and retracted dorsum.

Figure 6


Figure 6. Lissajous plots show 2 dimensional motion of the jaw for each utterance type.

When two dimensional motion of the jaw is examined (Figure 6), we see that the jaw also is more retracted for I relative to \(s\) and \(\int\), and that there is much less jaw rotation - i.e., the jaw is translated vertically. Analysis of the jaw kinematics corroborates the quali-
tative differences seen here. When jaw displacement measures (C1-V, V-C2) are compared for the two position sensors, the displacement difference (sensor 1 - sensor 2 ) was reliably less for I than the two fricatives, indicative of a greater degree of vertical translation. Furthermore, comparing the sensor displacement difference for C1V and \(\mathrm{V}-\mathrm{C} 2\), there was even more vertical translation during the raising V-C2 movement for I. Finally, the jaw moved with fairly constant average velocity for the fricatives, but there was no linear relation betweeen displacement and duration for 1 .

\section*{4. SUMMARY DISCUSSION}

Automated extraction of tongue surface curvature greatly facilitates analysis of digitized ultrasound images. More data can be analyzed quickly and the venue for measuring known tongue parameters as well as the identification of new ones is enhanced. Transduction of jaw motion which can be more reliably analyzed in two dimensions not only corroborates the tongue tongue data but also clarifies some of the differences in jaw movement control between lateral and fricative production.
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\section*{ABSTRACT}

Using electromagnetic and palatographic techniques stable differences in lingua articulation for the pair of German fron rounded/unrounded vowels \(/ I /\) and \(/ y /\) were found. This result was related to S. Wood's hypothesis that the articulatory adjustments for such pairs help to maintain each vowel In regions of acoustic stablilty and enhance their distinctiveness. A second aim was to test the hypothesis that German's complex set of front vowels leads to less variabily in une articulation of \(1 /\) compared whit the other point voweis /w confirmed expectation was also

\section*{1. INTRODUCTION}

Many languages, Including German contrast tront rounded and unrounded vowels. Yet there is evidence that the distinction may also Involve differences in tongue conniguration [3]. Ot particular interest is Wood's [ 6 large study in which in finds that /y/ has a lower tongue-body position than \(/ 1 /\). He argues that the lablal, lingual and also laryngeal manoeuvres for such palra represent a balanced set of adjustments that maintain each vowel in regions of coustic stability and ennance their distinctivenss. Wood's evidence is based largely on radiographic data with, of necessity, a restricted range of utterances. In this study we focus on just one aspect of the \(1 / \mathrm{y}\) contrast, namely the potential lingual differences, but examine it in a wide variety of consonantal contexts in order to determine how robust the diatinction is. This would then make \(t\) possible to asess the relative importance of the ientures contributing to the bundie of reaures contibuing to the roundedcomblnation with studi umaiely, in spects of the distinction this wor hould olve a better undertanding of the extent to which articulation actually
takes Into account considerations of acoustic stability derived on the basis of acoustic theory.

The second aim of this study is dependent on the first one: If stable differences were found this would mean that German may make up to an 8 -way distinction in tongue position for trom vowels. It then becomes pertinent to ask whether this complexity results in reduced contextual variability for fron vowels compared with back vowels.

Electromagnetic articulography (EMA) and electropalatography (EPG) were used to collect the relevant data on lingual configuration. Both techniques readily allow recording and analysis of a

In order to be able to use EMA and EPG as complementary sources of information, which seemed highly Investigation was restricted to high vowels since EPG provides only negligible information on low vowels.

\section*{2 PROCEDURE}

The material analyzed here forms part of a larger investigation of coartlculatory processes in VCV syllables using EMA and EPG. To date two subjects have been analyzed using EMA and two using EPG with one subject in common; they will thus be referred to as uublects COM (= "common"), EMA2 and EPG2.

21 EMA recordings
A commercially available ystem for electromagnetic movement transduction (Carstens Medizinelektronik) was used to monitor movement of tongue and Jaw [4], [5], [2]. To this end 3 receiver colls were mounted on the midline of the tongue at locations ranging from 1 to 5 cm from the tongue tip, together with one on the lower incisors (Jaw) and upper incisors reterence). The \(x / y\) coordinates at thase dedicated PC at a sample rate of 193.5

Hz for COM and 250 Hz for EMA2. Audlo and synchronization information were recorded on DAT tape and all ignals were computer for further aboratory Frocessing.
the purposes of this experiment the data were placed in a coordinate ystem whose origin is at the average examined here, and with the principal component of Jaw movement oriented vertically.

22 EPG recordings
The EPG recordings were made on he Reading University multichannel data cquisition aystem, the EPG sample rate being 200 Hz The EPG and accompanying audio signal were also transferred to the lab computer for urther analysis together with the EMA data.

23 Material
A large corpus of VCV nonsense ems was recorded. The corpus for the EMA recordings consisted of words of he form /bV1CV2/, the consonants being /p, \(b, m, f, v, t, d, n, i, s, s h, k\), , hy and the vowels \(1, y, u, a /\), Al combinations of \(/ \overline{ }, \mathrm{u}\), a/ were used but y/ was only combined with /a/, giving farms in all. The corpus lor the EPC othout the consonants im sa without the consonants \(/ \mathrm{m}\), f , \(\mathbf{v}\), \(g_{1}\), \(h\) orpus was spoken with a carior Ehrase sage -- bitten wheress the EPG recordings were not.

For both techniques 5 repetitions of ach Item were almed for, which was EPG and coils becoming detached prematurely.
3. ANALYSIS AND RESULTS

A waveform editor was used to cate the beginning and end of each vowel in the audio signais. Al riculatory analyses were carried out at he mid-point of the vowels so defined.

Since the EPG results are rather more ciear-cut they will be discussed first.
3.1 EPG

The electrodes on the artificia palate can be regarded schematically as a ing arranged in 8 rows and 8 column a riculation on tho location of th arleulation on the from-back dimension of contected by summing uno number determining the each row and then of thle vector of 8 value of paremeter proved vila. Ont todurn the difference between \(N\) and namely the grand total (TOTAL') of the
number of contacts. For similar values of CG different values of TOTAL wil indicate differences in tongue helght The results are accordingly presented in Fig. 1 with CG on the \(x\)-axis and TOTAL on the y -axis. This figure shows all V1 data for \(N\) and \(/ y\) with \(V 2=/ a /\), the 2-sia each vowel being enclosed by obviously elipse. The ly distinction obviously very clear-cut for both colely on the basle of TOTAL indicating lower tongue position for \(/ \mathbf{y}\), whereas EPG2 also distingushes in terms of CG In fact, the shift of CG to of CG earward value is probably also the eason for less overall contact (an ncreasing number of anterior rows becoming devold of contact), so that in contrast to COM the primary mechanism n the \(\mathrm{V} / \mathrm{y}\) distinction can be assumed to be tongue retraction for \(/ \mathrm{y} /\).

\subsection*{3.2 EMA}

The EMA results for the two ubjects are shown in Fig. 2, each plo showing both subjects at one tongue measurement position. in paraliel with Fig. 1 larger values on the x-axle adicate more posterior tongue position Although the distinction between \(N\) and \(/ y /\) is leas sharp than in the palatographic data clear tendencies ongue position for \(y\) y/ thus reinforcing ongue positon for \(/ \mathrm{y}\), thus relnorcing palatogrephic data, whlle speaker EMA2 pas a more retracted postion for this rowel, thus patterning like the second EPG speaker The digtance between the centres of the \(N\) and \(/ y /\) ellipses, centres of the \(N\) and ciy/ ellipses, o 1.75 mm for COM and 1.85 mm for EMA2. Although the main purpose of this study was to determine whether the /y contrast is stable over many contexts we nonetheless examined to what exten the contrast is enhanced in a more restricted context. The tongue postion was accordingly ro-evaluated in labla consonantal contexts ( \(\mathbf{p}, \mathrm{b}, \mathrm{m}_{1} \mathrm{f}, \mathrm{v}\) ). The average distance betwoen \(I I\) and \(\mid y /\) Increased to 2.3 mm for COM and 2.2 mm for EMA2. Of greater significance was a reduction in the size of the 2 aigma eillipses (averaged over the 3 colls and 2 vowela tom 11.1 to 7 tor EMA the net result being virtualty no overlap between the \(N /\) and \(/ y /\) ellipses.
betwern the \(N\) and \(y\) ellpses.
The question arlses as to whether the differences in tongue differences in jaw poestion. Both diferences had for tyl a alohtly higher by speakers had for \(/\) y a singhty higher (by EMAZ) and more retracted (by 0.9 mm for COM and 0.6 mm for EMA2) Jaw postilon. Thus the low tongue postion
in COM cannot be explained by Jaw Influence, but the more retracted tongue position for EMA2 might be partly explained in this way.

Comparison of the EMA and EPG results gives some Indication of the robustiess or the ly distinction. As seen EPG date soparation is sharper in the the EPG recordings were spoken without carrier phrase, thus encouraging more deliberate style of speech. This was certainly the case for COM whose EPG vowels were almost 100 ms longer than the EMA vowels. On the other hand the vowels of EMA2 proved somewhat onger than those of EPG2 80 speakerspecific tralts may also play a role as well as influences of the carrier phrase not refiected in vowel length.

\subsection*{3.3 Overall vowel variability}

Accepting that there are consisten differences in tongue position in \(/ I /\) and iy/ and thus potentially a large number of lingual distinctions to be made among German front voweis we almed to determine whether thls is reflected in variability ranges of contextually inducible ability for different vowels.
As a first approach to this question the areas of the 2 in the EMA data each of the point vowels \(u\), 1 in the corpus over all consonantal and vocalio contexts. A highly consistent picture emerged. Both subjects showed variability order of \(1<u<u\) and mid colls and \(1<a<u\) at the front coll. The results averaged over all coils are given in Table 1, clearly showing the lesser degree of variability for \(/ 1 /\).

\section*{4. OUTLOOK}

The aim of this paper was to provide a foundation on which to generate hypotheses for future work. Little would be gained from a more comprehensive investigation of the front rounded vs. unrounded vowels if the unstable But this was proved highly importent polnt that emerges case. One important point that emerges from this differ somewhat in the appear to adjustments they use to distingulah thy rounded/unrounded pairs in palicutar the tendency towards retrection in two of the three speakers was silighty unexpected as this pattern was not ound by Wood, and In fact he suggests on the basis of his modelling studles that it is a pattern that is not conducive o maximum acoustic distinctlyeness between /I/ and /y/. Acoustic analysis hat is in preparation, and lip-movement ecordings that are planned, should help throw more light on this issue.

It also remains to be demonstrated that an 8-way distinction in front vowel tongue position actually occurs in German. Based on the result ound here for the effect of vowel length on the distinction one specific expectation is that these potentlal oppositions will be effectively neutrallze the short, lax rounded/unrounded pairs.

FInally, support was also found or the suggestlon that the crowded front vowel space will constrain the yowels However blas towards low, variability in we li experiment Firstly none of the coils were really placed none of the coila Secondly, it has been suggested [11 the high vowels tend to benefit from the proximity of the hard palate to reduce the range of variability. These leduce could be easily resolved In future work with a more comprehensive sample of the German vowel system.
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Fig. 1: Results for the two EPG subjects. Higher values of CG indicate more posterior tongue position. COM: \(\mathrm{N}=70\); EPG2: \(\mathbf{N}=48\).

Table 1
\begin{tabular}{lllll} 
& Il/ & \(/ \mathrm{u} /\) & \(l \mathrm{a} /\) \\
COM & 14 & 31 & 34 & \(\mathrm{~N}=167\) \\
EMA2 & 14 & 32 & 33 & \(\mathrm{~N}=210\)
\end{tabular}

2-sigma area of variability in mm2, averaged over the 3 tongue coils.


Fig. 2: Results for the two EMA subjects, displayed separately for each tongue measurement position. Higher values on the \(x\) axis indicate more posterio ongue position COM: \(N=56\) (Front and Mid coils), \(N=42\) (rear coil); EMA2: \(N=70\).
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\begin{abstract}
X-Ray microbeam data for simple \(/ \mathrm{sp} \mathrm{Vp} /\) utterances for a single speaker were compared with EMG measures from muscles of the tongue and jaw. For the six vowels /i, \(\mathbf{I}, \boldsymbol{\varepsilon}, \boldsymbol{x}, \mathbf{u}, u /\) pellet displacements at vowel center were roughly proportional for front tongue \(X\) and \(Y\) pellets and a rear \(X\) pellet. The rear Y pellet showed somewhat different relationships among the vowels. The relationships between several of the pellet displacements and normalized EMG appeared to be monotonic.
\end{abstract}

\section*{1. INTRODUCTION}

Although there is a tradition of classifying the tongue shapes for vowels along the dimensions of high vs low, back vs front, it is well known that these dimension labels do not accurately mirror any conventional geometrical space (see e. g., [4]). Furthermore, as has been pointed out by Wood [8] these dimensions do not mirror the dimensions of vocal tract shape as it is set primarily by the anatomy of the tongue muscles. While these dimensions have been modelled at least twice [5; 7], the empirical information necessary for the refinement of such models is lacking. The present experiments are a modest beginning towards filling this gap, and are a continuation of the work of Baer, Alfonso, and Honda [2] and Alfonso and Baer [1] on the same topic.

\section*{2. METHODS}

The experiment was done in two parts. The talker for both was TB, an author of the previous papers in this series. The speech consisted of isolated utterances
of the form \(/ \rho \mathrm{pVp} /\). While the total set was larger, data from the vowels \(/ \mathrm{i}, \mathrm{I}, \varepsilon\), \(\mathfrak{x}, \mathbf{u}, \mathrm{u}\) / only will be reported here. In all cases, multiple tokens were averaged with respect to a common lineup point at consonant release.
For Part One of the experiment, hooked wire recordings of the electromyographic signal were made from the muscles anterior and posterior genioglossus, (GGA and GGP), hyoglossus, (HG), styloglossus (SG), geniohyoid (GH), mylohyoid (MH), and orbicularis oris (OO). Simultaneously, acoustic recordings were made, as were recordings from jaw movement in the \(Y\) dimension, using an optoelectric movement transducer. These data have been previously reported [2].
For Part Two of the experiment, x-ray microbeam data were taken on the same subject for the same inventory. Pellets on mid- and rear-tongue, lower lip and jaw were analyzed with a system then at the Institute of Logopedics and Phoniatrics at the University of Tokyo [6]. An effort was made to keep the utterance rate similar across the two experiments. Success in obtaining comparability could be assessed by comparing audio recording and jaw \(Y\) tracings.

\section*{3. RESULTS}

\subsection*{3.1 X-Ray Microbeam Analysis}

Pellet tracings for the averaged tongue front movement in the X dimension is shown in Fig. 1. The results conform fairly well with expectations, in that the extreme vowels fan out forwards and backwards from the initial neutral syllable.


Figure 1. Averaged Front \(X\) pellet movement as a function of time. The line up point, \(/ \mathrm{p} /\) burst release, is indicated by a solid vertical line.

The trajectory shape for the lower-lip \(Y\) pellet was used to locate vowel midpoints. Midpoint values were then used in comparisons with the EMG data. The overall relationship of the vowels to each other at midpoint is quite similar for \(X\) and \(Y\) front pellets, and \(X\) rear pellet. Relative positions for the extreme vowels are different for the rear Y pellet.


Figure 2. Tongue pellet position at vowel midpoint for \(X\) and \(Y\) dimensions of front and back pellets.

\subsection*{3.2 Comparison of EMG and x-ray data}

In order to compare vowel midpoint positions and EMG data, we assumed a mechanical response time of the muscle of 100 msec , a value calculated in an earlier study [1]. A point in each EMG files 100 msec earlier relative to the lineup than the vowel midpoint was located. The EMG values were normalized so that the largest value observed for that muscle was treated as \(100 \%\). These values were used for scatter plots relating (front \(X\), rear \(X\), front \(Y\) ) or rear \(Y\) position to the tongue muscle value, or GH value to jaw Y position. Because the tongue pellet positions have not yet been corrected for jaw position [3], nor have we attempted to adjust the files for the small differences in speaking rate over the two parts of the experiment, as we intend before final presentation, we will present only partial results at this time.
The sole muscle in the experimental set concerned with jaw opening, GH, correlates quite well with jaw \(Y\) position.


Figure 3. Scatter plot of Jaw Y position as a function of GH EMG activity.

With respect to correlations with the tongue \(X\) position group, the strongest relationship is with SG EMG activity.


Figure 4. Scatter plot of Front Tongue \(X\) position with SG EMG activity.

The strongest relationship to rear \(Y\) position is that of GGP EMG.


Figure 5. Scatter plot of Rear Tongue Y position with GGP EMG activity.

The activity of MH relates most strongly to Front Pellet X EMG activity. However, a more quantitative assessment must await file correction.
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\section*{ABSTRACT}

This paper discusses a cross-linguistic articulatory model of vowels based on sagittal plane x-rays of vowels from Akan, Arabic, Chinese, and French. The model gives a mapping from a universal space of articulatory parameters to the specific vowels of each language. It contains an explicit parametrization of speaker variation, based on data from 13 speakers. We show here that the model also generalizes to certain consonants. The results suggest that the phonological description of these consonants can be changed profitably.

\section*{1. INTRODUCTION}

The aim of this paper is to present an articulatory model of vowel production. Vowel articulation is simpler than consonant articulation because there is relatively little contact-related deformation in the shape of the tongue and other articulators and so measurements of tongue position in vowels do not show non-linear "ceiling effects" due to the contact of the tongue with the hard palate.
Several articulatory models have been proposed (e.g. [9], [11], [12]), but few are based on multi-speaker data, and even fewer are based on cross-linguistic data ([15] and [16] are exceptions, see [6] for a review). This model fills the gap with an articulatory model based on multi-
subject, cross-linguistic data from vowels in four unrelated languages. With a cross-linguistic articulatory model, we may discuss cross-linguistic differences in vowel articulation quantitatively.

\subsection*{1.1 Measurement of articulators}

This is a model of the mid-sagittal profile of the vocal tract during vowel production, since vowels only involve central articulations. Furthermore, there are algorithms for approximating the shape of the tongue given the mid-sagittal profile ([5], [8]). The scheme used to approximate the mid-sagittal profile of the vocal tract is described fully in [7]. 34 measures of articulator position are used: two of the epiglottis, 5 of the dorsal wall of the pharynx, 13 of the tongue, 12 of the velum and uvula, and the x - and y coordinates of the lower incisor.

\subsection*{1.2 Speech Materials}

The data used in this study were measured from x-rays in the literature. The data used to construct the model are from Akan (described in [10]), Arabic [1], Chinese ([13], [17]), and French [4]. The Akan vowels used are/teeajo Du/ (one token of each vowel from four speakers), the Arabic vowels pharyngealized and non-pharyngealized allophones of /i:e: a: \(0: u: /\) (two tokens, two speakers), the Chinese vowels - /ly eauo/ (one, three), and the


Figure 1. (a) The pattern of articulatory displacements produced by Front-Raising. (b) Back-Lowering. (c) Tongue Root Advancement. (d) Nasalization.
 (one, four). Further details are given in [7]. Overall, the model accounts for \(85 \%\) of the variance in articulator positions in these vowels.

\subsection*{1.3 Parameters of the model}

The articulatory model has four parameters, called Front-Raising (FR), BackLowering (BL), Tongue Root Advancement (TRA), and Nasalization ( N ). The articulatory effects of these four parameters are shown in Figure 1, in the vocal tract outline of the second Akan speaker in [10]. The mean articulatory position is plotted with a medium-weight line, the articulatory configuration given by a negative displacement is plotted with a fine line, and the articulatory configuration given by a positive displacement is in bold.
The vowels of Arabic and French are plotted in the parameter space defined by \(\mathrm{FR}, \mathrm{BL}\), and TRA in Figures 2 and 3 (axes normalized to unit variance). The left-hand plots show the vowels projected into the FR/BL plane, and the right-hand plots show them in the FR/TRA plane.


Figure 2. (left) Arabic vowels in the FR/BL plane; pharyngealized allophones in open circles, non-pharyngealized in solid. (right) Arabic vowels in the FR/TRA plane.


Figure 3. French vowels in the model articulatory space.
tracings of velar and uvular stops in several contexts were measured and fit to the model. Arabic uvular and velar stops from [2] \& [3] in the contexts /k a kI ku qa qi qu/ (two speakers), Arabic uvular fricatives in the contexts/ra ri ru xa \(x \mid x u /\) (one), and French velar stops and uvular fricatives in the contexts \(/ \mathrm{ku}\) ky gu gy Ru Re/ (four) were used. Speaker normalization factors were determinedby fitting the articulatory model to the vowels/a a: II: uu:/ for the two Arabic speakers; for the French speakers, speaker normalization was determined earlier (see [7]).
If the model generalizes well to these consonants, then it should describe them as well as it describes vowels. Quantitatively, it should account for the same proportion of variance as it accounts for in the vowels.

\subsection*{2.1 Arabic back consonants}

When fit to the vowels from the two Arabic speakers in [2] and [3], the model accounts for \(87 \%\) of the variance in articulator position. It fits \(90 \%\) of the variance in the velar and uvular stops, but only about \(80 \%\) in the uvular fricatives.

The parameterization of the stops is shown in Figure 4. The stops fall in the outskirts of the articulatory space occupied by vowels. The fricatives, in Figure 5, although towards the periphery, generally lie within the vowel space.

\subsection*{2.2 French back consonants}

In French, the model accounts for \(72 \%\) of the variance in the vowels. This is rather low, but on the other hand, these vowels are part of the sample which was used to construct the original model in [7]. The model also fits \(72 \%\) of the variance in the velar stops, but only fits \(56 \%\) of the variance in the uvular fricatives. The articulatory parameterization of these consonants is shown in Figure 6.

\subsection*{3.0 DISCUSSION}

Uvular and velar stops are well-described by the model in both Arabic and French. Their articulation is vowel-like, but more extreme.
The uvular fricatives pattern differently. The French ones have substantial individual variation (see [4], p. 229). Since the speakers did not produce "the same" fricative, they cannot be modeled


Figure 4. Arabic velar and uvular stops. Superscripts indicate vowel context.
The polygons outline the area in which the modeled vowels lie.

uniformly by this model.
The Arabic uvular fricatives use a mode of velum displacement that is not found in the other data. In the x -rays, the velum appears to "bulge" and descend (see [3], p. 100 ff .) This mode of velum displacement cannot be modeled by the N parameter of the model. If the measures of velum position are excluded, the model fits \(87 \%\) of the variance in articulator position - comparable to the fit to vowels. We conclude that tongue, etc., positions in the uvular fricatives should be described with the same phonetic and phonological features as used for vowels.
Coarticulatory variation in the articulation of stops and fricatives in different vowel contexts is clearly visible in Figures 4-6. This model gives us a method for articulatorily quantifying contextual coarticulation, which despite its name has usually
been measured acoustically.
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Figure 6. French velar stops and uvular fricatives.

\section*{WHAT DOES THE LARYNGOGRAPH MEASURE?}

\section*{D. Miller(1), S. Nevard(2), R. Brun(2) and A.J. Fourcin(2)}
(1) Laryngograph Ltd (2) University College London

\section*{ABSTRACT}

A review of the literature reveals, in the case where the electrodes are placed on the wings of the thyroid cartilage, that this question has been investigated and broadly answered on several levels: electrically, physiologically and acoustically. We note results obtained from the Laryngograph at a new site: the nose. We focus on the boundaries of the Laryngographs use in order to highlight areas of possible improvement to the Laryngograph. We try to focus on questions of acoustic/phonetic (and to a lesser extent clinical) relevance.

\section*{1. ELECTRICALLY}

The Laryngograph was originally developed as a means to accurately and non-invasively measure and display, in real time, the fundamental frequency of voicing, the acoustic correlate of intonation. Developed on the basis of an impedance measuring technique pioneered by Fabre its rather different electrical characteristics were shaped by this application.
The Laryngograph is an admittance variation sensor. It is self adjusting and is capable of displaying very small variations of admittance at frequencies between 10 Hz to 20 kHz . The phase response is linear from approximately 50 Hz to 20 kHz . Low frequency phase distortion can be corrected in subsequent processing. Versions are available with a phase and frequency response down to d.c.. Admittance variations 'can be
caused by resistive and reactive effects and the relative importance of each depends on what is between the electrodes e.g. simply holding the electrodes in air and shaking them will give a "waveform" but here the very high resistive path between the electrodes will ensure the capacitative effect dominates; when the electrodes have a relatively low conductive path between them (such as on the neck) the resistive component will dominate. The current laryngograph is not designed to distinguish resistive and capacitative effects, nor is it able to make absolute measurements.

\section*{2. PHYSIOLOGICALLY}

When applied to the body our question can only be answered in relation to a knowledge of what is physically, physiologically and where applicable, phonetically possible between the electrodes at a specific site. Some possible artifacts which have been suggested are: tissue contact, vibration, tissue compression, muscular contraction, electrode/skin contact variation.
2.1 PLACEMENT EITHER SIDE OF THE LARYNX AT THE LEVEL OF THE VOCAL FOLDS.
2.1.1 Direct evidence that vocal fold contact variation modulates the electrical conductance across the larynx was found in a study of the transglottal impedance prior to the development of the Laryngograph: there was greater
conductance across the larynx in a static closed glottal state than when the folds were apart (contrary to Fabres observations). The percentage change was increased when a three terminal (guard ring) electrode system was used to reduce the effect of skin conduction. The most conclusive evidence that the Laryngograph measures vocal fold contact area variation is provided in an experiment by Gilbert [6]. A 5 mm wide insulating polyethylene strip was slowly withdrawn from between the vibrating vocal folds during phonation; the simultaneously recorded Laryngograph output waveform (Lx) increased as the area of obstruction to vocal fold contact decreased, the speech waveform remained relatively constant throughout. This experiment effectively eliminates all other variables except those which relate to the nature and area of vocal fold contact variation, for a steady state vowel in normal conditions, it falsifies Smith's [10] claim that tissue compression consequent on the acoustic pressure wave and the relative tenseness of the contracted musculature are the sole causes of Lx; these factors obviously can produce waveforms but all explanations must be site specific.
2.1.2. Correlations between the laryngographic, waveform and direct observation of the detail of vocal fold contact cycle have been made.

Viewing down on the vocal folds: Fourcin, Donovan and Roach using a cine camera and stroboscope synchronised to the Lx waveform; Childers [2] using synchronised ultra high speed laryngeal films and Laryngograph waveforms.

Viewing the vocal folds from the front Noscoe et. al.[7] used X-flash imaging with a specially developed high voltage x -ray technique.

The results of these analyses broadly confirm the schematisation made by Fourcin [5] and, in a slightly different way, by Rothenberg [8]. Childers [2] cautions that the model's features tend to be inferred from research observations rather than from a compilation of statistical data extracted from experimental measurements, but their own work reaches the same broad conclusion.

Computer simulations of the vocal fold area contact (VFCA) variation have produced waveforms similar to Lx, and enable the effect of various features of vocal fold action to be modelled independently Titze [11], Childers [2].

\subsection*{2.2. ELECTRODES ACROSS THE BRIDGE OF THE NOSE}

If the electrodes are placed either side of the bridge of the nose a larynx-periodic waveform can be observed which varies in amplitude during phonation according to the degree of nasalisation [1]. We currently have no direct evidence of the physiological cause of this waveform. It would be reasonable to suggest the amplitude is modulated by the opening of the velum, and that the coupling of the nasal cavities causes them to respond and change their geometry.

\section*{3. ACOUSTIC CORRELATIONS OF} LX
Correlations have been made with the inverse filtered flow waveform by Fourcin and by Rothenberg. These confirm an approximately antiphase relationship between Lx and the glottal flow waveform. Acoustically the abrupt cessation of the airflow is of primary significance and this is clearly correlated with the rapid closure of the vocal folds evident in the Lx waveform.
4. BOUNDARIES OF LX APPLICATION

Vocal fold vibration is a complex three dimensional wavelike motion in response to which the laryngograph can only give an integrated two dimensional representation of the varying effects of the nature and area of vocal fold contact. This sets the limits to any physiological and acoustic interpretation of the Lx waveform although for some analyses its simplicity is a positive advantage. In addition the vocal fold element has to be extracted from other gross physiological movements such as of the larynx as a whole.

For its original purpose of providing an accurate means to measure and display the fundamental frequency (Fx) of voiced speech on a period by period basis the Laryngograph has become a reference. The limitations of Lx as the basis for a measure of Fx and voicing appear in cases where an oscillatory volume velocity flow is observable but \(L x\) is not. This can occur in laryngeal co-articulation (e.g. [ehe]) where the vocal folds adduct to such an extent that they no longer actually contact although they still produce an oscillatory airstream.

It is generally agreed that closure is one of the most clearly defined events in the Lx waveform [5][8], although it must be emphasised that an Lx peak does not necessarily denote full closure along the length of the vocal folds. A "chink" may remain in breathy voice. There is interest in the measurement of vocal fold closed phase (or some related ratio to open phase, or related duty cycle): for closed phase formant analysis; in the study of the structured variability of voiced excitation (for analysis and synthesis of more natural speech [4]; in the related study of relative vocal fold abduction [9]; in the study of voice quality and pathology (Fourcin 1990); and in the study of vocal efficiency in trained singers (Howard.D 1990).

The problem here is the definition
of vocal fold opening. By its nature this is a less well defined event: typically the vocal folds peel apart from the bottom up and then split along the upper edge. Correlations have been made with the "knee" which is sometimes apparent in the opening edge of the waveform and the breaking of the mucus bridge on the upper edge of the folds and with the onset of airflow. This is the justification for one of the practical measures that have been applied to the measurement of opening [4]; (1) the maximum rate of change on the opening edge. Other measures chosen are: (2) when the voltage on the opening edge reaches the same level as existed when the closure point was chosen; (3) the point where the opening edge falls to some fixed percentage of the peak voltage or (4) some average level [9]. Given the indeterminacy of this feature, decisions are necessarily pragmatic. Generally a percentage fall from a peak value is more reliable on the opening edge than the differential.

In pathology all problems are likely to be compounded. Fourcin [5] suggests five key features of the Lx waveform, useful when using Lx as an analytical tool in the physical interpretation of aspects of voice: Uniformity of peaks = uniform output; Sharply defined Lx contact = good excitation of vocal tract long closure duration \(=\) well defined formants; regular, sharply defined contact periodicity \(=\) well defined pitch; progressive change in sharply defined period lengths \(=\) smoothly changing pitch.

Childers [2] appears to be investigating more of a "template" approach. The use of computer simulation is obviously attractive here. Colton and Conture [3] warn of the dangers of interpreting pathological data on the basis of a model of normal vocal fold vibration. All
waveform interpretation must be based on a knowledge of the phonetically structured variability which is a property of normal speech.

\section*{5. CURRENT WORK}

Our original intention, prompted by the nasal results and a desire to quantify effects at the larynx, was to review what the Laryngograph was measuring by making some comparisons of its sensitivity to factors which can affect the impedance between the electrodes at various sites on the body. This could be seen as a quantitative version of Smiths experiments. It is evident that the following factors need to be taken into account:
1. All explanations must be site specific.
2. Gilberts experiment and the X-flash observations show the overwhelming effect of vocal fold contact.
3. Further consideration of the problems of using signals in the existing Laryngograph circuit to measure absolute or even relative impedance would make intersite comparisons difficult.
We have therefore decided to concentrate on the neck and nose.
At the neck the main limitation to Laryngographic measurement is that in some cases the signal to noise ratio is poor. We are conducting a series of measurements relating the output of the Laryngograph on the neck to absolute impedance measures on a range of subjects in order to determine the correlations between larynx size, the effects of varying amounts of subcutaneous fat and the effects of different current levels.
Measures on the nose can similarly be made to clarify the result here. Results of these and related studies will be presented at the conference.
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\section*{ABSTRACT}

A method for calculating the parameters of an articulatory model [6] is presented. This method takes the formant values and dat of labial articulation as its starting point The method proceeds via the minimisation of the "articulatory effort" under the constraints imposed by articulatory and acoustic data. The expression of these acoustic constraints is based on a variational formulation of the relation linking the resonace modes (formants) to the area function [5]. This formulation takes account of the dissipative effects of the tract and of the lip-spread. Four variants of the procedure are evaluated, with articulatory profiles published in the literature serving as references. In most cases it seems that the simplest version gives the most stisfactory results.

\section*{1. Introduction.}

Un modèle articulatoire qui rend compte de la position des principaux articulateurs, présente, vis-à-vis de la fonction d'aire, une redondance de degrés de liberté nécessaire pour produire les phénomènes de coarticulation et de compensation entre articulateurs. Un calcul fiable des paramètres du modèle à partir du signal de parole ne peut se concevoir sans disposer d'informations complémentaires de nature acoustique ou articulatoire. Dans quelle mesure l'usage d'une stratégie générale de coordination articulatoire autorise-il un tel calcul, lorsqu'à côté du signal de parole, la donnee de l'articulation labiale est egalement fournie?

Nous avons développé une procédure de calcul des paramêtres d'un modele articulatoire à partir des trois premières fréquences formantiques, de la donnée optionnelle des largeurs de bande des 2ème et 3ème formants, de la donnée de l'ouverture labiale, ainsi que d'un principe
de moindre "effort articulatoire". Le problème est posé en ces termes: satisfaire le principe de coordination articulatoire (moindre effort), les contraintes imposées par les donnés acoustiques et articulatoires étant au mieux respectées. Notre méthode de calcul fait un usage direct des données formantiques. Outre la donnée de l'ouverture aux lèvres, la protrusion labiale et l'ouverture de la mâchoire peuvent également être fournies, auquel cas la procédure se limite à la détermination du profil lingual. La distance glotte-incisives est supposée connue. Le modèle articulatoire choisi est celui de Maeda [6] Il comporte 6 paramètres: le degré d'ouverture de la mâchoire, les degrés d'ouverture et de protrusion labiales, et trois paramètres contrôlant l'articulation linguale, à savoir: la position (avant/arrière) du corps de la langue, la forme (arquée/plate) du dos de la langue, et la position (elevée/abaissee) du sommet de la langue.

\section*{2. CalCUL DES PARAMETRES FORMANTIQUES.}

Le modèle acoustique adopté est celui du conduit vocal dissipatif propose par Sondhi [10]; il est caractérisé par une admittance des parois proportionnelle à la fonction d'aire et un facteur de forme constant. La distribution d'amplitude \(\psi\) et la fréquence \(\omega\) d'un mode de résonance satisfont l'équation suivante:
(1) \(\partial_{x}\left(A \partial_{x} \psi\right)+\frac{l}{c^{2}}\left(\omega^{2}-\omega_{p}^{2}\right) A \psi=0\),
avec \(A(x)\) : la fonction d'aire, \(c\) : la vitesse du son dans le conduit vocal, et \(\omega_{p}\) : la fréquence de vibration des parrois ( \(2 \pi .200 \mathrm{hz}\) environ). A l'exrémité glotique, nous imposons la condition:
(2) \(\quad \partial_{x} \psi=0, \quad\) en \(x=0\),
qui correspond à une impédance infinie à la glotte. A l'extrémité labiale, soit en \(x=L\), le traitement classique consiste à calculer une correction de longueur \(\Delta L\)
(3) \(\Delta L=\frac{3}{8} \sqrt{\pi A(L)}\)
et à imposer à l'amplitude \(\psi\) du mode, la condition:
(4) \(\psi\left(L^{\prime}\right)=0\), avec: \(L^{\prime}=L+\Delta L\). Cette condition est bien fondée dans le cas du premier mode. Un traitement différent, fondé jusqu'au troisième mode, consiste à imposer la condition suivante aux lèvres [5]:
(5) \(\quad A \partial_{x} \psi+q \sqrt{A} \psi=0\), en \(x=L\), avec \(q\) une constante de l'ordre de 2,1.

Le calcul des fréquences \(\omega\) et des fonctions \(\psi\) qui satisfont à l'équation (1), sous les conditions (2) et (4) ou (5), représente un problème aux valeurs propres classique. Ce problème peut recevoir une formulation variationnelle équivalente [4],[5] qui présente certains avantages. Etant de nature intégrale, cette formulation variationnelle conduit à des solutions qui sont liées plus au caractère général qu'au comportement détaillé de la fonction d'aire. Elle permet l'usage des méthodes directes du calcul des variations [3] --telle la methode de Rayleigh-Ritz utilisée dans ce travail--, qui substituent au problème initial, un problème de valeurs propres de l'algèbre linéaire, de dimension généralement faible, plus simple à résoudre. Enfin, la formulation variationnelle permet d'approcher analytiquement le lien qui uni la fonction d'aire aux fréquences des formants. Dans le cadre de la méthode de Rayleigh-Ritz, et pour un modele articulatoire donné, ce lien prend la forme d'équations algébriques non linéaires reliant les fréquences formantiques \(f_{n}\) aux paramètres articulatoires \(\{a\}[4],[5]\) :
\(\operatorname{det}\left[K(\{a\})-\lambda_{n} V(\{a\})\right]=0\),
\[
n=1, \ldots, N
\]
avec: \(\quad \lambda_{n}=(2 L c)^{2} \cdot\left(f_{n}^{2}-f_{p}^{2}\right)\)
où \(f_{n}\) désigne la fréquence du \(n^{\text {ième }}\) formant, et où \(K\) et \(V\), sont des matrices carrées, symétriques, ne dépendant que
des paramètres articulatoires. La définition et le calcul de ces matrices sont exposés ailleurs [5]. L'ordre \(M\) de ces matrices peut être relativement faible: \(M=8\) dans nos calculs, pour chacun des trois premiers formants. Une fois construites les matrices \(K\) et \(V\), la détermination des premières frequences propres se ramène au calcul des premières racines de l'équation:
(6) \(\quad \operatorname{det}\left[K l, m-\lambda V_{l, m}\right]=0\).

Le calcul des largeurs de bande exige de connaître non seulement la fréquence, mais aussi la distribution spatiale du mode considéré. Une fois calculée la racine \(\lambda_{n}\) de l'équation (6), le calcul de \(\psi_{n}\) ne fait guère de difficulté [5].
3. Calcul des parametres articulatoires.

Désignons par \(a^{0} k\) les premières approximations (ou valeurs initiales) des paramètres articulatoires, par \(f_{n}(\{a\})\) et \(B_{n}(\{a\})\) les paramètres formantiques calculés pour un profil articulatoire \(\{a\}\), et par \(f^{*}{ }_{n}\) et \(B^{*}{ }_{n}\) les données formantiques. Désignons encore par \(K\) le nombre de paramètres articulatoires à calculer, et soit, finalement, \(p_{k}\) et \(q_{k}(k=1, \ldots, K)\), des pondérations convenablement choisies. La methode consiste à minimiser une onctionnelle \(E\) des articulateurs ("l'effort articulatoire"), de la forme:
\(E(\{a\})=\sum_{k=1}^{K}\left(p_{k}\left|a_{k}-a_{k}\right|+q_{k}\left|a_{k}\right|\right)\)
sous les contraintes acoustiques suivantes:
\(\left(f_{n}\left(\{a)-f_{n}^{*}\right) / f_{n}^{*}=0, \quad n=1,2,3\right.\)
\(\left(B_{n}((a))-B_{n}^{*}\right) / B_{n}{ }_{n}=0, n=2,3\) et sous les contraintes articulatoires:
\[
-3 \leq a_{k} \leq 3 \quad k=1, . .4
\]
\(0.2 \mathrm{~cm} \leq a_{5} \leq 2.4 \mathrm{~cm}\)
\(A_{\text {min }}>0.3 \mathrm{~cm}^{2}\)
La procédure adoptée pour résoudre ce probleme d'optimisation sous contraintes repose sur une méthode de minimisation séquentielle sans contrainte, faisant usage de fonctions de pénalisation [1]. Soit :
\(r_{j}=(0.1)_{r_{0}},(j=0,1, \ldots, J)\), une séquence décroissante de nombres positifs ( \(r_{0}=5\) ), telle que \(r_{J}>r_{\min }\left(r_{\text {min }} \approx 0.001\right)\). Nous construisons une suite de \(J+1\) systèmes de \(K\) équations non linéaires à \(K\) inconnues, à résoudre séquentiellement, de
manière optimale au sens des moindres carrés. L'algorithme de Powell [9], utilisé à cet effet, s'est avéré rapide et robuste. La solution obtenue au terme de cette procédure, optimise le respect des contraintes, tout en minimisant l'effort articulatoire \(E\). Des exemples de résultats sont illustrés par les figures 1 à 7 .

\section*{4. Evaluation}

Une évaluation informelle de la procédure a été réalisée en utilisant les données (fonctions d'aire et fréquences formantiques) publiees par Fant [2] (6 voyelles russes) et par Mrayati [7] (11 voyelles françaises). En l'absence de données fiables relatives aux largeurs de bande, nous utilisons comme données, les largeurs de bande calculées pour les fonctions d'aire publiées. Les données des fréquences formantiques sont celles qui sont publiées par les auteurs: mesurées sur sonogrammes pour Fant, calculées selon le modèle de la ligne de transmission pour Mrayati. Les tableaux I et II résument les résultats obtenus selon que l'une ou l'autre des conditions (4) et (5) est appliquée aux lèvres et selon que les largeurs de bande des formants 2 et 3 sont prises ou non en compte. Quatre versions de la procédure sont ainsi obtenues; leurs résultats sont compares en fonction de leur degré d'accord entre les fonction d'aire calculées et les fonctions d'aire données. La première colonne indique la version de la procédure, soit:
- Version 1: la condition (4) est adoptée aux lèvres et les largeurs de bande ne sont pas prises en compte.
- Version 2: la condition (4) est adoptée aux lèvres et les largeurs de bande sont prises en compte.
- Version 3: la condition (5) est adoptée aux lèvres et les largeurs de bande ne sont pas prises en compte.
- Version 4: la condition (5) est adoptée aux lèvres et les largeurs de bande sont prises en compte.
La colonne 2 indique la moyenne sur toutes les voyelles \(v\) de l'écart logarithmique moyen entre la fonction d'aire calculée \(A_{\nu}\) et la fonction d'aire de référence \(A_{v r}\) :
\(\frac{1}{N_{\nu}} \sum_{v=1}^{N_{v}} \frac{1}{N_{p}} \sum_{i=1}^{N_{p}}\left|\log \left(A_{v}\left(x_{i}\right)\right)-\log \left(A_{v r}\left(x_{i}\right)\right)\right|\),
\(N_{\nu}\) désignant le nombre de configurations et \(N_{p}\) le nombre de sections par configuration. La colonne 3 indique l'ecart absolu moyen, en hertz, pour toutes les voyelles, entre les valeurs calculées et les valeurs données des 3 premières fréquences formantiques. La colonne 4 indique un ecart relatif moyen pondéré, en pour-cent, entre les mêmes valeurs formantiques.
Tableau I: données de Fant [2], moyennes sur 6 voyelles russes.
\begin{tabular}{cccc}
\hline Version: & Ecart log. & \multicolumn{2}{c}{ Fréquences: } \\
& aires & Eabs(hz) & Erel(\%) \\
1 & 0.41 & 87.3 & 5.30 \\
2 & 0.46 & 98.4 & 7.83 \\
3 & 0.41 & 87.1 & 6.92 \\
4 & 0.42 & 95.0 & 7.40
\end{tabular}

Tableau II: données de Mrayati [7], moyennes sur 11 voyelles françaises.
\begin{tabular}{cccc}
\hline Version: & \begin{tabular}{c} 
Ecart log. \\
aires
\end{tabular} & \multicolumn{2}{c}{ Fréquences: } \\
Eabs(hz) & Erel(\%) \\
1 & 0.44 & 71.6 & 4.66 \\
2 & 0.37 & 88.1 & 6.83 \\
3 & 0.44 & 59.6 & 4.95 \\
4 & 0.47 & 58.8 & 4.83
\end{tabular}

On ne constate pas différences nettement significatives entre les différentes versions. La version 1 réalise l'une des meilleures performances. Etant la moins coûteuse en temps de calcul, et ne demandant pas la connaissance des largeurs de bande, elle semble devoir s'imposer.

Les résultats présentés appartiennent au cas où l'aire d'ouverture et la protrusion labiales sont données; le nombre \(K\) de paramètres articulatoires calculés est donc égal à 4, soit l'ouverture de la mâchoire et les trois paramètres de la langue. Des résultats similaires ont été obtenus lorsque seule l'aire de l'ouverture aux lèvres est donnée ( \(K=5\) ), et lorsqu'en plus des paramètres labiaux, l'ouverture de la mâchoire est donnée ( \(K=3\) ).

L'influence de la première approximation sur la fonction d'aire calculée a été testée, en adoptant, sytématiquement, comme première approximation de l'articulation linguale, les valeurs du profil neutre. Les performance: moyennes observées ne sont pas significativement modifiées.

\section*{5. CONCLUSION.}

Nous pensons avoir développé une methode robuste et relativement économique en temps de calcul pour estimer les paramêtres d'un modèle articulatoire, à partir des fréquences des trois premiers formants et de la donnée de l'articulation labiale. Appliquée au modèle de Maeda, elle permet une estimation des paramètres de l'articulation linguale. La donnée des largeurs de bandes formantiques ne semble pas utile, et peut, dans certains cas, avoir un effe perturbateur. La condition aux lèvres (5), plus complexe à traitée que la condition (4), ne conduit pas à des performances supérieures; la version 1 de la procédure semble donc pouvoir s'imposer.
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\section*{ABSTRACT}

This paper describes a functional model to generate dynamic characteristics of formant trajectories at various speaking rates. The formant trajectories are modelled as the sum of two kinds of temporal functions: a second order delay function which represents vowel-tovowel transitions, and two first order delay functions which represent the effects of surrounding consonants on the vowel formant trajectories. Using this model, VCV speech samples were synthesized at slow and fast speaking rates, and their intelligibility tested. Results suggested that the model works very well, although some additional strategies are needed to improve the intelligibility of the consonants at fast speaking rates.

\section*{1. INTRODUCTION}

There are still numerous differences among the conclusions of studies on the effects of speaking rate \([3,5,6,7,8\), \(10,11]\). Some studies indicate the occurence of "vowel reduction"[10]. Some others claim that such "vowel reduction" does not always occur at fast speaking rates \([5,11]\). Other studies claim that adjustments in speaking rate are achieved by strategies which differ among speakers, and on the carefulness of their articulation \([3,6,8]\).
One approach to arrive at correct conclusion for this issue is to construct a model, by which we can test if undershoot or reorganization is necessary or
not to generate high quality speech at various speaking rates. Although some models have been proposed to generate formant transitions[1,2,7,9],there are still problems remaining to be solved to generate natural formant trajectories.
In this paper, we proposed a functional model which describes the formant transitions as the sum of two kinds of temporal functions: one represents vowel-to-vowel transitions, and the otherrepresents CV or VC transitions. The model was assessed via an intelligibility test.

\section*{2. METHOD}

\subsection*{2.1 Formant Transition Model}

The trajectory of nth formant, \(\mathrm{F}_{\mathrm{n}}(\mathrm{t})\), in a vowel segment is assumed to be expressed as
\(\mathrm{F}_{\mathrm{n}}(\mathrm{t})=\mathrm{U}_{\mathrm{n}}(\mathrm{t})-\mathrm{C}_{\mathrm{nf}}(\mathrm{t})-\mathrm{C}_{\mathrm{np}}(\mathrm{t})\)
Here, Un(t) is the step response of a second order delay function which represents vowel-to-vowel transition, \(\mathrm{C}_{\mathrm{np}}(\mathrm{t})\) is the first order delay function which represents the effect of a preceding consonant, and \(\mathrm{C}_{\mathrm{nf}}(\mathrm{t})\) is the first order delay function which represents the effect of a following consonant.
To generate \(\mathrm{U}_{\mathrm{n}}(\mathrm{t})\), the putative target frequency \(R_{i j}\) of each vowel in the sequence \(\mathrm{V}_{1} \mathrm{C}_{\mathrm{p}} \mathrm{V}_{2} \mathrm{C}_{\mathrm{f}} \mathrm{V}_{3},(\mathrm{i}=1,2,3, \mathrm{j}=1,2,3)\) is assumed to be set at \(\mathrm{t}_{\mathrm{i}}\) as a step input. The suffix i represents vowel number, j formant number. For the back vowels \(/ \mathrm{a}, \mathrm{u}, \mathrm{o}\), j represents jth lower formant frequency.

For the front vowels \(/ \mathrm{i}, \mathrm{e} /, \mathrm{R}_{\mathrm{i}, 1}\) is the lowest, \(\mathrm{R}_{\mathrm{i}, 2}\) the third, and \(\mathrm{R}_{\mathrm{i}, 3}\) the second. Let \(W_{( }(\mathrm{t})\) represent the step response of a second order delay function, \(\mathrm{W}_{\mathrm{j}}(\mathrm{t})\) can be expressed as
\(W_{i}(t)=R_{1 j}+a_{i}(t)\left(R_{i j}-R_{i-1, j}\right)\),
\(a_{i}(t)=1-\left\{1+b_{j}(t)\right\} \exp \left(-b_{j}(t)\right) u\left(t-t_{i}\right)\),
\(\mathrm{b}_{\mathrm{j}}(\mathrm{t})=\left(\mathrm{t}-\mathrm{t}_{\mathrm{i}}\right) / \mathrm{g}_{\mathrm{j}}\),
\(u\left(t-t_{i}\right)=1\) for \(>t_{i},=0\) for \(t<t_{i}\),
\(\mathrm{g}_{\mathrm{j}}\) : time constant representing transition speed.
For transitions from a back vowel to a front vowel or vice versa, \(\mathrm{W}_{2}(\mathrm{t})\) and \(W_{3}(t)\) intersect each other. Such intersection never occur in actual speech due to the coupling between two resonance frequencies. Therefore the resonance frequencies \(W_{i}(t)\) are modified accounting for the coupling between \(W_{2}(t)\) and \(W_{3}(t)\) as follows [4].
\(\mathrm{U}_{1}=\mathrm{W}_{1}, \mathrm{U}_{2}=\mathrm{c} \sqrt{\left(\mathrm{W}_{2} \mathrm{~W}_{3}\right)}, \mathrm{U}_{3}=\sqrt{\left(\mathrm{W}_{2} \mathrm{~W}_{3}\right) / \mathrm{c}}\), \(\mathrm{c}=\sqrt{\mathrm{e}}, \mathrm{d}=\left(\mathrm{W}_{2} \mathrm{~W}_{2}+\mathrm{W}_{3} \mathrm{~W}_{3}\right) / \mathrm{W}_{2} \mathrm{~W}_{3}\), \(\mathrm{e}=\mathrm{d}-(\mathrm{dd}-4(1-\mathrm{kk})) / 2(1-\mathrm{kk}), \quad \mathrm{k}=0.2\).
Two functions representing the effect of a preceding consonant \(\mathrm{C}_{\text {np. }}(\mathrm{t})\) and of the effect of a following consonant \(\mathrm{C}_{\mathrm{nfj}}(\mathrm{t})\) upon the formant trajectories in the segment \(\mathrm{V}_{\mathrm{i}}\) are assumed as follows.
\(C_{\text {npi }}(t)=C_{\text {npi. }} \exp \left\{\left(t-t_{p, i}\right) / g_{p}\right\}\), for \(t_{p}<t>t_{p, i}\), (4)



Fig.1(a). An example of formant trajectories \(\mathrm{Fn}(\mathrm{t})\), and those obtained by analysis fn(t) for a slow utterance of /abiba/.
\(\mathrm{t}_{\mathrm{pi}}\) : initial time of vowel \(\mathrm{V}_{\mathrm{i}}\),
\(\mathrm{t}_{\mathrm{fi}}\) : final time of \(\mathrm{V}_{\mathrm{i}}\),
\(\mathrm{g}_{\mathrm{p}}, \mathrm{g}_{\mathrm{f}}\) time constant representing the decay speed.
In this paper, only the temporal parameters, \(\mathrm{t}_{\mathrm{t}}\) :onset time of the targets for vowel \(\mathrm{V}_{\mathrm{i}}, \mathrm{t}_{\mathrm{p} i}\) : initial time of \(\mathrm{V}_{\mathrm{i}}\) and \(\mathrm{t}_{\mathrm{fi}}\) : final time of \(V_{i}\) are changeable depending on the speaking rate. This means that this model does not take account of possible changes or "reorganization" in the vowel targets or other parameters such as \(g_{p}\) and g.

\subsection*{2.2 ModelParameters Estimation}

The speech material used here consisted of \(\mathrm{V}_{1} \mathrm{C}_{\mathrm{p}} \mathrm{V}_{2} \mathrm{C}_{\mathrm{f}} \mathrm{V}_{3}\) samples, where \(\mathrm{V}_{1}, \mathrm{~V}_{2}\) were one of \(/ \mathrm{a}, \mathrm{i}, \mathrm{u}, /, \mathrm{V}_{1}=\mathrm{V}_{2}\), and \(\mathrm{C}_{\mathrm{p}}\) or \(\mathrm{C}_{\mathrm{f}}\) was one of \(/ b, d, g, p, t, k, r /\). Those samples were recorded from two male speakers spoken at slow (S) and fast ( F ) speaking rates. The original utterances were/korewa \(\mathrm{V}_{1} \mathrm{C}_{\mathrm{p}} \mathrm{V}_{2} \mathrm{C}_{\mathrm{f}} \mathrm{V}_{3}\) desu/, that means, "this is \(\mathrm{V}_{1} \mathrm{C}_{\mathrm{p}} \mathrm{V}_{2} \mathrm{C}_{\mathrm{f}} \mathrm{V}_{3}\) ". Among five Japanese vowels, only three vowels /a, \(i\), \(\mathrm{u} /\) were used as the typical examples of low-back, high-front, and intermidiate vowels.
The details of recording, analyses, parameter estimation method were reported


Fig.1(b). Same as Fig.1(a), but for a fast utterance of /abiba/.
in other place \([6,7]\). The formant trajectories were estimated mainly using the closed phase LPC analysis.The estimation of the model parametrs was carried out based on a least square error method and interactive modification using only speech uttered slowly and clearly.

\subsection*{2.3 Intelligibility Test}

To assess how well the model could generate formant trajectories, an intelligibility test was carried out for two kinds of synthetic speech (G and M), and the original speech samples ( 0 ) from which model parameters were extracted. Here, synthetic speech samples G were generated using the formant frequencies \(f(t)\) obtained from SO by the analysis and the glottal source obtained from the polynomial glottal source model. Synthetic speech samples M were generated using the model formant trajectories \(F(t)\) and the model glottal source. The speech samples were synthesized or recorded at two speaking rates, slow ( S ) and fast ( F ). Each group consisted of \(84 \mathrm{~V}_{1} \mathrm{CV}_{2}\) samples, where \(V_{1}, V_{2}\) were one of \(/ \mathrm{a}, \mathrm{i}\) \(\mathrm{u}, /, \mathrm{V}_{1}=\mathrm{V}_{2}\), and C was one of \(/ \mathrm{b}, \mathrm{d}, \mathrm{g}, \mathrm{p}\), \(t, k, r /\). For SO and FO, \(V_{1} C_{p} V_{2}\) and \(\mathrm{V}_{2} \mathrm{C}_{f} \mathrm{~V}_{3}\) parts were extracted from the original utterances /korewa \(V_{1} C_{V} V_{1} V_{3}\) desu/. For the synthetic speech SM and FM. \(V_{1} C_{p} V_{2} C_{t} V_{3}\) was synthesized to simulate effects of articulately undershoot, and then the segments of \(\mathrm{V}_{1} \mathrm{C}_{\mathrm{p}} \mathrm{V}_{2} \mathrm{C}_{\mathrm{I}} \mathrm{V}_{3}\) and \(\mathrm{V}_{1} \mathrm{C}_{\mathrm{p}} \mathrm{V}_{2} \mathrm{C}_{\mathrm{f}} \mathrm{V}_{3}\) were extracted.
Hearing subjects were five adults with healthy hearing who were not familiar with this study.

\section*{3. RESULTS AND DISCUSSION}

The average intelligibility of three vowels /a,i,u/for six speech groups were SO: \(100.0 \%\), SG: \(100.0 \%\), SM: \(100.0 \%\), FO:92.7\%, FG:91.7\% and FM:93.8\% The intelligibility of FM is \(93.8 \%\) which is better than those of FO and FG. Concerning the vowels, it is suggested that the formant model maintains or even
slightly improve the intelligibility compared to the original speech in slow and fast speaking rates.
On the other hands, the average intelligibility of the consonants /b,d,g,r/ were SO:91.7\%, SG:81.3\%, SM:83.3\%, FO:79.2\%, FG:68.8\% and FM:62.5\%. For the consonants, the use of model voicing source without plosion decreases the intelligibility about \(10 \%\). The use of the formant model slightly increases the intelligibility by about \(2 \%\) (SM-SG). For the consonants in the slow speech, the formant model works well on average and even slightly improve the intelligibil ity comparing with that of SG. However, for the fast speech, the formant trajectories predicted by the model for the fast speech decreases the intelligibility by about 6\%.
There were, however, some differences among the intelligibility of the consonants, or the goodness of the model. Fig. 2 shows the intelligibility of the consonants \(/ \mathrm{b}, \mathrm{g} /\) for the six speech groups. The boxwhisker graph in this figure shows the minimum, \(25 \%\)-tile, median, \(75 \%\)-tile, and maximum of the intelligibility scores.
As shown in Fig. 2(a), the intelligibility of /b/ for SM and FM is higher than that of SG and FG respectively, which indicates that the model formant trajectories give higher intelligibility than those obtained by the analysis. The formant model may improve the intelligibility because it does not make the formant trajectories unclear around the / \(\mathrm{b} /\) closure, which are sometimes unclear in the fast speech.
For \(/ g /\) in the fast original speech (FO), as shown in Fig. 2(c), the intelligibility is \(41.7 \%\) which is quite low comparing with other consonants. The decrement in the intelligibility of \(/ \mathrm{g} /\) seems to be accounted for mainly by the shortening of segments due to the speaking rate. Be cause the formant transition of \(/ \mathrm{g} /\) is slower than that of other stops, the speak-


Fig.2(a) The intelligibility of /b/.
ing rate change may affect largely the intelligibility of \(/ \mathrm{g} /\).
In this model, only the timing parameters are changeable depending on the speaking rate. It shoud be noted that the intelligibility of the consonants at fast speaking rates might be improved by taking account of possible changes in some parameters such as those representing transient speed which are set constant in this report.

\section*{4. CONCLUSION}

This paper proposes a model of formant trajectories at various speaking rates, and reports on the intelligibility of VCV speech samples synthesized based on the model at two speaking rates, slow and fast. The model works very well for the vowels at both rates. For the consonants at the slow rate, the formant model works well on average. However, at the fast rate, the formant trajectories predicted by the model for the fast speech decreases the intelligibility by about \(6 \%\).
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\section*{ABSTRACT}

Recently a Predictive Transform Coding (PTC) scheme has been proposed. This is a transform coding scheme with a strong link to the LPC model of speech production. In this paper several unitary transformations are studied within this scheme. These are the Discrete Cosine Transform, a unitary transformation resulting from applying the Singular Value Decomposition to the impulse response matrix of the LPC filter, the identity transforma tion and the recently developed Modified Hermite Transformation. We determine the number of parameters needed in this scheme for each transformation, in order to have a high qualit synthesis and make both objective and subjective measures.

\section*{1. INTRODUCTION}

In the last years residual speech coders have had a great development. In these kind of coders the speech signal is represented by the LPC filter and by the LPC residual as the excitation. Different representations of the LPC residual lead to different schemes, such as multipulse, CELP and others which attempt to represent the residual in a simpler manner [3].

Recently a unified framework for LPC excitation representation in residual speech coders has been presented [3] Within this framework a new scheme has been proposed called Predictive
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}
\[
\begin{equation*}
W(z)=\frac{1+\sum_{k=1}^{p} a_{k} z^{-k}}{1+\sum_{k=1}^{p} a_{k} \gamma^{k} z^{-k}}=\frac{A(z)}{A(z / \gamma)} \tag{5}
\end{equation*}
\]
we can tolerate larger errors in the formant regions than in the in-between formant regions. Finally we have for the weighted mean squared error
\[
\begin{equation*}
E_{w}=\sum_{n=0}^{N-1}\left([f(n)-x(n)]^{*} h_{w}(n)\right)^{2} \tag{6}
\end{equation*}
\]
where \(f(n)\) is the signal resulting from passing \(s(n)-r(n)\) through the filter \(A(z)=1 / H(z)\) and \(h_{w}(n)\) is the impulse response of the weighted LPC filter. Substituting (1) in (6) and expressing it in matrix form
\[
E_{w}=(f-L b)^{t} H_{w}^{t} H_{w}(f-L b) \text { (7) }
\]

Let's now minimize \(E_{w}\) with respect to the excitation. For a given subset L the coefficients \(b\) that minimize \(E_{w}\) are given by [3]
\[
b_{m}=\left(L^{t} H_{w}^{t} H_{w} L\right)^{-1} L^{\prime} H_{w}^{t} H_{w} f(8)
\]
and replacing (8) in (7) we have the minimum value of \(E_{w}\) for a given \(L\)
\[
E_{w}^{m}=f^{t} H_{w}^{t} H_{w} f-\left[\left(f^{t} H_{w}^{t} H_{w} L\right)\right.
\]
\[
\left.\left(L^{t} H_{w}^{t} H_{w} L\right)^{-1}\left(L^{t} H_{w}^{t} H_{w} f\right)\right]=
\]
\[
\begin{equation*}
f^{t} H_{w}^{t} H_{w} f-\Delta E_{w}^{m} \tag{9}
\end{equation*}
\]

As \(\mathbf{V}\) is known, we still have to determine which subset \(L\) of \(V\) is the one that minimizes \(E_{w}^{m}\). From (9) it is clear that it will be the one that maximizes \(\Delta E_{w}^{m}\).

So the excitation is characterized by the indexes of the vectors of \(\mathbf{V}\) that belong to \(L\) and by the values of the coefficients \(\mathbf{b}_{\mathrm{m}}\).

Let's take now \(\mathrm{H}^{-1} \mathrm{~T}\) as V , being \(T\) a unitary matrix. As \(L\) is a column submatrix of \(V\) then
\[
\begin{equation*}
L^{\mathrm{t}} \mathbf{H}_{w}^{\mathrm{t}} \mathbf{H}_{w} \mathbf{L}=\mathbf{I}_{l} \tag{10}
\end{equation*}
\]
where \(I_{l}\) is the identity matrix of order \(l \times l\). Substituting in \(\Delta E_{w}^{m}\) we have
\[
\Delta E_{w}^{m}=\left(f^{t} H_{w}^{t} H_{w} L\right)\left(L^{t} H_{w}^{t} H_{w} f\right)
\]
\[
\begin{equation*}
=\left\|L^{\mathbf{t}} \mathbf{H}_{w}^{t} H_{w} f\right\|^{2} \tag{11}
\end{equation*}
\]

We will maximize \(\Delta E_{w}^{m}\) by choosing as
\(\mathbf{L}\) those vectors of \(\mathbf{V}\) whose indexes correspond to the \(l\) biggest magnitude elements of the vector
\[
q=V^{t} H_{w}^{t} H_{w} f=
\]
\[
\begin{equation*}
T^{t} H_{w} f=T^{t} y \tag{12}
\end{equation*}
\]
where \(y\) is the signal \(s(n)-r(n)\) weighted by the filter \(W(z)\). The coefficients \(b_{m}\) are given by the values of the elements of \(\mathbf{q}\) chosen.

As it can be seen in (12) we are applying the unitary transform \(T^{t}\) to the weighted speech signal \(s(n)-r(n)\), and considering equal to zero the smallest magnitude elements as common in conventional transform coding. However this scheme is different because the speech signal is weighted by the filter \(W(z)\) and it is considered the contribution of the previous frames to the present frame. Due to this link with the LPC model of speech production, this scheme has been called Predictive Transform Coding (PTC) [3].

We are interested in studying the performance of different unitary transforms and, specially, in determinng how many elements can be considered equal to zero in this new scheme for each transformation without degrading speech quality.

\section*{3. SEVERAL UNTTARY} TRANSFORMS
We are going to study four different unitary transforms: the identity transform, the unitary transform \(\mathbf{U}\) resulting from applying the Singular Value Decomposition (SVD) to the matrix \(H\), the discrete cosine transform (DCT) and, finally, the recently developed [2] Modified Hermite Transformation (MHT).

\subsection*{3.1 Identity transform \\ Making \(\mathbf{T}=\mathbf{I}\) results in \\ \[
\begin{equation*}
q=T^{t} y=y \tag{13}
\end{equation*}
\]}

So in this case we just take the bigges magnitude elements of the weighted speech signal, and reconstruct the signal by passing these elements through the inverse weighting filter \(1 / W(z)\) and adding the signal \(r(n)\).
3.2 Unitary transform resulting from SVD
Let's weight (3) and express it in matrix form
\[
y=s_{w}-r_{w}=H_{w} x
\]

If now we apply the Singular Value Decomposition to the matrix \(\mathrm{H}_{\mathbf{w}}\)
\[
\begin{equation*}
H_{w}=U D K^{t} \tag{15}
\end{equation*}
\]
where \(\mathbf{U}\) and \(\mathbf{K}\) are unitary matrixes and \(\boldsymbol{\Sigma}\) is a diagonal matrix. Making \(\mathbf{T}=\mathbf{U}\) we finally have
\[
\begin{equation*}
q=U^{t} y=D K^{t} x \tag{16}
\end{equation*}
\]

\subsection*{3.3 Discrete Cosine Transform}

The Discrete Cosine transform of a data sequence \(s(n), n=0,1, \ldots,(N-1)\) is given by [1]
\[
\begin{equation*}
c_{s}(0)=\frac{\sqrt{2}}{N} \sum_{n=0}^{N-1} s(n) \tag{17}
\end{equation*}
\]
\[
\begin{gathered}
c_{s}(k)=\frac{2}{N} \sum_{n=0}^{N-1} s(n) \cos \frac{(2 n+1) k \pi}{2 N}(1 \\
k=1,2, \ldots,(N-1)
\end{gathered}
\]

This transform has been traditionally used due to its close performance to that of the Karhunen-Loeve transform.

\subsection*{3.3 Modifed Hermite Transformation}

This unitary transformation has been recently developed by [2] from the binomial and discrete hermite families. It is defined by the unitary matrix \(\mathbf{A}\)
\[
A(r, k)=\frac{[B(0, k) B(0, r)]^{1 / 2}}{2^{N / 2}} H(r, k)(19)
\]
where
\[
\begin{gathered}
B(0, k)=\left[\begin{array}{l}
N \\
k
\end{array}\right] \\
B(r, k)=\left[\begin{array}{l}
N \\
k
\end{array}\right] \sum_{m=0}^{r}(-2)^{m}\left[\begin{array}{l}
r \\
m
\end{array}\right] \frac{k^{m}}{N^{m}} \\
H(r, k)=\frac{B(r, k)}{\left[\begin{array}{l}
N \\
k
\end{array}\right]} \\
k=0,1, \ldots, N-1 \\
r=0,1, \ldots, N-1
\end{gathered}
\]

It has also been developed an algorithm for the MHT which is very easy to implement. We are interested in evaluating the performance of this new transform in a PTC scheme.

\section*{4. EXPERIMENTAL RESULTS}

For performance evaluation we used four Spanish sentences pronounced by two male speakers and two female speakers. The sample was low-pass speakers. The sample was low-pass
filtered at 4 kHz cut-off frequency and digitized by a 12 bit ADD converter at 8 \(\mathbf{k H z}\) sampling.
The length of the analysis frame was considered of \(15 \mathrm{msec}, 120\) samples, and it was divided into 3 sub-blocks of 40 samples each. Synthesis filter order was established to be 10 and the value of \(\gamma=0.8\).

We have studied the performance of the four transformations in three different cases:
A- We consider different from zero 5 values in each sub-block
B- We consider different from zero 10 values in each sub-block.
C- We consider different from zero 15 values in each sub-block.
In all the cases without quantization.
For objective evaluation we have used the Segmental SNR. In figures la and lb the SNRseg is plotted for male and female sentences respectivoly. We evaluate the four transformations at the three different cases A, B and C.

For subjective evaluation we have used the Mean Opinion Score (MOS) scale with five categories, ranging from 1 (Unacceptable) to 5 (Excellent). Opinion rating was made by ten listeners over the four Spanish sentences. In figure 2 we have the MOS for the four transformations at the three different cases A, B and C.

The results obtained show a close objective performance of the DCT and of U. Their SNRseg is 1.5 db approxi mately better than that of the MHF, being the performance of the ideatity transformation quite worse. As fer \({ }^{3}\) the subjective measure is coocerped no get a MOS of 3 to 4 for DCT, \(U\) and
MHT if we consider different from zero

0 to 15 elements. A score of 4.0 on the MOS scale signifies high-quality and 3.5 is an acceptable quality for telephone communication. As it can be seen the MHT also has a worse subjective performance with respect to the DCI and U , however this difference diminishes as the number of elements different from zero increases, being the performance of these three transforms quite close for around 15 elements.

There is another point to take into account when evaluating the different transforms and it is the amount of calculation involved. The quickest to implement is, of course, the identity transform but it gives worse results. U implies a large amount of calculation as we have to do the SVD of the matrix \(\mathbf{H}_{w}\) for every frame. For the DCT and the MHT there are fast algorithms developed, being the one developed for the MHT easier to implement than any of those developed for the DCT [2] to the authors knowledge. So the MHT is more advantageous in this aspect.

The results obtained are without quantization of the different parameters, what would evidently introduce a certain amount of degradation over this results.

\section*{5. CONCLUSIONS}

We have studied the performance of four unitary transforms in a predictive transform coding (PTC) scheme. The identity transformation is very easy to implement but it gives poorer results. The DCT and U have a better objective and subjective performance over the MHT, but for around 15 elements different from zero, the subjective performance of these three transforms is very close, with a MOS of about 4 without quantization. As the MHT is easier to implement, this transform can be a good election when implementation reasons dominate in the development of PTC coders.
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\section*{ABSTRACT}

Up to now, little is known about the glottal flow while phonated speech is produced. We derive a model of the glottal flow which includes nonlinear flow, the dynamic generation of sound waves by the vibrating vocal cords and the interaction of those two phenomena. Results of a numerical simulation based on this model and the compressible Navier-Stokes equations are given and compared with theoretical values.

\section*{1. INTRODUCTION}

Up to now, most models for speech production represent the vocal tract by a linear filter with the glottal excitation as source. Nonlinear phenomena like energy dissipation and noise creation by vortices are not taken into account. A crucial point of speech production is the sound generation at the glottis. So far only very crude glottal models are used showing great deviations from reality, as these models do not include nonlinear time-dependent flow and its interaction with the glottal excitation [1]. For investigating the behaviour of the elastic vocal folds, Ishizaka and Flanagan introduced a basic mass-spring model [2], whose driving force is the estimated pressure of the flow. Another approach is, to get insight into the nonlinear flow connected
with speech generation. Since measurements of the flow are difficult and have to be based upon simplified mechanical models [3], numerical simulation is needed. As a first effort, T. Thomas simulated the flow in a two-dimensional model of the supraglottal vocal tract with a coarse grid and steady equations [4]. Recently, Iijima et al. computed the two-dimensional flow at the glottis in different but time-invariant stages of glottal opening [5]. They have shown that complicated vortical flow develops causing pressure variations which may acoustically affect the glottal flow. As sound waves result from the compressibility of air, phonation can not be represented by their incompressible approach. Connecting both approaches, our model of the glottal flow and glottal excitation for the first time includes the dynamic generation of sound waves and their interaction with twodimensional vortical flow. It is based on the Navier-Stokes equations for compressible viscous gases in a domain with moving boundaries. Due to the high computational effort, we presently restrict our simulation to two space dimensions.

\section*{2. A MODEL OF THE GLOTTAL FLOW}

The glottal excitation is generated by the unstationary flow of moist air bounded by the moving vocal cords.

This flow is governed by the compressible Navier-Stokes-equations, which are based on the balance of mass
\[
\begin{equation*}
\frac{\partial p}{\partial z}+\nabla \cdot(p \eta)=0, \tag{1}
\end{equation*}
\]
and the balance of momentum [6]:
\[
\begin{equation*}
\frac{\partial}{\partial t}(\rho \mathbf{V})+\nabla \cdot(\rho \mathbf{V} \mathbf{V}+\rho \mathbf{I}-\tau)=0 . \tag{2}
\end{equation*}
\]
( t : time, v : gradient in space, \(\rho\) : density, \(V\) : velocity vector, \(p\) : pressure, \(\tau\) : viscous tensor for air [6], I: unit matrix; bold letters: vector-valued functions). The equations describe that no mass can be lost (1) and how mass flow, density fluctuations, pressure and viscosity interact (2). An adiabatic relation between pressure and density is used:
\[
\begin{equation*}
p / \rho^{Y}=\text { const. } \tag{3}
\end{equation*}
\]

Although the flow at the glottis is slow compared to the velocity of sound, we cannot neglect compressibility (by assuming constant pressure in (1)), since the generation of sound waves is basically connected with density fluctuations.


Fig. 1: Time-dependent transform
The geometry of the simulation is a simplified model of the glottal region. To treat the moving boundaries, we use a time-dependent coordinate transform from the physical domain to a rectangular geometry (see [7]). The transform should not distort the grid too much, otherwise the trans-
formed equations and the numerical method get unstable. Thus a simplified geometry neglecting the false vocal folds (fig. 1) is presently used. Our computational domain contains solid wall boundaries (fat lines in Fig. 1, here the air moves with the walls of the vocal tract) and artificial boundaries (dotted lines in fig. 1), where absorbing boundary conditions are used. Table 1 gives the values of constants used in our computation.
The glottal excitation is induced by the pressure of the flow. A model comparable to Ishizaka's model with one mass and one spring characterizing the movement of the elastic vocal cords [2] can simulate this effect. It leads to a differential equation based on the balance of inertia, friction, the nonlinear elasticity of the vocal cords and the pressure of the flow. Presently, a sinusoidal movement of the vocal cords is imposed from outside, the model for flow-induced excitation is being developed.
Table 1: Values of some constants used in the computation
initial density of air \(\quad \rho=0.15 \mathrm{~kg} / \mathrm{m}^{3}\) dyn.viscosity of air: \(\mu=0.1910-4 \mathrm{~kg} /(\mathrm{m} \mathrm{sec})\) ratio of specific heat capacities : \(\quad y=1.4\) volume flow: \(\quad V_{\text {Vel }}=50\) to \(500 \mathrm{~cm}^{3} / \mathrm{sec}\). lenght of the constrictions: \(\quad I=1,2 \mathrm{~cm}\) depht of the glottis: \(\quad l_{d}=1.2 \mathrm{~cm}\) glottal opening: \(\quad h=4.0\) to 6.7 mm (realistic: 0 to 3 mm )

\section*{3. NUMERICAL SOLUTION}

The compressible Navier-Stokes equations are very delicate numerically. We have adapted the ASWR (Asymetric Separated Weighted Residuals) -method for solving the transformed equations gained from (1), (2) [8]. Although we use an efficient implicit method for timeintegration, the computational expense is immense, in the current
implementation a Tera-FLOPcomputer would be necessary for a realtime calculation. The results have been verified by simplified fluid dynamic considerations and by comparing the calculated pressure loss for a steady geometry with an approximative theoretical value [2].


Fig. 2: Translaryngeal pressure loss in the glottis compared to the approximate theoretical value [3].

\section*{4. RESULTS}

By the vibrating glottal model, the generation of sound waves can be modeled. The constriction moves with a frequency of 100 Hz from a slightly to a maximally constricted tube. The pressure in space and time and the velocity have been watched during several oscillation periods. Results are shown in Figures 3 to 5. After the initial value of zero flow, the flow increases, causing the initial pressure rise in fig. 3 . The pressure in time shows a steeper rise and a softer decline than the sine, which governs the movement of the constriction. This is an effect of the finite speed of sound, it agrees with experimental results also using a sinusoidal excitation [4]. The deformation of a sound wave by the flow pressure can be watched in fig. 4. In fig. 5 , the vortical flow caused by the moving constriction is depicted. The strongest nonlinear effects develop while
the glottis opens (right).

\section*{5. CONCLUSIONS}

This simulation is only the first step towards a nonlinear dynamic glottal model, but it already includes substantial effects. A fully nonlinear dynamic vocal tract model is beyond the reach of today's computers, but by coupling a usual linear model of the vocal tract with the nonlinear model at the glottis, simulation of the generation of voiced speech including nonlinear effects can be accomplished.
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Fig. 3: Pressure at a point behind the glottis during time.


Fig. 4: Spatial pressure distribution in the transformed plane at the slightly constricted (left) and the the fully constricted area (right). Arrow: direction of the flow). Maximal pressure difference: \(289 \mathrm{dyn} / \mathrm{cm}^{2}(\) left \()\) to \(330 \mathrm{dyn} / \mathrm{cm}^{2}\) (right)
velocity vector.
dot: origin, line: direction and length


Fig. 5: Velocity vectors in a central section of the geometry drawn in the physical plane. Max. velocity: \(5.7 \mathrm{~m} / \mathrm{sec}\). (Scaled to \(3.5 \mathrm{~m} / \mathrm{sec}\) )
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\section*{ABSTRACT}

The apparent irregularity of speech signals is generally considered the effect of pure randomness or of intended time-varying control. This paper presents a new explanation in terms of chaos which origins from deterministic, time-invariant, nonlinear systems. Experiments with sustained German vowels support this model for the temporal fine structure of speech.

\section*{1 INTRODUCTION}

The present study is devoted to an experimental investigation whether the chaotic paradigm is useful for speech production modeling or not. Strange enough, only little research is reported in this area \([3,4,6]\) although the variability of the speech signal suggests itself to an explanation in terms of chaos. This is further motivated from three observations in speech acoustics:
- If speech sounds are produced \(u n\). voiced the primary source consists in turbulent air flow originating at constrictions of the vocal tract [1, pp. 5358]. Turbulent flow is one of the most extensively studied patterns of chaotic behaviour in fluid mechanics.
- If speech sounds are produced voiced there exists a nonlinear coupling between the sound source and the vocal tract [1, pp. 41-53, pp. 246-259].
- There is some experimental evidence that the standard linearized acoustic theory of speech production may not be fully adequate as the actual air stream mechanisms are much more complicated than generally believed [7].

\section*{2 ANALYSIS OF CHAOTIC SIGNALS}

While conventional analysis resorts to the assumption of an underlying stochastic process to explain the irregular behaviour of observed signals, chaos is an inherent property of purely deterministic, nonlinear systems. From that, analysis of chaotic signals requires to a certain extent knowledge of the system producing the observations.

Reconstruction of Attractors from a Signal. Following a theorem by Takens [5, p. 191], it is possible to reconstruct the attractors of the underlying system from a simple procedure using a single output signal \(s(t)\). To this end, equidistant samples \(s(t+k T), k=0, \ldots, N-1\) are collected into an \(N\)-dimensional vector and the trajectory of this vector is plotted in \(N\)-dimensional state space.

Measurement of Fractal Dimension. There are various definitions for
the fractal dimension of a geometrical object [5, pp. 167-191]. We have implemented an estimator for the correlation dimension of the reconstructed attractor.
Measurement of Information Production Rate. The unpredictable behaviour of chaotic systems corresponds to a steady production of new information which is related to its Ljapunov exponents [ \(5, \mathrm{pp} .73-81\) ]. We follow an independent approach developed by Fraser [2] which computes the mutual information between a signal sample and a vector of delayed samples. This quantity defines the marginal redundancy \(R(T, N)\) of the sample, i.e. how many bits of the sample are predictable from the past \(N\) samples with delay \(T\). It exhibits three distinctive properties for chaotic signals:
- An increase of \(N\) makes the redundancy \(R(T, N)\) reach a saturation line.
- This saturation line decreases with increasinf delay \(T\). Its slope is the information production rate of the underlying system in bits/sec.
- The delay \(T\) can be chosen such that the information conveyed by the reconstructed attractor is maximized.

\section*{3 EXPERIMENTS WITH SPEECH SIGNALS}

Our experiments cover long vowels [a:, e:, \(i:, o:, u:\) ] spoken by three male native speakers of German, of age 24 to 30 . Although the vowels were embedded in carrier sentences, they were sustained over several seconds to provide sufficiently long stationary data for further analysis. The recordings were made in an anechoic chamber and digitized with 16 bit resolution and 32 kHz sampling rate. The analysis software is implemented on an IBM

PC-AT 286 for testing and visualization purposes while the more extensive batch-mode analysis runs were done on a MicroVax II minicomputer.

Results. Figure 1 shows a twodimensional projection of the attractor corresponding to the vowel [i:] by speaker ' F '. The optimal delay time \(T=0.94 \mathrm{msec}\). The graph displays three periodicities: (1) the trajectory almost replicates itself after every pitch period; (2) the first formant frequency is roughly twice the pitch frequency, so the overall structure of the graph is similar to a folded 8 (two cycles per 'pitch orbit'); (3) the second formant frequency is about 23 times the pitch frequency, so their are 23 small loops superimposed on the pitch orbit. From the reconstructed attractor, the correlation dimension is estimated as 1.7. This fractional value reflects the observation that the signal is almost periodic (otherwise it would be 1).

The overall structure of the attractor is maintained for other speakers. Figure 2 displays the attractor of vowel [i:] by speaker ' \(B\) '. It is characterized by the same looping structure while the amplitude of the second-formant loops is significiantly reduced due to power differences in the respective formants of the two speakers.
Figure 3 explains the importance of the right choice for the delay time \(T\). While Figure 1 is obtained with the optimal \(T\)-value, this figure shows again vowel [i:] by speaker ' \(F\) ' but with \(T=\) 1.88 msec . The optimal \(T\)-value produces results which are easier to read and, most interestingly, this value is rather independent of the individual speaker or vowel under consideration. The op timal delay time is on the order of 1 msec .
Redundancy analysis of the attrac-
tor of Figure 1 delivers Figure 4. On display are the marginal redundancies \(R(T, N)\) for \(N=1,2,3\) and \(T\) between 0 and 500 sampling intervals (i.e. 0 to 15.6 msec ). The curves saturate already for \(N=2\) so that \(N=3\) does not increase the predictable amount of information significantly. Prior to saturation (for \(N=1\) ), unmodeled periodicities are still visible as local maxima of the curve, note e.g. the pronounced peak due to the pitch at \(T=7.9 \mathrm{msec}\). The slope of the saturation line is 0.94 bit over one pitch period. This is the information production rate of the underlying system.
Figures 5 and 6 show as a further example the reconstructed attractor and redundancy plots for the vowel [a:] by speaker ' \(G\) '. While differing slightly in the numerical values, the general picture found in the previous figures is corroborated. For comparison, the pertaining measurement values are listed here: correlation dimension 1.5 , optimal delay time \(T=0.94 \mathrm{msec}\), information production rate 0.9 bit over one pitch period.

\section*{4 CONCLUSION}

Albeit the experimental basis is still rather limited, preliminary conclusions may be drawn:
- The investigated vowels can be interpreted in terms of deterministic chaos. This is supported through the positive information production rate of roughly one bit per pitch period and the fractional value of the correlation dimension between 1 and 2 .
- As only sustained vowels with constant pitch have been investigated, the observed chaotic behaviour can only be related to the temporal fine structure of speech that changes from pitch period to period. No claim about the dynamic behaviour of spectral or articu-
latory parameters is made.
- The gross shape of the reconstructed attractors can be interpreted in terms of standard phonetic theory. Their 'strangeness', however, goes beyond such theory which offers only explanations in terms of randomness or time-varying control.
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Figure 1: Attractor of vowel [i:] by speaker ' F ' ( \(T=0.94 \mathrm{msec}\) ).


Figure 3: Attractor of vowel [i:] by speaker ' F ' \((T=1.88 \mathrm{msec}\) ).


Figure 5: Attractor of vowel [a:] by speaker ' G ' \((T=0.94 \mathrm{msec})\).


Figure 2: Attractor of vowel [i:] by speaker ' \(B\) ' \((T=0.94 \mathrm{msec})\).


Figure 4: Marginal redundancy \(R(T, N)\) of vowel [i:] by speaker ' \(F\) '.


Figure 6: Marginal redundancy \(R(T, N)\) of vowel [a:] by speaker ' G '.
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\section*{SUMMARY}

The paper is aimed at determining whether the language spoken by the speaker exerts influences on his or her voice quality. The investigation involves 24 bilinguals ( 12 males and 12 females) spliced into two subgroups of linguistic dominance (Catalan or Castilian). The Long Term Average Spectrum (LTAS) is used as an acoustic cue to voice quality. The interlanguage variability is higher than the intra-language variabilities, irrespective of the sex and language dominance categories. The data moreover exhibit a tendency towards greater intra-language variability in the dominant language than in the nondominant one.

\section*{1. INTRODUCTION}

Various experiments have dealt with the idea that the language spoken by a subject could influence his or her voice quality. Studies using Long Term Average Spectra (LTAS) in order to objectivate voice quality have nevertheless resulted in -at least apparentlycontradictory results (Nolan, 1983).

In order to by-pass the
contradiction, Harmegnies \& Landercy (1985) have developped a specific methodology, aimed at differenciating subject- and language related variabilities. Analysing utterances from bilingual speakers (French/Dutch), they confirmed the existence of language effects on long-term spectral variability but also revealed that these effects are smaller than individual ones.

Harmegnies et al. (1989) have confirmed these findings on the basis of recordings drawn from languages even closer one to another (Castilian and Catalan, that belong to the same Romance group). Their investigations, together with others (Bruyninckx et al., 1990) nevertheles showed that a more refined assesment of bilingualism could be of some use. On the other hand, splitting the samples into sex groups might be more convenient, given the generally important differences between withinsubject variabilities in males and females (Harmegnies, 1988, a).

This paper is therefore meant as an extension of previous research, putting emphasis on the kind of bilingualism, and involving
both male and female subjects in a balanced proportion.

\section*{2. EXPERIMENTAL SETTING}

A sample of 24 bilingual subjects (12 males, 12 females), with a fairly good knowledge of Catalan and Castilian was selected. Each of them nevertheless exhibited dominance either in Catalan or in Castilian; their assesment was performed by means of classical sociolinguistic methodology (Viladot, 1981).

Each speaker was asked to utter 5 times both a balanced Castilian and Catalan text. The recordings and analyses were performed thanks to the experimental setting previously used, i.e. \(0-5 \mathrm{kHz}\) LTAS (Harmegnies et al., 1989). The spectra were compared by means of the SDDD dissimilarity index (Harmegnies, 1988, b).

\section*{3. COMPARISON PROCEDURE}

Two types of intra-speaker comparisons of the stored LTAS were performed for each subject: inter-language comparisons and intra-language comparisons.

In the case of the interlanguage comparisons (Catalan ys, Castilian) each Catalan lTAS of each subject was matched against each Castilian LTAS of the same subject; in intra-language matchings (i.e. both Catalan ys. Catalan, and Castilian vs, Castilian), for each one of the 24 speakers, one comparison was performed for each possible nonredundant pair of his or her 5 LTAS in each language.

The whole procedure resulted in a total of 1080 comparisons 480 intralanguage and 600 interlanguage).

\section*{4. RESULTS}

As shown in Figures \(1 \mathrm{a}-\mathrm{b}\), which summarize the results, the SDDD values derived from inter-language comparisons tend to score higher than those drawn from intralanguage matchings. This relationship can be observed for the average values in each sex/dominance group. This tendency moreover appears to be very strong, since the relationship holds true for each one of the 24 speakers in the sample.

A specific statistical analysis (Bruyninckx et al., forthcoming) confirms this observation. It moreover shows that in 2 out of 4 subgroups (Catalan dominant females and Castilian dominant males), the intralanguage comparisons exhibit results significantly different one from another.

\section*{5. DISCUSSION}

At first sight, the results seem in partial agreement only with those previously reported by Harmegnies et al. (1989): in the present research, inter-language differences also appear to be significant; however, the systematic superiority of the systematic superiority of the inter-language dissimilarity values is no longer to be regarded as the only one source of variation in the source the differences between intra-language between ities suggest that dissimilarities suggest that in some cases, the intra-

language consistency tends to depend upon the language spoken. As shown in figure 1, the significant differences in the Catalan dominant group may be attributed to greater voice \(\qquad\) consistency in Castilian, as opposed to Catalan. On the other hand, in Castilian dominant speakers, the significant differences are due to greater voice consistency in Catalan.

Thus, there is a tendency towards greater voice quality variability for a given speaker in his or her dominant language, while the degree of voice coherence tends to be higher in the non-dominant language.

Finally, this research not only confirms previous findings (i.e. Catalan LTAS are different from Castilian LTAS), but also suggests a new hypothesis: voice consistency in bilinguals is greater in the non dominant language; inter-language variability is nevertheless greater than intra-language ones.
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\section*{ABSTRACT}

A new complex auditory filter bank based on a new class of orthogonal functions called FAM functions [2] is developed. The filter bank is used to produce time-Bark spectrograms where both the magnitude and the phase variations of the speech sample in the channels are seen. The temporal resoluion is of high quality: even phenomena inside one pitch period can be monitored. An analyzer is implemented with the TMS320C30 digital signal processor, which is programmed in a Macintosh IIci / CLOS Lisp environment [1].

\section*{1. INTRODUCTION}

Auditory based representation of speech is proven to be an effective way to compress, code, enhance, analyse, describe, and visualize speech signals. Auditory analysis and compression seems to have many promising applications in digital audio, communication technology, and in audiology. The methodology provides also new tools for basic research in the fields of speech acoustics and production as well as speech perception and automatic speech recognition.
The auditory representation of audio signals is typically achieved by a filter bank with each filter having a bandwidth equal to one Bark (one critical band) which forms the limit for the auditory spectral resolution around the frequency in question [5].
Typically, one of the following methods is used to construct an auditory filter bank: a standard linear filter design method is used, modifying the short time Fourier transform (STFT), or applying quadrature filter (QF) techniques [3]. In
the case of the modified STFT a proper frequency dependent window function is included in the Fourier transform in order to achieve the nonuniform frequency resolution in the uniform frequency \((\mathrm{Hz})\) scale. Note that this is the same case as if we had a uniform resolution in a wenuniform frequency scale (in Barks). In the QF-approach a uniform resolution filter bank is first designed according to the highest frequency resolution, and the narrow channels are then combined at the higher frequencies to reduce the resolution according to the Bark scale.
This paper describes a new type of auditory filter bank, which is designed by applying the FAM-method [2]. The method is based on orthogonal functions of a FAM class, which leads to an auditory bank with complex and orthogonal one Bark bandpass channels. Each channel consists of two filters which form a Hilbert pair and give a complex signal as the channel output. This allows to define the channel energy at every sample as the magnitude of the complex output and to formulate a phase measure within each critical band (auditory phase modelling). The orthogonality between the channels means that the impulse responses of the channels do not correlate. In fact, such a bank performs an Orthogonal Auditory Transform (OAT) from the time domain to the Bark domain.
The magnitude calculation improves the time resolution of the bank since magnitude can be calculated immediately at every sample instead of rectification and low-pass filtering the output of one (real) channel. The latter introduce a delay and some unprecision and uncertainty along the time scale.

\section*{2. FAM-METHOD}

The new class of orthogonal FAM functions which are formed from the circular functions by Frequency and Amplitude Modulation has been earlier published by Laine and Altosaar [2]. In FAM functions the frequency and amplitude modulations of sinusoids are combined in a way so that a set of orthogonal functions are produced. A generative function, \(g(\omega)\), which defines the frequency modulation, defines the properties of the FAM function set.
Fig. 1 describes briefly the FAM-method used to form a complex, orthogonal auditory one Bark bank. The method and its use for computation of auditory spectrograms proceeds through the following steps:
\(1^{\circ}\) The desired frequency resolution, or the new warped frequency scale, is fixed by the choice of the generative function \(g(\omega)\). In the case of the auditory bank the choice equals to a Hz -to-Bark conversion [4,5].
\(2^{\circ}\) The orthogonal sets of FAMsin( \(\cdot\) ) and FAMcos ( \(\cdot\) ) functions e.g. FAM \(\exp (\mathrm{j}\) n \(g(\omega)\) ) are generated in the frequency domain in order to describe the complex spectra of the signal with the new resolution in the linear \(\omega\)-scale, or with a uniform resolution in the new warped ( \(\omega\) )-scale.
\(3^{\circ}\) The FAM functions are inverse Fourier transformed into the time domain. The inverse Fourier transform retains the orthogonality, thus we get an orthogonal set of real time functions. Channel responses of this bank resemble phase distorted impulses. So, we could call the set as the Bark pulse bank (BPB) to emphasise their correspondence with the frequency domain (Barkwarped) FAM functions.
4 The speech signal can be convolved with the BPB to get the coefficients for the corresponding FAM-functions for \(5^{\circ}\) spectrum composition.
\(5^{\circ}\) The spectral picture in the Bark-domain is produced by Fourier transforming the output samples from the BPB. Note that this part of the spectrum computation can be avoided by forming the final one Bark filter bank as linear combinations of the FIRs in the BPB. Instead of the Fourier transform we can produce the final one Bark FIR filter bank by forming a \(\cos (\mathrm{nx})\) weighted sum
of the BPB FIRs to produce the real part of channel \(n\), and \(\sin (n x)\) weighted to produce the imaginary part of channel \(n\).


Fig. 1. FAM - method for nonuniform resolution spectral analysis.
\(6^{\circ}\) The Fourier transform of the outputs of the BPB gives the desired complex spectra in the Bark-domain. The same information is available from the one Bark bank made in \(5^{\circ}\).

\section*{3. IMPLEMENTATION}

The one Bark auditory FIR filter bank desigued by the FAM-method is implemented by using the TMS320C30 digital signal processor in a Macintosh IIci/ CLOS Lisp environment [1].
The C30 processor takes the speech samples in and performs the numerically intensive filtering, magnitude and phase computations, and finally, sends the data to the MacII for displaying the spectrogram and plotting with a laser printer.
The filter bank covers the frequency band from about 5 Hz to 11 kHz having one DC-type (real only) channel and 21 complex one Bark channels.
The magnitude and phase are processed for every sample in every channel. The prototype realization is relatively slow. However, we have estimated, that a real time implementation of the one Bark bank is possible by using all-pass structures for the filters.
The phase information from the one Bark channels can be processed in different


Fig. 2. Vowel/œ/ analysed by the auditory bank (see text).
ways in this auditory spectrograph: in each channel the phase information over time is first dewarped in order to cancel the \(2 \pi\) steps. Then the more or less linear ramp (corresponding to the time flow) is differentiated to remove the linear part and to emphasise the variations in phase. In another method a trivial prediction is made to estimate the coming phase sample from the previous samples. Then the difference of the estimated value and the true value is formed and plotted.
3. SPEECH ANALYSIS WITH THE AUDITORY BANK
Fig. 2 depicts results of the analysis made for the vowel/ \(\propto /\). The waveform is shown in the topmost panel. Below it can be seen the time-Bark energy distribution and on the right hand side the average Bark-spectra. The auditory phase processed by the trivial predictor is shown in the next panel. In the following frame a graphically processed version of the previous spectrogram is


Fig. 3. Spectrogram of syllable /li/.
shown. The differentiated auditory phase is displayed in the lowest frame.
Some pitch-synchronous effects can clearly be seen: the higher formants will be primarily excitated at the closure of the glottis. In some cases a clear secondary excitation appears at the glottal opening. Note also the frequency modulation of the first formant.
Fig. 3 demonstrates a transient analysis of the syllable /li/. Typically a clear transient effect can be perceived in this syllable eventhough the steady state spectra of \(/ / /\) and \(/ i /\) do differ only very little. The arrow in the figure points to the place where the second formant suddenly appears at the moment the tongue opens the mouth cavity. The formant moves up very fast, about 2 Barks in 12 ms ! Note that the contrast of the left hand side is improved by graphical postprocessing.

\section*{4. DISCUSSION}

Preliminary results from the first implementation of the FAM-based auditory filter bank was presented. Many details can and must be improved. The way the phase information is processed is not yet robust enough. After a better processing it may reveal much more detailed and relevant information of the complicated phenomena called speech acoustics.
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\section*{ABSTRACT}

Nasality in this paper refers to voiced nasal consonants, nasal vowels, and nasalized vowels produced by nonpathologic speakers. An algorithm is presented, that segments the speech waveform into nasal and non-nasal parts. The decision whether nasality exists is based on two features of the speech signal: (1) Presence of vocal cord vibration (voicing) and (2) presence of a resonance in the range 200 Hz 400 Hz . The frequency of this resonance may vary between speakers but is constant for a single speakers. The algorithm is validated by comparing it to results of a perception experiment. The problems to define and measure nasality are sketched before the algorithm is presented.

\section*{1. INTRODUCTION}

Nasality is defined in different ways in different fields. It can be determined by underlying or surface structures of the speech material, it can be described by articulatory movements or physiological data, it can be related to signal characteristics that are expected on the basis of theoretical considerations, and it can be determined in perception tests where subjects use their native or experience listening skills. Each field defines nasality within its system and the definitions must not necessarily coincide. For example, [10] reported velar opening on (phonetically) nonnasal sounds and [6] found coupling to the nasal cavities even if the sound was not perceived as nasalized by listeners. In addition to the problem how to define
nasality comes the problem how to measure it. In articulatory experiments it is a complicated task to determine the position of the velum that lies hidden in the back of the mouth. Physiological experiments have to measure (nasal) air flow accurately without effecting normal articulatory behavior. Acoustical analyses have to separate properties of the nasal system from the oral and pharyngeal system. In perception tests it is not trivial to create listening conditions that are similar to everyday speech perception situations. If in any field indirect measurements are performed, it can happen that the coherence between the measured quantity and the related quantity does not exist in the expected way. For example, nasal airflow is not necessarily a measure for the size of the velar opening and it has been reported that changes in velar heights occur even though the velar port is closed ([2]).
In this paper an acoustical measure will be used that intends to be related to perceptual nasality. First we will brief some acoustical properties of nasal sounds and ways to measure them. In the following chapter an algorithm to extract low-frequency resonance will be presented. After describing a perception experiment the relation between the lowfrequency resonance and the perception results is demonstrated and discussed.

\section*{2. SOME ACOUSTIC PROPERTIES} AND MEASUREMENTS
Acoustic theory predicts extra antiresonances and resonances for the additional shunting branch of the nasal cavity system ([3]). These effects can be found in the speech signal, though they
are not easy to identify ([3]). Common acoustical features found in the literature are low-frequency energy and broadening of the overall spectral pattern ([4]). The occurrence of a low-frequency resonance can be explained by a Helmholtz resonating cavity. [7] observed a resonating frequency of the sinus maxillares in the range of 200 800 Hz . [1] computed a resonating cavity of about 800 cm for a 250 Hz resonance and proposed (parts of) the scalp as possible resonator. The lattening of the spectrum can be explained by the complicated nasal cavity structure inducing many partial resonating and shunting cavities ([7]).
Spectrographic (or FFT) analyses have the advantage to preserve all information of the acoustical signal. This can be a handicap because the ground frequency (and the window size) is apparent in the spectrogram. Smoothing these spectra reduces the appearance of these effects but also reduces the spectral resolution. Source-filter models separate the properties of the source signal ( FO ) from the oral and nasal tract, but add assumptions about the model to the estimated spectra. All-pole LPC does not include shunting cavities in its model and therefore seems to be inadequate. Fitting the model to the analyses purposes (i.e. determining the number of poles) is done by rules of thumb. Spectral estimation methods that include zeros in their models (like analyses-bysynthesis schemes or ARMA models) inherit the problem to estimate the number of poles and zeros. A problem that is non-deterministic because a zero can be approximated by a large number of poles ([8]).
In this study the low-frequency resonance will be used as a gross indicator for a phenomenon that listeners would call nasality. This feature is reported in many articles studying the acoustical properties of nasality and seems to us more obvious in the spectrum than the theoretically more founded existence of zeros. We are not
interested in detecting zeros at all and choose LPC analyses as the spectral estimation method. This has several advantages: it is easy to compute, it is commonly available, and it suppresses the effect of the ground frequency in the estimated spectrum.

\section*{3. ALGORITHM}

In a pre-processing step the speech signal is separated in voiced and unvoiced parts using a pitch extraction algorithm ([11]). This reduces the amount of computing to be performed in the following steps and excludes background or friction noise that might show low-frequency prominence.
In the next step high order autocorrelation LPC analyses with parabolic interpolation is carried out on the voiced parts ( 25.6 ms Hamming window, 12.8 ms step rate). The order of the LPC must be adjusted manually to the recording and voice quality. For a 10 kHz recording, values between 14 and 28 poles were found to practical.
In the last step a low-frequency resonance is searched that lies below 400 Hz , is constant in frequency, and lasts for at least 40 msec . Constant in frequency means here that the center frequency of the resonance does not vary more than \(10 \%\) in the adjacent frames.

\section*{4. EVALUATION}

The performance of the algorithm is compared to the results of a lexical decision experiment carried out by [5]. The study included a gating experiment on British English monosyllabic words of the form CVC and CVN. Listeners were presented gradually incrementing information (gates) from word-onse until the entire word was heard. The listeners' task was to write down the word they were hearing. The length of the gates were incremented by about 40 ms from step to step. One gate of each word were set at the offset of the vowel. 20 minimal CVN-CVC pairs ( 40 words) spoken by one male speaker
were presented with 9 to 13 gates giving a total of 441 gates. Details of the experimental procedure can be found in [5].
The responses of the subjects were classified in the following manner (this classification was not part of the experiment of [5]): If more than \(50 \%\) of the listeners wrote down a CVN word for a gate then it was called nasal, otherwise oral. Because the listeners heard gates with increasing length, it happens that a gate was judged oral, while the next, longer gate, was judged nasal (or vice versa). By this it is possible to make a statement about the 40 ms incremental part of a gate whether it were or were not perceptually nasal. We will name an incremental part of a gate and the first gate of a series segment from now on.
The speech recordings used in the perception test were analyzed by the described algorithm as well. If the bandwidth of the low-frequency resonance as found by the algorithm was below 150 Hz the sounds were classified as nasal, otherwise as non-nasal. If the results of the perception test and the algorithm for a segment did not coincide it was counted as an error.
Of the 441 segments, 322 were perceived as nasal and 119 as oral. 67 (15\%) of the segments were mis-labelled by the algorithm. 50 segments perceived as oral were classified nasal, in 17 cases a perceptual nasal segment was classified oral by the algorithm. We will first characterize the errors of the 50 false alarms then the 17 missings.
Of the 50 false alarms, 10 were segments where the algorithm classified them too early as nasal in front of perceptually nasal segments. 9 segments were clustered in 2 cases were a vowel in front of a nasal consonant was perceived as oral by the listeners. 29 times classified the algorithm the prevoicing of voiced stops as nasal. And 2 segments of \(/ / /\) in CLAD were classified by the algorithm as nasal.

Of the 17 missings were 4 segments, where the algorithm classified them too late as nasal at the beginning of perceptually nasal segments. The other 13 nasal segments were missed in 4 clusters inside oral or nasalized contexts: in \(/ N\) in CLOWN, and in the vowels of BRAN, VAIN, and TRADE.

\section*{5. DISCUSSION}

The errors made by the algorithm can be grouped in 4 categories: (1) too early or too late indication of nasality, (2) judgment of pre-voicing as nasal, (3) mis-classification of \(N /\), (4) and misclassification of nasalized vowels.
The first category of errors can be taken into account as jitter between perceptual and acoustic segmentation.
The second category - the classification of pre-voicing as nasals - is an interesting result. Airflow measurements have observed nasal airflow at the beginning of pre-voicing, either due to insufficient velar closure together with oral closure and increasing intra-oral pressure, or due to an upward push of the uvula extinguishing air from the nasal tract. Whether a nasal coupling exists and in how far a perception test without context information will yield nasal responses in these cases stays unclear.
The third category - mis-classification of \(N\) - appears in both directions. This is a frequently mentioned effect ([9]).
The mis-classification of nasalized vowels reflects the more complicated structure of these sounds. It should be taken into account that \(50 \%\) of all words contained (phonetical) nasalized sounds and that in most of these cases the results of the algorithm went along with the results of the perception test: When the listeners heard a word as nasal from an early stage of the vowel, the algorithm did so. When the listeners perceived the nasality at the end of such a vowel, so did the algorithm. Only in 4 cases we found a mis-labelling.
6. CONCLUSION

The algorithm uses a very gross feature to identify nasality ignoring context effects and formant transitions as used by [9]. He found the mean centroid frequency below 500 Hz to be the most useful contributor to the total categorization score. He observed further that a value for the first resonance near 250 Hz is a necessary but not sufficient condition for the existence of nasal murmurs (because this property is shared by the first formant frequency of high vowels). Most of his false indications result from the confusion of liquids, glides and semivowels with nasals.
The simpler algorithm used here shares obviously some of these results. But to come to a stronger statement about the behavior of the proposed method and to get more evidence for the applicability of the algorithm as a valid nasality classificator more investigation will be performed. A larger set of words of different speakers including a significant set of nasal vowels must be tested. An open question is, whether the algorithm measures a low-frequency resonance originated by the coupling of nasal tract, or whether FO or a harmonic of it is detected. [4] and [1] observed this resonance independent of the F0 frequency and informal tests with the proposed algorithm yielded the same result. Analyses of high pitched voices have given mixed results: some voices showed good results, while other voices were classified as nasal for most of the voiced segments. Whether these are only artifacts of the algorithm or whether those voices are nasal has not been proved by perceptual tests. Application to running speech gave the impression that nasal consonants and voiced stops are consistently detected by the algorithm.
We are aware of the fact that the algorithm does not have any normalizing mechanisms and does not perform any analyses of transitions. To some extend these features could be modelled by an adaption strategy for the number of
poles and an investigation of the development of the bandwiths in time. But we first want to study the algorithm at the present state and collect experience about its behavior before extending it.
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ABSTRACT
The present report suggests and consistutes a hierarchical model for obtaining an acoustic description of speech articulation. The primary desoription of speech articulation can be given by the parametres of two-formant model spectrum. A secondary, more precise articulation description is achieved by means of for mant parametres of submodels, conditioned by different manners of speech sounds formation. A two-formant model of acoustic apeech articulation description is guggested.
1. INTRODUCTION

In spite of the great efforts made, the problem of reliability in automatic extracting of formant parametres from speech signal, is far from being solved. The situation makes us think over some new approaches to the problem of formant speech analysis. The extracting methods of formant analysis of speech signals are based, as a rule, on a non-complete model of speech signals generation, the latter extracts amplitudes and frequencies of the first three-four voice formants \(/ 1,2 /\). That is why the most stable results of
analisis can be obtained only on the segments, matching with tne given model. The reasuns and character of the mistakes found here (loss of the 3 rd and 4th formants because of their Iow level as compared with noises, loss of the 2nd for mant because of its shunting during nasalization or low resolving power of spectrum ansiyser, etc./2/), demonstrate structural limitedness of the formant analysis models used as the result of that different characteristics of speech signal for different speech sounds, as regard the manner of their formation, are not taken into consideration. This brings us to the problem of an acoustic speech articulation description which considers structural characteristics of a formant model of speech signal generation.
2. SIRUCIURAL MODEL OF SPEECH SIGNAL GENERATION The universal theory of speech generation 13,4/ suggests an acoustic or equivalent electrio submodels for each manner of speech sounds formation. The structure of each of the submodels is specific as it reflects articulation (speech organs shape, place and type of the excitation
source) of one particular manner. That's why each submodel can be described by means of its particular, different from the other submodels, set of significant formant characteristios. The necessity of consideration, while analysing, of these structural speech signal characteristics produced brings us to the following important conclusions.Firstiy, the complete model of speech signal formant analysis must be struotural and must include the submodels of speech sounds formation manners. Secondly, during the formant analysis process there must be a controlled commutation of submodels correlating with the nature of articulation manner of an analysed speech sound. Obviously such information can be obtained only be means of phonetic context hypothesizing.
3. HIERARCHY MODEL OF
3. HEECH ARTICUIATIION ACOUSTIC DESCRIPTION
Thus, the main conclusion we've come to, is that we can solve the problems of formant analysis of a speech signal only on the basis of a complete structural analysis model by means of synthesis using the information on the current phonetic context, hypothesizen from the upper levels of a perception model. Some information on the problem can be found in \(/ 1,5 /\). Besides, the attempts to make a more or less complete mathematic speech signal model also result in acontrolled structure /6/.According to our conception we must accept that the notion of a formant is conditioned by a definite phonetic context. So detailed for
mant description can be given in symbolic and parametric representation and thus is secondary by nature. Then there must be a certain generalized, but unconditioned and in this sense primary acoustic description of articulation, which forms an initial atage in the process of speech analysis and recognition.
4. ACOUSTIC DESCRIPTION OF ARTICULATION BY MEANS OF GROUP FORMANTS CHARACTERISTICS
To create a system of parametres of the primary articulation description, let's cosider sone general characteristics of speech formants that can be found on the spectrum envelope. It happens so that we can extract four types of the spectrum envelope; they reflect the main formant characteristics of articulation (See Fig.1.) In /5/ a system of integral parametres A, F, B reflecting the formant characteristics of the speech spectrum onvelope is presented. There is also an evaluation algorithm of the parsmetres. The main point of the algorithm that in two spectral regions with the adaptive boundary separating them, the formant groups are described by moments from spectrum counts, grouping around the maximum one: I) \(A=\sum_{i}^{m} a_{v} / m\)
2) \(F=\sum_{1}^{m} F_{v} a_{v} / \sum_{1}^{m} a_{v}\)
3) \(B=\sum_{1}^{m}\left(f_{v}-f_{v-1}\right) a_{v} / \operatorname{mox}_{j} a_{j}\)
\(a j\) - counts of the instan taneous power spectrum on frequencies \(F_{j} ; j=\overrightarrow{1, R}\);
\(v=a z g Z_{j} ; Z_{j}=\operatorname{sign}\left(a_{j}-\right.\) \(\left.-h \max a_{j}\right): 0<h<1 ; m-\) the number of counts, above the threshold \(k_{2} m a x a_{j}\). Here is the physical meaning of the parametres evalut ated by (I)-(3): they express the integral amplitude, frequency and band values of the spectral counts Q \(\downarrow\), representing this formant group. The main qualities of the suggested parametres system and the algorithm of their extraction (separation) are:
I) the possibility of separating of the two first formants even in the case of their mutual (reciprocal) masking \(/ 5 / ; 2\) ) the possibility of reflecting different formant characteristics (See Fig. 1 b and 1c) without separating the upper formants, that is, of course, the most difficult problem; 3) equal efficiency for refiecting formant characteristics of different, from the point of view of their manner of articulation, sounds.
Fig. 2 presents A,F parametre tracks for the words


\section*{5. CONCLUSION}

The suggested system of A,F,B parametres of the speech articulation primary description is a good basis for the upper level anslysis of the speech recognition model. Firstly, the parametres precisely refleot the speech spectrum formant characteristics. Secondly, they meet the demands of the linear model of parametre approximation /6/, which is a way towards the solution of the speech recognition problems. Third17 , the suggested model provides the basis for des-
cribing some topologic invariants and, thus, contributes to the solution of the multispeaker recognition problems.
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Fig.1. Formant groups and their generalised parametrea for a) compact and aspirative; b) diffuse; c) nasal and voiced fricative; d) unvoiced fricative sounds of speech.
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The aim of this paper is to compare some acoustic cues of the Spanish nasal consonants in two different speaking styles: Continuous speech versus laboratory speech.
The items analized in continuous speech have been obtained from an hour recording of speech produced by a male native Spanish speaker. In order to obtain the items in laboratory speech, the same subject was instructed to read the set of analized utterances in citation form. Broadband spectrograms were made with a MacSpeech Lab II programme to analyse the consonant duration and nasal formant frequencies. The results suggest that between the analyzed speaking styles, differences in duration are more important than in formant frequencies.

\section*{INTRODUCTION}

There is an agreement among phoneticians on the relevance of the following features that characterize the nasals as a class (Delattre[1]; Fant[2]; Fujimura [3]): a low first formant at about 300 Hz , with higher intensity than the upper formants, the existence of the antiformant and a set formants which have a lower intensity level than those of neighbouring vowels. Furthermore, Fant (1960) states than there is a relationship between nasal and vowel formants. There
is a correspondence of N 1 to \(\mathrm{F} 1, \mathrm{~N} 3\) to F2, and in some instances N4 to F3. This correspondence is a matter of continuity since a formant may be equally dependent on the nasal oral cavities.
Fujimura (1962) distiguishes between variable and invariant formants.
According to this author there are some formants that remain relatively unaffected by the context: The second formant of the [n], for example, is located always around 1000 cps . for all samples of [n] (p.246).

In our work, we have taken into account the consonant duration and nasal formant frequencies.

\section*{PROCEDURE}

We used for this experiment an hour recording of speech produced by a male native speaker of Spanish. Natural continuous speech was obtained by asking questions about the subject's work, military service, his village and bis family.
"Laboratory speech" refers to utterances Laboratory speech" refers to uttread
read in citation form by a speaker.
In order to obtain the items in laboratory speech, the same subject was instructed to read the set of utterances that appear in continuous speech corpus as naturally as possible at a normal speech rate. The order of these utterances was randomized. The recordings were made in a sound proof room at the phonetics laboratory at
the Autonomous University of Barcelona using a Revox A 77 tape recorder and a Shure 515 Sb Unidyne microphone.
Formant frequencies were made of nasal conconant in intervocalic context. In some of the cases, the vowel that followed the consonant was stressed and in other cases it was unstressed. The number of items was eight hundred and thirty: three hundred and seventy samples of which correspond to the first context and four bundred and sixty to the second one. Table I shows the number of annalyzed cases for each consonant.

Tablel: Number of analyzed cases for Spanish masal consonants in both contexts.
\begin{tabular}{|l|l|l|}
\hline & VCV & VCV \\
\hline\([\mathrm{m}]\) & 199 & 142 \\
\hline[] & 153 & 249 \\
\hline\([\square\) & 24 & 70 \\
\hline
\end{tabular}

The recorded speech material was digitised at 10 KHz and analysed by means of spectrograms using a MacSpeech Lab II programme. In the selected sequences the duration and the formant frequencies were measured.

\section*{RESULTS}

The data obtained from the acoustical analysis were subjected to a statistical treatment. The mean values of the given parameters ( X ) as well as the standard deviation (sd) are shown in the following tables. Table II correspond to laboratory speech values of nasal formants in the context VCV and VCV in laboratory speech and Table III shows the same yalues in continuous speech.

Table II: Nasal formant values in laboratory speech when the nasal consonant is followed by a spressed or by an unstressed vowel.
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{6}{|l|}{VCV \(X\) sd VCV \(X\) sd} \\
\hline [m] & 351 & 33 & [m] & 348 & 28 \\
\hline & 1071 & 74 & & 1070 & 43 \\
\hline & 1038 & 282 & & 783 & 116 \\
\hline & 2194 & 68 & & 2239 & 69 \\
\hline \multirow[t]{4}{*}{[n]} & 361 & 29 & [ n\(]\) & 370 & 21 \\
\hline & 1032 & 45 & & 1039 & 28 \\
\hline & 1606 & 172 & & 1599 & 183 \\
\hline & 2318 & 51 & & 2323 & 51 \\
\hline \multirow[t]{3}{*}{[p]} & 375 & 24 & [ n\(]\) & 375 & 20 \\
\hline & 1062 & 29 & & 1064 & 30 \\
\hline & 2001 & 134 & & 2076 & 141 \\
\hline
\end{tabular}

Table III: Nasal formant values in continuous speech when a nasal consonant is followed by a stressed or by an unstressed vowel.
\begin{tabular}{|c|c|c|c|c|c|}
\hline VC & X & sd & VCV & V X & sd \\
\hline \multirow[t]{4}{*}{[m]} & 400 & 66 & [m] & 414 & 64 \\
\hline & 1060 & 99 & & 1022 & 70 \\
\hline & 1309 & 151 & & 1118 & 417 \\
\hline & 2123 & 96 & & 2177 & 90 \\
\hline \multirow[t]{4}{*}{[n]} & 427 & 64 & [n] & 430 & 54 \\
\hline & 1002 & 66 & & 1042 & 54 \\
\hline & 1562 & 167 & & -1500 & 192 \\
\hline & 2261 & 90 & & 2287 & 77 \\
\hline \multirow[t]{4}{*}{[p]} & 468 & 44 & [p] & 433 & 44 \\
\hline & 1048 & 28 & & 1048 & 40 \\
\hline & 1943 & 130 & & 2009 & 126 \\
\hline & 2334 & 28 & & 2455 & 67 \\
\hline
\end{tabular}

If we compare these results, it can be observed that the first formant frequencies in continuous speech are higher than in laboratory speech. In the second formant frequencies there are no significatnt differences in both speaking styles. In the third formant, the frequencies are higher in laboratory speech, except to theconsonant [m]. It can be noted that in consonant speech N3 of the consonant laboratory speech \(\mathbf{N} \mathbf{N} 2\). This finding is [ m ] has values below N 2 . This fis. due to the influence of the vowels. The fourth formant frequencies have
similar results for [m] and [n]
consonants, if we compare both speaking styles.Nevertheless, in laboratory speech, this formant is impossible to be distinguished in the palatal consonant.
On the other hand, standard deviation values of the N3 (Tables II and III) show an important dispersion in our data. For this reason, the results of the third nasal formant have been separated depending on vowel contexts. Tables IV and V show these results in continuous speech (CS) and in laboratory speech (LS) taking into account the vowel stress.

Table IV: Values of N3 when the consonant is followed by an unstressed vowel ("pal" and "vel are palatal and velar contexts and the stress means
that the preceding vowel to the consonant is that the
stressed).
\begin{tabular}{|c|c|c|}
\hline V́cV & CS & LS \\
\hline pal [m] vel & 1378 & 834 \\
\hline pal [m] a & 1651 & - \\
\hline pal [ m\(]\) pal & 1253 & 1275 \\
\hline vel [m] pal & 1348 & 1203 \\
\hline vel [ m ] \({ }^{\text {a }}\) & & 797 \\
\hline vel [m] vel & 735 & 727 \\
\hline \({ }_{6}^{6}\) [m] vel & & 749 \\
\hline a \([\mathrm{m}]\) a & & \\
\hline a [m] pal & & - \\
\hline pal [n] vel & 1565 & 1643 \\
\hline pal [ n\(]\) a & 1616 & 1695 \\
\hline pal [ n\(]\) pal & 1740 & 1712 \\
\hline vel [ \(n\) ] pal & 1431 & 1485 \\
\hline vel [ n\(]\) a & 1231 & 1269 \\
\hline vel [ \(n\) ] vel & & \\
\hline \({ }^{\text {a }}\) [ n\(]\) vel & 1299 & 1340 \\
\hline a [n] a & 1290 & 1388 \\
\hline a [n] pal & 1475 & 1477 \\
\hline pal [p] vel & 1981 & 2192 \\
\hline pal [ p\(]\) a & 2162 & 2242 \\
\hline pal [ p\(]\) pal & & \\
\hline vel [ \([\mathrm{p}\) ] pal & & \\
\hline vel [ \(n\) ] a & 1998 & 2212 \\
\hline vel \([n]\) vel & & \\
\hline  & 1943 & 2044 \\
\hline  & 2003 & 2111 \\
\hline \({ }^{\text {a }}\) [p] pal & & \\
\hline
\end{tabular}

It can be observed in table IV that laboratory speech results are lower than continuous speech ones for the consonant [m], but in the other nasal consonants they are similar. In some contexts, there are not any data because the number of cases is insufficient for a statistic treatment.

Table V: Values of N3 when the consonant is followed by a stressed vowel ("pal" and "vel" me palatal and velar contexts and the stress means that the following vowel to the consonant is stressed).

VCV
CS LS
\begin{tabular}{|c|c|c|}
\hline pal [m] val & & \\
\hline pal [m]a & & \\
\hline pal [m] pál & 1339 & 1271 \\
\hline vel [m] pal & & 916 \\
\hline vel [m] & - & 776 \\
\hline vel [ m ] vel & - & 700 \\
\hline a [m] vel & - & 745 \\
\hline a [m] & & \\
\hline a [m] pal & - & 1246 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline pal [n] vel & 1697 & 1722 \\
\hline pal [n] \({ }_{\text {a }}\) & 1464 & 1599 \\
\hline pal [n] pal & 1630 & 1705 \\
\hline vel [n] pal & 1327 & 1436 \\
\hline vel [ n ] \(\mathbf{a}^{\text {a }}\) & & \\
\hline vel [ n ] vel & & 1222 \\
\hline a [ n ] vél & 1357 & 1261 \\
\hline a [ n\(]\) á & 1419 & 1359 \\
\hline a [ n ] pal & 1469 & 1497 \\
\hline pal [p] vél & 2088 & 2061 \\
\hline pal [p] \({ }_{\text {a }}\) & 2094 & 2118 \\
\hline pal [m] pal & & 1985 \\
\hline vel [ p ] pal & - & \\
\hline vel [ p ] \({ }_{\text {a }}\) & - & - \\
\hline vel [ \(p\) ] vel & - & \\
\hline a [n] vel & & \\
\hline a [n] \({ }^{\text {a }}\) & 1917 & 2000 \\
\hline a [p] pal & 1926 & 2013 \\
\hline
\end{tabular}

In table V, the continuous speech results are usually lower than the results in laboratory speech.

On the other hand, very different result are shown in both tables if we compare velar and palatal context. N3 goes down in velar context and it goes up in palatal one.

The duration results are shown in table VI. We have separated the cases depending on the vowel stress and the speaking style.

Tabla VI: Duration of nasal consonants according to vowel context.
\begin{tabular}{|c|c|c|c|c|}
\hline Context & LS & SD & CS & SD \\
\hline V' \([\mathrm{m}] \mathrm{V}\) & 92 & 16 & 55 & 16 \\
\hline \(\checkmark[\mathrm{n}] \mathrm{V}\) & 64 & 12 & 41 & 11 \\
\hline \(\checkmark\) [p] & 98 & 13 & 64 & 16 \\
\hline \(V[\mathrm{~m}] \mathrm{y}^{\text {b }}\) & 66 & 11 & 61 & 13 \\
\hline \(V[n] V\) & 48 & 9 & 37 & 12 \\
\hline V [p] V & 69 & 12 & 59 & 11 \\
\hline
\end{tabular}

It can be noted in table VI that the duration is much smaller in continuous speech. But when the consonant is followed by an unstressed vowel the duration difference between both styles is greater ( 47 ms for [m], 23 for [ n ] and 38 for [ \(\boldsymbol{p}\) ] ). In these cases, it ican be observed that \([\mathrm{p}]>[\mathrm{m}]>[\mathrm{n}]\) in all samples.
Nevertheless, when the nasal consonant is followed by a stressed vowel [m] \(>[\mathrm{p}]>[\mathrm{n}]\) in continuous speech and \([\mathrm{p}]>[\mathrm{m}]>[\mathrm{n}]\) in laboratory speech.

\section*{CONCLUSIONS}

The results presented in the tables above show the relevance of the duration when we compare continuous speech versus laboratory speech. The difference is more significant if we take into account the vowel stress.
The frequency results show differences in the first formant: in continuous speech it is higher than in laboratory speech. But we don't observe important differences in N 2 , N3 and N4. Only, the third formant frequency in [m] consonant goes down
in laboratory speech with relation to continuous speech results.
On the other hand, in both styles, the frequency of N1, N2 and N4 formants is relatively constant while the N 3 frequency varies considerably with the context, having a high frequency before the vowels [i] and [e] and a low frequency before the vowels [ o ] and [u].
This fact could be explained following Fant's assumptions about the dependence between formants and cavities:N3 could be dependent on the oral cavities.
Future research would be necessary in order to decide if this dependence on the oral and nasal cavitiy is related to the speaker.
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\section*{ABSTRACT}

Prosodic information can provide cues to syntactic structure to help select among competing hypotheses, and thus to disambiguate otherwise ambiguous sentences. We show that some, but not all, syntactic structures can be disambiguated via prosody. The phonological evidence relates the disambiguation primarily to boundary phenomena. Phonetic analyse indicate the importance of both absolute and relative measures. Finally, we describe initial experiments involving the automatic use of
1. INTRODUCTION

The syntax of spoken utterances is frequently ambiguous, yet communication generally succeeds. This success may arise from a variety of sources; we address here the role of prosody. A clear understanding of the mapping between prosodic and syntactic structure would reveal significant aspects of the cognitive processes of speech production and perception. In addition, it would yield more natural sounding speech synthesis. Further, prosody should be particularly helpful in spoken-language understanding, where lexical and structural ambiguities of written forms are compounded by difficulties in finding word boundaries and in identifying words reliably in automatic ping between prosody ing the contribution of other possible minimi he resolution of ambiguits. possible cues to he resolution of ambiguity.
With few exceptions (e.g., [7]), previous studies have focussed either on relating phonological aspects of prosody to syntax (e.g, [5], [12] [2], [9]), or on relating phonetic/acoustic evidence to syntax and perceived differences (e.g., 15h, [3], [16], [6], [8], [4], [17]). A few studies, e.g., [13], have considered the mapping from phonology to acoustics. The more phonetic of minimal pairs of ntterances in number facilitate the acoustic measurements and to control parameters more precisely In to trast, the more phonolopical studies confocussed either on illustrative examples' or on text to which prosodic markers have been assigned on the basis of the syntax of the sentence. These studies have typically ignored the
fact that there are several possible prosodic choices for a given syntactic structure. The focus in recent theoretical linguistics on human comneglect of actual language production and neglect of an area required for speech under. neglect of an area required for speech under. ping from acoustics to meaning. Clearly speech communication involves perception, and it involves performance and as competence.
The work presented in this paper extends previous work, including the important contribution of [10], in several ways: (1) we investigate the abiity or listeners to disambiguate sentences for eral instances of each type; ( 2 ) we consider both production and perception; (3) to increase reliproduction and perception; (3) to increase reliwe used professional FM arge pool of subjects, we used professional FM radio announcers; (4) we have investigated the possible use of prominence associated with pitch accents, in addition pare durational structures across the various partenurational structures across the various beyond the specific sentences used, we present results in terms of relative, rather than absolute, durational patterns; and (6) we consider the automatic use of prosodic information in parsing.

\section*{2. CORPUS}

We used 35 sentence pairs, ambiguous in that members of each pair contained the same string of phones, and could be associated with contrast5 instances each of 7 types of structural ambiguIty: (1) parenthetical clauses vs. non-parenthetical subordinate clauses, (2) appositions vs. attached noun or prepositional phrases, (3) main clauses linked by coordinating conjunctions vs. a clauses inked by coordinating conjunctions vs.a questions vs. attached noun phrases, (5) far vs. near attachment of final phrase, (6) leff vs. right attachment of middle phrase, and (7) particles vs. prepositions. Each pair of ambiguous sentences was preceded
by a disambiguating context. For structural catby a disambiguating context. For structural categories 1-4, sentence A of the pair involved a atger syntactic break than sentence B. For the attachment ambiguities \(5-7\), sentence \(A\) of the pair had the harger syntactic break later in ine were recorded by the 4 FM newscasters, con-
trasting members of a pair did not occur in the same session. Speakers were not told there were target sentences, and recording sessions were separated by a rew days to several weeks. Our goal was to create segmentally identical but syntactically different sentence pairs.

\section*{3. PERCEPTUAL EXPERIMENT}

The target sentences were presented in isolation. The 35 sentence pairs produced by each speaker were presented to listeners in two sessions; only one member of each pair was heard in each session (analogous to the strategy used for recording the sentences). The answer sheet included both disambiguating contexts followed by the target sentence. Listeners marked the context they thought best matched speakers of Ard. Subjects respect to the purpose of the experiment. The number of listeners who heard both sessions ranged from 12 to 17 for the different speakers.
In scoring, we assume speakers produced the intended version, and a correct response identifies that version. Accuracy is the percentage of correct listener responses. Table 1 summarizes accuracy for the different structural types. Averages are over the 4 speaker averages, so as not to more heavily weight the utterances that were heard by more listeners.
\begin{tabular}{llll}
\multicolumn{1}{c}{ Type } & A & B & Overall \\
\hline 1. Parenthetical or not & 77 & \(96^{*}\) & 86 \\
2. Apposition or not & \(92^{*}\) & \(91^{*}\) & 92 \\
3. M-M va. M-S & \(88^{*}\) & 54 & 71 \\
4. Tags or not & \(95^{*}\) & 81 & 88 \\
5. Far/near altachment & 78 & 63 & 71 \\
6. Leftright attachment & \(94^{*}\) & \(95^{*}\) & 95 \\
7. Particle/Preposition & \(82^{*}\) & \(81^{*}\) & 82 \\
\hline \multicolumn{1}{c}{ Average } & 87 & 80 & 84
\end{tabular}

Table 1. Perceptual results, averaged over 4 speakers. Version A/B figures are based on 285 observations of each class. An asterisk marks \(A\) and \(B\) responses with high listener accuracy, where high accuracy is when (average accuracy minus Standard Deviation) \(>\mathbf{5 0 \%}\).

Table 1 shows that subjects could reliably disambiguate many, but not all of the ambiguities. On average, subjects did well above chance in assigning sentences to appropriate contexts. Main-subordinate (3B) sentences and near attachments (5B) were close to the chance level; parentheticals (1A), far attachments (5A) and non-tags (4B) were recognized at levels greater than chance but not reliably; all other sentence types were reliably disambiguated.

\section*{4. PHONOLOGICAL ANALYSIS}

The perceptual experiments show that speak ers can encode prosodic cues to structura ambiguities in ways that listeners can use reliably. This section attempts to find a phonologi cal answer to the question: How do they do it? To approach this question, we labeled discrete phenomena that could mark structural contrasts phonologically. We then analyzed the relationship between these labels and patterns in the perceptual study.
We used 7 levels to represent perceptual groupings (or, degrees of separation) between words. These levels appeared adequate for our corpus and also reflected the levels of prosodic constituents described in the literature. We used numbers to express the degree of decoupling between each pair of words as follows: 0 - boundary within a clitic group, 1 - normal word boundary, 2 - boundary marking grouping of words generally having only one prominence, 3 - intermediate phrase boundary, 4 . intonational phrase boundary, 5 phrases, and 6 - sentence boundary. phrases, and 6 - sentence boundary.
Break indices of 4,5 , and 6 are major prosodic boundaries; constituents defined by these boundaries are marked by a boundary ton and are often referred to as 'intonation phrases'. Boundary tones were labeled using 2 types of falls (final fall and non-final fall), and 2 types of rises (continuation rise and question rise). Prominent syllables were labeled using P1 for major phrasal prominence; \(P 0\) for a lesser prominence; and C for contrastive stress (which occurred on fewer than \(1 \%\) of the total words). The prosodic cues were labeled perceptually by 3 listeners using multiple passes
Correlation across labelers was 0.96 .

In general, we found prosodic boundary cues associated with almost all reliably identified sentences. A break index of 4 or 5 was often but not always, a reliable cue, and was mos often observed at embedded or conjoined clause boundaries (often marked by comma in the text). A difference in the relative size of prosodic break indices, or in the location of the largest break, was frequently the only disambiguating cue for smaller syntactic constituents (i.e., where fewer brackets would coincide). By and large, larger break indices tended to mean that syntactic attachment was higher rather than lower. Prominence seemed to play a supporting role, and was the sole cue analyzed by structural types appear in [14].
The main exception to this picture was the main-main (A) vs. main-subordinate (B) sen tences. The A versions were typically well identified, whereas the \(B\) versions tended to be close to the chance level. This could be the result of a syntactic response bias. The differ ence is interesting since the bracketings differ for the 2 versions of the sentence, and yet they are apparently not well separated perceptually. The prosodic transcriptions suggest a rea-
son: both versions have a major prosodic boundary in the same location.

\section*{5. PHONETIC ANALYSIS}

We have presented perceptual evidence that aive listeners can reliably use prosody to sep arate structurally ambiguous sentences, and phonological evidence that suggests how lisceners might use prosody to select among syn tactic hypotheses. In this section we consider phonetic evidence that might be responsible or the prosodic disambiguation. We examine duration and intonation, although we acknowledge that other cues, such as the application or non-application of phonological rules, contribute to the perception of prosodic boundaries. We tried to minimize such effects bich ove speanert to read sentences

Segment duration was determined automat cally using an HMM-based speech recognition system, the SRI Decipher system [18]. Each phone duration was normalized according to speaker- and phone-dependent means as described in [11]. We observed longer normal zed durations for phones preceding major phrase boundaries and for phones bearing major prominences compared to other conton in the rhyme of word-final syliables and ound that higher break indices are generall associated with greater normalized duration Pauses are also associated with major prosedic boundaries, occurring at \(48 / 212(23 \%\) ) boundaries marked with 4 and \(17 / 25(67 \%)\) bound aries marked with 5 . No pauses were found after a 0,1 , or 2 , and only one pause occurred after a 3.
Analysis of normalized duration of vowel nuclei revealed: (1) major prominences (P1, C) P0) prominences although the ed or minor before major prosodic breaks (where is smal olready y prosodic breaks (where duration tend to be longer than bles; (3) syllables are longer in words before major breaks than in words before smaller breaks, especially for word-final syllables; and (4) the effects seem to be somewhat indepen dent: the longest vowels are those with a majo prominence, in word-final position, before major break.
Intonational cues included boundary tones, pitch range changes and pitch accents. Bound ary tones are involved for break indices 4-6. tither final falls or question rises; typically boundary tones wer usually tabeled mevilal falls; and tevel 4 boundary tones arn-inal oftea continuetion rises but occasionally noo final falls. Another intonational cue was a in pitch baseline and range in a parenthetical phrase, relative to the context. This pitch range change was not alwoys apparent for appositives. Though intonation is an fompor tant cue, duration and pauses alone provid enough information to automatically label
reak indices with a high correlation (greate than 0.80 ) to hand-labeled break indices [11]
6. AUTOMATING DISAMBIGUATION

We have shown that listeners can pay atten ion to prosodic information, and we have shown phonological and phonetic evidence bearing on how this might be done. The nex step is to be explicit enough about the use of the phonetic evidence that it could be used automatically to select the appropriate parse in our initial attempt, since there was a good correlation between normalized rhyme dura cion and the hand-labeled break indices, we used a 7 -state Gaussian HMM to convert auto matically estimated duration values to break indices [11], and passed to the parser a break index between every pair of words. This proceure required modification of the existing grammar to handle the new break index cate interaction with the breapty nodes and their mar before and after these changes yields the ame number of parses for a given sentence
a order to make use of the prosodic informa ion an additional important change is required: how does the grammar use this information? This is a vast area of research. In this initial endeavor, we focussed on prepositional phrases, and made very conservative changes. We changed the rule \(N \rightarrow N\) link \(P P\) be less than 3 for the rule to apply We mode be less than 3 for the rule to apply. We made erept that the value of the link must be less except that the value of the link must be less

Aiter setting these two parameters we parsed each of the sentences in the 14 sentences in our corpus containing prepositional phrase attachment ambiguities or particle-preposition ambiguities, and compared the number of parses to the number of parses obtained with out benefit of prosodic information. For half of the sentences, i.e., for one member of each of the sentence pairs, the number of parses the pairs, the number of parces was reduced one pairs, the number of parses was reduced, the incorperation of the prosodic information resulted in a net of ceduction of about \(\mathbf{2 5 \%}\) in the umber of parses, without ruling out any cor net parses in many caces the use of prosodi rect parses. In many cases the use of prosodi nique parse. More details on these proce dures and results appear in[1].

\section*{7. DISCUSSION}

We have confirmed that, for a variety of syn tactic classes, but not all, naive listeners can reliably separate meanings on the basis of dif ferences in prosodic information. We have further shown phonological and phonetic evidence bearing on how they might do this: by the tendency to associate relatively larger prosodic breaks with larger syntactic breaks. Though evidence relating to boundary phe-
nomena appeared to be most important, there
were some structures for which phrasal prominence either was the only cue or played a supporting role in distinguishing between the 2 versions. Further, we have presented initial evidence showing how extracted phonetic information (normalized duration) can be automatically extracted and communicated to a parser to reduce ambiguity.
Our results have both theoretical and empirial implications. In speech generation applica tions, the relation wetween syntax and prosody will affect the interpretation of a sentence Prosodic cues are particularly important in computer speech understanding applications where the semantic rules available to the sys tem are limited relative to the capabilities of human listeners. In addition, in these applica tions, prosodic cues can be used prior to semantic analysis, to reduce the number of syntactically acceptable parses by eliminating those inconsistent with the prosody [1].
The results reported here provide evidence for systematic relationships between prosody and yntax that should be explored further structures must be examined in order to make the prosody/syntax relationship more explicit. Second, we note that some sentences were suc cessfully disambiguated with cues that were not represented in our labeling scheme. Since prominences were not differentiated as to typ of pitch accent, a more detailed classification of intonation in such contexts could yield more information. Finally, for computer speech understandiag applications, it will be impor tant to investigate the extension of thes results to spontaneous speech by non-professional speakers, where hesitation phenomena structure. errors will affect the prosodic
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\section*{ABSTRACT}

This paper studies some aspects of the prosodic signalling of the information tructure in Finnish and French based on radio news repors. The investigation is carried out on two levels, perceptual and acoustic. In Finnish the focalisation is a kind of intensified accentuation process whereas in French it is an autonomous process not depending on accentuation.

\section*{1. INTRODUCTION}

Le rôle de la prosodie dans la signalisation de la structure informationnelle du message parlé a fait l'objet d'études diverses à partir de l'École de Prague pour fournir une meilleure explication de linteraction des faits prosodiques et syntaxiques dans l'organisation des énoncés. Dans un texte récent (Vihanta 1990), j'ai examiné l'organisation du message dans les informations radiophoniques finnoises et françaises du point de vue de la structuration externe, c'est-à-dire les moyens utilisés pour diviser le message ainsi que les relations entre les unités résultantes, paragraphes, phrases, propositions, syntagmes et mots. Je continuerai sur ce thème ici en examinant certains aspects de la structure informationnelle interne, notamment sa signalisation par les moyens prosodiques sous forme de focalisation.
Il s'agit de deux langues typologiquement très différentes du point de vue de 'organisation et de la structuration du message, que ce soit aux niveaux syntaxique, morphologique ou phonétique. En ce qui concerne les moyens prosodiques, les deux langues semblent recourir à des procédés assez divergents. En finnois, langue à accent fixe sur la première syllabe du mot et à dynamisme prosodique général descendant, on a la
possibilite d'accentuer, ou de focaliser, n'importe quel mot selon l'importance qui lui est accordée dans l'énoncé. En cela, le finnois se rapproche des langues germaniques comme l'anglais.
Par contre, on a traditionnellement nie l'existence d'un procédé uniquement prosodique de ce genre en français en pretendant que ce que l'anglais réalise par l'accent de phrase, le français le realise par des moyens syntaxiques. On a pourtant vu, ces dernières années, une réinterprétation intéressante de Rossi sur ce point de la prosodie française. Le phénomène connu sous le nom d"accent d'insistance", terme utilisé pour désigner les différents procédés de "mise en relief", considérés comme expressifs, émotionnels, intellectuels, rhétoriques etc., c'est-à-dire des procédés ne faisant pas partie du code linguistique proprement dit, vient d'obtenir un rôle de première importance dans la hiérarchisation de l'information. Rossi l'a rebaptisé "accent énonciatif" (AE) (1985 et 1987). La façon d'interpréter le système accentuel du français est en effet cruciale pour rendre compte du rôle de la prosodie dans l'organisation de l'information des énoncés français.

\section*{2. CORPUS ET MÉTHODES}

Le corpus sur lequel est basé l'analyse présentée ici est formé de deux bulletins d'informations, d'une durée de 8'20" tous les deux. Dans ce type de discours il s'agit presque uniquement de la lecture d'un texte rédigé à l'avance, dans lequel la structuration syntaxique a déjà été effectuée au préalable, et qui est formé principalement sur le modele de la langue écrite. La seule liberté, toute relative, qui reste au locuteur, au moment de la production du message, est celle d'utiliser les moyens prosodiques, dans le cadre syntaxique
donné, pour hiérarchiser l'information. Une combinaison d'analyse perceptuelle et d'analyse acoustique est adoptée pour découvrir et analyser les proéminences perceptuelles dans le message. Les syllabes ou mots proéminents sont d'abord repérés et classifiés à l'oreille, après de nombreuses écoutes attentives. Ce n'est qu'après une décision perceptuelle qu'ils ont été examinés au niveau de la réalisation des paramètres prosodiques, ou indices acoustiques, tels que lutilisation de pauses et de glottalisations, de la Fo et de l'intensité, ainsi que de la durée des segments phoniques. L'analyse est effectuée au moyen de l'ISA (Intelligent Speech Analyzer), un système numérique de traitement de signal de parole développé par Raimo Toivonen.
De toutes les proéminences perçues, ne seront traités ici que celles dont la fonction est liée à la structure informationnelle; le terme retenu pour désigner ce phénomène est la focalisation, le terme proéminence êtant utilisé ici uniquement comme catégorie perceptuelle indépendamment de sa fonction. De plus, ont été reperés tous les accents initiaux, dans le corpus français. Par accent initial j'entends l'accentuation perçue, sur la syllabe non finale, normalement sur la premiere, quelquefois sur la deuxième syllabe d'un mot, mais qui elle, est inférieure à la proéminence, sauf dans le cas de la coincidence des deux.

\section*{3. ANALYSE PERCEPTUELLE}

Dans le bulletin d'information finnois le nombre total des proéminences est de 135. La grande majorité, 123 en tout, a comme fonction principale ou unique d'organiser l'information, c'est à dire de focaliser un éléement important à lintérieur du rhème ou du thème. 9 peuvent être qualifiées de démarcatives et 3 de continuatives. Le ton neutre et objectif exclut pratiquement la fonction expressive.
Dans le bulletin d'information français, le Dans le bulletin dinformation français, le tuelles est de 102. De ces proéminences, 43 coïncident avec l'accent initial, 46 sont réalisées sur un mot d'une seule syllabe, les 13 restantes étant réalisées sur la dernière syllabe d'un mot à deux ou trois syllabes. Le nombre des accents initiaux sans proéminence est de 69, ce qui donne en tout 112 accents initiaux

Parmi les proéminences, 85 ont conme fonction principale ou unique d'organised l'information. Le reste des proéminences linformation. Le reste des proemmnences ont des fonctions démarcatives, continua-
tives ou expressives. L'expressivite peut se superposer a toutes les fonctions.

\section*{4. ANALYSE ACOUSTIQUE}

À deffaut de présenter une analyse exhaustive des différents paramères acoustiques utilisés pour signaler l'organisation des énonces, je devrais me contenter dillustrer certaines tendances centrales à l'aide d'exemples typiques. Les figures la et 1 lb présentent une phrase entière, mitiale d'un sujet, des informations finnoises Unkarin parlamentii hyväksyi tändün maalle tiukan säästöbudjetin, joka avaa tien kansainvälisen valuutrarahaston miljoonien dollarien lainojen virtaamiselle Unkariin (Le parlement de la Hongrie a approuvé aujourd'hui pour le pays un strict budget d'epargne qui ouvrira la voie a l'afflux des prêts de millions de dollars du fonds monétaire international'). Les focalisations sont marquees par une double barre.
La première focalisation est en realité le résultat de l'accumulation de deux fonctions: premièrement, le signal du début de paragraphe, c'est à dire un nouveau sujet, paragraphe, dencercatif vis à vis du paragraphe et donc démarcaif vis à vis du paragraphe précédent, et deuxiemement la presen hauteur initiale très elevee de la Fo et par une intensité forte (cf. Iivonen 1990). C'est un cas très typique pour les informations, où il est important de marquer le changement de sujet d'une part et de focachangement de sujet t'unditeur sur le sujet liser l'attention de l'auditeur sur le sajet
suivant d'autre part, puisque le passage se fait d'une manière brusque et sans progression thematique. Les focalisations sur tiukan et säāstō- nen font en realite qu'une seule; c'est la partie la plus importante du rhème de la première proposition. Dans la proposition subordonnee, qui forme le rhème vis à vis du theme presente dans la premiere proposition, l'apport d'information principal est signale par la focalisation de tien et miljoonien. Ces focalisations sont réalisés par une montée rapide et importante de la Fo et une rapide et impontanée de l'intensité. Elles montée simultanee de lintensite. Elies sont normalement réalisées sur la premiere syllabe, sauf dans quelques rares exceptions dues à la structure syllabique du mot en question.


Figure 1a. Fo (courbe épaisse) et Ao (courbe mince) d'un extrait des informations fin noises Unkarin parlamentti hyväksyi tänään maalle tiukan säästöbudjetin, joka avaa tien
 200-


Figure 1b. (suite) kansainvälisen valuuttarahaston miljoonien dollarien lainojen virtaamiselle Unkariin.


Figure 2a. Premier extrait des informations françaises Pour le ministre, en effet,la santé de notre économie s'améliore.


Figure 2b. Deuxième extrait des informations françaises ...le cours des actions des sociétées privatisées a augmenté de treize virgule huit pour cent.

Outre les focalisations, les énoncés finnois dans ce genre de discours présentent très peu de variation mélodique ou dynamique. La plupart des mots sémantiquement pleins sont pourtant signalés par un accent de mot sur leur première syllabe en utilisant les mêmes paramètres que pour la focalisation, avec toutefois un dosage beaucoup plus modeste. La place de ces montées peut être retardée, principalement pour des raisons rythmiques dues notamment à des mots composés extra-longs.
Les figures 2 a et 2 b présentent deux extraits à l'intérieur d'un sujet des informations françaises. Dans le premier extrait Pour le ministre, en effet, la santé de notre économie s'améliore, la première focalisation, santé, est réalisée sur le thème et la deuxième, s'améliore, sur le rhème de la phrase. Dans les deux cas, il s'agit de l'accent initial renforcé qui se manifeste par une augmentation importante et abrupte de la Fo et de l'intensité, la première également par la durée de tous les segments du mot en question. On pourrait interpréter ce dernier paramètre aussi comme ralentissement du tempo, mais la réalisation reste la même, la fonction aussi; il sert à présenter le thème, où plus exactement à le représenter, car il a déjà été évoqué dans le même paragraphe. C'est également une partie du thème, le mot cours, qui porte la première focalisation dans le deuxième extrait. La deuxième focalisation, en deux parties, se fait sur les chiffres treize et huit qui représentent l'apport principal d'information dans la partie rhématique. Quant aux trois accent initiaux, notés par des barres simples dans la figure \(2 b\), ils ne diffèrent des focalisations que par le degré d'augmentation de la Fo et de l'intensité. Par contre, l'accent initial et la focalisation sont tous les deux réalisés d'une manière très différente comparé à l'accent final. Ces différences ont bien sûr déjà fait l'objet de plusieurs descriptions détaillées sur lesquelles je ne peux pas m'attarder ici (cf. p. ex Rossi 1985 et 1987). Ajoutons que souvent la focalisation peut être renforcée, en français, par une pause qui la précède; elle peut même être isolée du reste de l'énoncé par une pause des deux côtés. La pause fait donc partie des paramètres de la focalisation au même titre que les changements de la Fo ou de l'intensité.

\section*{5. CONCLUSION}

En finnois, la focalisation se fait en appuyant sur la syllabe normalement accentuée et en utilisant les mêmes paramètres acoustiques que pour l'accent, mais avec un dosage plus fort. En francais, la focalisation est, dans le cas de mot de plusieurs syllabes, réalisée le plus souvent sur une syllabe autre que celle qui porte l'accent normal et en utilisant des paramètres acoustiques différents.
Les paramètres utilisés pour la focalisation semblent êtres les mêmes en finnois et en français. Par contre, l'accent normal, dont le domaine déjà est différent dans les deux langues, est réalisé différemment au niveau des paramètres.
Mon interprétation des facteurs prosodiques jouant un rôle dans la structuration des énoncés français diffère de celui présentée par Rossi (1985 et 1987) sur un certain nombre de points. L'accent énonciatif' de Rossi devrait correspondre à ce que j'ai appelé focalisation, c'est à dire la proéminence perceptuelle à fonction informative. 'L'ictus mélodique' de Rossi semble être à peu près identique à mon accent initial sans proéminence perceptuelle. Rossi considère pourtant l'ictus mélodique comme le résultat d'une contrainte physiologique et rythmique (1985: 139). Pour moi, linterpretation de l'accent initial est basé sur sa fonction linguistique et énonciative qui semble être de signaler l'identité et l'importance des mots sémantiquement pleins, dans les cas où il n'y a pas de raison informative de les focaliser dans le cadre de l'énoncé.
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\section*{ABSTRACT}

The report deals with the rhythmic structure of a Russian word and the pausation of the speech continuum in the speech of the Turkic languages bearer.

En régle générale, le mot russe est composé d'une suite déterminée de sullabes accentuées et inaccentuées. On reconnait dans le mot la syllabe accentuée parce qu'elle est est prononcée plus nettement avec une augmentation de la durée et de l'intensité, si lion compare avec une syllabe inaccentuée. La syllabe inaccentuée n'est pas articulee nettement et par conséquent on constate, une reduction des voyelles dans les syllabes inaccentuées.

La place de la syllabe accentuée dans le mot et la présence de voyelles inaccentuées et qui sont réduites en fonction de leur place par rapport à la voyelle accentuée sont des facteurs essentiels, contribuant à lintegrite du mot russe.

Pour un travail donné. nous entendons, par organisation rythmique du discours russe, d'un côté une détermination correcte de la place de laccent du mot et une prononciation correspondante à la norme des syllabes accentuées et non
accentués dans le mot (entre autres correspondent a la norme phonétique, et d'un autre côté, une division objective du flux du discours en groupes séman-tico-intonatifs minimaux).

Les description des langues turques qui existent dans la litterature ne font pas apparaitre nettement (et de facon identique) la prosodie et \(y\) compris les caractéristique rythmiques du discours par les. gens parlant de ces langues là.

Ainsi par exemple, dans la langue kazakh il existe trois points de vue essentiels en ce qui concerne l'accent de mot.

Certains linguistes considèrent que la présence de l'accent est indiscutable et affirment qu'il tombe sur la dernière syllable. En outre on a observé qu'il \(y\) a un accent principal et un accent secondaire, ce dernier déterminant la premiere syllabe. A.A. Djounisbekov suppose que 1 harmonie vocalique est le facteur principal, contribuant a la formation du mot-kazakh. A.M. Cherbak affirme que dans le mot il y a autant d'accents que de syllabes et que l'un d'entre eux est plus fort que les autres mais cela n'a pas une grande importance, ce qui mène à l'bsence de fonction séman-
accent. Sur le plan articulatoire, les syllabes inaccentuées sont prononcées aussi distinctement que les accentuees.

Dans le discours, en langue kazakh, les mots se regroupent en unités significatives, faigant apparaitre des mots qui faisaient une altération, des mots composés, des coordinations syntagmatiques de lexèmes et de mots-outils, de determinants avec les déterminés, de compléments circonstanciels avec le prédicat et autres. De tels groupes de mots ont un accent unique que 1 on appelle accent rythmique. La durée est lun des composants principaux de l'accent rythmique. A.A. Djounisbecov affirme que le changement de ton n'est pas grave, quol qu'il change dans une certaine mesure en même temps que la durée. En ce qui concerne la division rythmique le plus important, c'est la pause. Nous notons un point de vue analogue en ce qui conserne l'accent en langue kirghize dans les recherches de A. Orousbaieva "L'accentuation en langue kirghize"

Ainsi, il y a des différences considérables en ce qui concerne lorganisation rythmique du mot et du discours en langue russe et turque.

Une étud a été consacrée à l'examen de la réalisation des syllabes accentuees dans le mot, au rôle de la pause lors de la lecture de textes russes par des gens parlant le turc (le kazakh ou le kirghize).

40 informateurs dont 20 kirghizes et 20 kazakhs natifs de Frounzé et Alma-Ata omt été enregistrés. On a ensuite com-
pare 1 enregistrement du discours de reference normatif de l'inforateur avec la transcription phonetique idéale de ce même texte. Cette analyse phonétique a été effectuée au L.Ph.E. (à l'université de Léningrad).

L'analyse acoustique du discours en russe des gens parlant le turc a montré que la place de 1 accent dans le mot était le plus souvent détermine par les informateurs.

Les résultatets de 1'analyse acoustique montrent que lorsqu' on remarque une accentuation non correcte du mot ceci ne depent pas du nombre de syllabes, ni de la structure rythmique du mot: dans les mots de 2 syllabes la détermination incorrecte de la place de 1 'accent est d'environ \(50 \%\), autant de cas en ce qui concerne les mots de 3 syllables et les structures plus compliquees. On svait supposé que la faute d'accent se produirait le plus souvent sur la syllabe finale parce qu'en langues turques l'accent tombe sur la derniére syllabe. Mais il s'est avere, que l'accent non normatif tombe à peu prés toujours avec la même régularité à la fois sur les premières et les dernières syllabes du mot. Dans les structures du type 1 - - ou - - 1 il y a une erreur d'accents le plus souvent sur la deuxiéme syllabe.

Les principales erreurs des kazakh et des kirghizes lors de la prononciation des syllabes non accentuees peuvent etre ramenees cela:
1.Une accélération outre mesure ou un ralentissement de l'articulation des syllabes après 1 'accent, ce qui ompt léquilibre entre la durée de la voyelle
accentuee et des voyelles inaccentuées dans le mot. 2. L'absence de réduction des voyelles inaccentuees qui sont sont prononcées aussi qussi clairment que les voyelles 3. La diminution ou 1 augmentation du nombre de syllabes dans le mot (y compris dans le mot phonétique).

La diminution ou l'augmentation du nombre de syllabes a été également constate dans le syntagme. Cela se produit lorsque 1'informateur a introduit dans le texte ses proppres variantes dans le syntagme, un nouveau mot a été ajoute ou les mots présents dans le texte expérimental non pas été prononcés.

Lorganisation rythmique du discours des kazakhs et des kirghizes s'est différenciée par des pause particulières dans le discours.

Comme nous le savons, la pause est le seul moyen qui permet de decouper le discours en groupe ou syntagme tant sur le plan de la sémantique que de 1 intonation, étant donné que le syntagme minimal peut etre égal un mot (ou mot phonetique). Ce qui signifie que dans ce cas la pause est le signal de la fin d'une structure rythmique determinée.

Le discours russe des kazakhs et des kirghizes à la difference du discours dun informateur normatif se caractérise par beaucoup plus de pauses. Ainsi dans un seul et meme texte les informateurs peuvent faire jusqu'a 293 pauses, alors que 1 informateur de référence russe en fera 180 , ce qui signifie qu'il y a 1,6 fois plus le pauses dans le discours d,une per-
sonne parlant le turc, que dans celui diun informateur russe. La differénce entre le nombe maximal de pause dans le discours diun turc et d'un informateur russe de référence est egal a 113 . \(66 \%\) des pause peuvent être expliquée par le fait que les kirghizes et les kazakhs lisaient un texte "mot-à-mot", ce qui produit une impression de fragmentation et de monotonie.

17\% des pauses des informateurs kazakhs et kirghizes qui ne correspondaient pas celle de linformateur de référence ont été faites là où la norme russe de prononciation ne le permetait pas, par exemple: après une conjonction ou une particule et aprės les syntagmes nominaux suivants; entre le determinant et le déterminé; entre le verbe et le mot qui en subit la rection.

Dans le discours des gens parlant le turc, ily a eu des cas de pauses permises par la norme, mais différentes des variantes de l'informateur de référence.

Une des particularités de la fragmentation du discours des kirghizes et des kazakhs est 1 abondance des pauses dues à l'hésitation, qui en régle générale témolgne de la difficulte de l'informateur lors de la lecture du texte. Dans le discours de quelques informateurs, on a noté remarqué jusqu'a 20 pauses dûes a l'hesitation alors que \(l^{\prime}\) on \(n\) 'en remarquait pas dans le discours de 1 informateur de référence.

Ainsi, les résultats de l'analyse
sultats de
accoustique temoignent du fait que
lorganisation rythmique du lorganisation rythmique du
discours en russe par des gens parlant le turc ge distinque considerablement
de l'organisation rythmique du discours diun russe natif. Principalement beaucoup de cer ecarts peuvent etre expliqués par les différences de systèmes (de discours) russe et turc dont il est indispensable de tenir compte dans les conditions dun bilinguisme russe-turc lors de 1 etude de la prononciation du russe.
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\section*{ABSTRACT}

We intend to identify some acoustic parameters involved as sentence boundary markers in spontaneous speech. The function of the subsequent pause as a marker is emphasized as well as particular aspects of the energy curve and comparison of Fo values calculated on the vowel nucleus before and after pauses which appear to be important in the perception of sentences, at least in the idiolects considered in this study.

\section*{1. INTRODUCTION}

Les travaux de recherche que nous poursuivons dans le cadre du projet PROSO visent à mettre en évidence les facteurs d'ordre acoustique qui caractérisent les énoncés du discours oral spontané en français québécois. Nous faisons l'hypothèse que la variation des facteurs acoustiques favorise la variation des taux de perception de la frontière d'un énoncé.
L'analyse des marqueurs acoustiques nécessite, dans la perspective retenue, que le discours soit au préalable découpé en énoncés. Dans une première étape, nous avons donc procédé à la délimitation d'unités théoriques, en retenant une approche inspirée de Nespor et Vogel [3] selon lesquelles le discours s'organise en un ensemble fini d'unites phonologiques organisees hiérarchiquement. De ces unités, le
syntagme intonatif (SI) et l'enoncé (E) nous intéressent tout particulièrement. Le SI est formé par l'assemblage de groupes phonologiques; il est le domaine d'un contour d'intonation et ses limites coïncident avec les positions où peuvent intervenir des pauses. L'unité de niveau supérieur E est constituée d'un ou plusieurs SI et occupe habituellement la longueur de la chaîne dominée par le plus haut noeud de l'arbre syntaxique [3]. D'autres approches de définition du SI ont été considérées [6].
Comme nous voulions dégager les facteurs d'ordre acoustique susceptibles de favoriser la perception des frontières d'unités en discours spontane, nous avons en second lieu soumis le corpus au jugement d'un groupe d'auditeurs, ce qui devrait permettre de dégager des unites concrètes du discours oral spontané et de les mettre en rapport avec les unités abstraites issues de l'application du modèle prosodique de Nespor et Vogel [3].

\section*{2. METHODE D'ANALYSE}

\subsection*{2.1 Le corpus}

Le corpus d'analyse contient dix extraits tirés de deux entrevues réalisées dans la région de Chicoutimi-Jonquière (QuébecCanada) à l'occasion d'une enquête sociolinguistique [5]. Les deux locuteurs (cinq extraits pour chacun) sont de sexe masculin et
appartiennent à la classe moyenne. Chacun des extraits a une durée moyenne de dix secondes et ne comporte aucune interruption de la part d'un tiers. Le corpus a ensuite été numérisé à partir du logiciel d'analyse CSL de Kay Elemetrics.

\subsection*{2.2 Le test d'audition}

La bande sonore soumise au test d'audition presentait trois enregistrements de chaque extrait, les deux premiers ayant été filtrés (résidu LPC) de façon a rendre inintelligible le message, le troisième étant la sortie numérisée originale de l'extrait. Vingt-trois juges, des étudiants de niveau universitaire, ont reçu la consigne d'indiquer par marquage électronique le moment qu'ils jugeaient correspondre à un début d'énoncé. Le protocole était inspiré de celui proposé par Lehiste [2] et Kreiman [1]. Au résultat, le corpus a été découpé en 57 énoncés, avec des taux d'accord sur la perception de frontières variant de \(4.3 \%\) a \(91.3 \%\) selon l'enonce. Une procédure de normalisation a été appliquee pour tenir compte des divergences de temps de réaction des divers juges.

\section*{3. LE RAPPORT ENTRE ENONCES PERCUS ET UNITÉS} PHONOLOGIQUES
Malgré le nombre relativement restreint de juges (23) et la taille modeste du corpus ( 10 extraits de 10 secondes chacun), certaines tendances ressortent de l'analyse. En premier lieu, on constate que les débuts d'énoncés perçus (dorénavant EP) coïncident toujours avec des debuts de Sl, mais pas nécessairement avec des E (unités phonologiques de niveau supérieur). En second lieu, on peut noter une certaine hiérarchie, entre les.SI, en lien avec leur statut par rapport à E. Ainsi, le taux moyen de
perception decroît lorsqu'on passe d'un EP qui correspond à un SI constituant à lui seul un E ( \(51.7 \%\) ), puis à un EP coïncidant avec un SI qui occupe le premier rang d'un groupe de SI formant un même \(\mathbf{E}\) (43.1\%) et enfin à un EP correspondant à un SI de rang n dans le groupe de SI relevant d'un même \(\mathrm{E}(16.4 \%)\). Comme les écartstypes sont relativement eleves, il ne peut s'agir là que de tendances qui sont de nature à appuyer l'existence d'une interaction entre donnees perceptuelles et modèle phonologique.

\section*{4. L'ANALYSE DE FACTEURS ACOUSTIQUES \\ 4.1 Procédure}

Les extraits numérisés ont été analysés à l'aide du logiciel CSL. Après avoir délimité les unités phonétiques sur les tracés oscillographiques et spectrographiques et sur les listes numériques, nous avons analysé les paramètres suivants:
- la durée des pauses
- la courbe de Fo
- la courbe d'énergie.

Nous avons tenu compte de la variation des valeurs de Fo et d'energie à l'intérieur même d'un EP et entre deux EP. Ce choix s'explique par l'objectif que nous nous sommes fixe, ce qui impliquait qu'il faille porter une attention plus grande aux phénomènes qui surviennent aux frontières de cet énoncé.

\subsection*{4.2 La fréquence}

On admet communement que les énoncés se caractérisent, en contexte énonciatif, par la décroissance de la valeur de Fo en finale [8]. Nos donnes confirment cette observation et concordent avec celles que nous avons presentees au cours d'une recherche anterieure [4].

On calcule une chute moyenne de 2.1 tons entre le Fo maximal de l'énoncé et le Fo du dernier noyau vocalique. Toutefois, dans la perspective où nous nous plaçons, il ne semble pas que ce facteur suffise à marquer la frontière de l'EP; il ne paraît guère exister de lien entre l'importance de la décroissance des valeurs de Fo et le degré de perception de la frontière d'un EP ( \(\mathrm{r}=.085\) ), dans les corpus filtrés et non filtre.
D'un autre point de vue, la mesure de la pente de Fo donne, comme attendu, une pente négative ( -2 tons/sec.) sans qu'il y ait de relation significative entre la variation de pente et la variation du taux de perception ( \(\mathrm{r}=.06\) ).
Enfin, l'analyse des relations entre frontières de deux énoncés successifs fait voir une hausse de fréquence moyenne de .05 ton, qui confirme l'hypothèse de la réinitialisation de Fo en début d'un EP dans des énoncés consécutifs. On ne note cependant pas de relation entre les variations de Fo, dans ce contexte, et le taux de perception ( \(r=.02\) ).

\subsection*{4.3 La courbe d'énergie}

Nous avions déjà signalé [4] que la variation de la courbe d'energie semblait jouer un rôle dans la perception des frontières d'EP, en ce sens que les frontières d'énoncés à haut taux de perception étaient marquées par une chute d'energie plus forte; cette chute correspond à la chute d'énergie en dB entre la voyelle affichant la plus haute valeur de l'énoncé et la dernière voyelle. Il existe peu d'études sur la variation d'énergie en discours oral, a fortiori en discours oral spontané. Nous avons quand même voulu vérifier la validité des résultats présentés dans Ouellon 90 [4].
Il semble effectivement exister une relation entre les valeurs de chute
d'énergie dans un énoncé et le taux de perception de la frontière de cet énonce. Pour chacune des deux versions du corpus (filtree et non filtrée), le calcul de la régression linéaire permet d'obtenir des donnees comparables, avec \(\mathrm{r}=-.3061\) et \(\mathrm{r}=-.3829\) respectivement. La droite résultante fait voir une chute d'énergie qui va de -5.2 dB à -8.8 dB pour des taux de perception qui vont de \(20 \%\) à \(100 \%\). De telles variations d'énergie paraissent significatives, une variation de 1 à 2 dB par rapport au signal naturel étant auditivement détectable [7]. Comme la finale d'énoncé semble marquée par une chute d'energie, on peut faire l'hypothèse qu'il y aura augmentation d'énergie entre la finale d'un énoncé et le début de l'énoncé subséquent, ou réinitialisation de la courbe d'énergie. Nous avons donc examiné les valeurs d'énergie de part et d'autre de la frontière d'EP. Au résultat, nous pouvons observer, en premier lieu, un écart positif important entre les valeurs d'énergie mesurées sur la voyelle finale de l'EP puis sur la voyelle initiale de l'EP suivant; cette augmentation est de l'ordre de +2 dB pour les frontières d'EP à \(20 \%\) et de +8 dB pour celles d'EP à \(100 \%\). Donc, à une forte chute d'energie en finale correspond une forte augmentation d'énergie en initiale d'EP subséquent.
En second lieu, le calcul de la régression linéaire fait voir une relation ( \(r=.47\) ) entre le niveau d'augmentation de l'énergie entre deux EP et le taux de perception des frontières.
On peut donc estimer que la variation de la courbe d'énergie dans un EP et entre deux EP favorise la perception des limites d'EP, du moins dans le style de discours et dans les idiolectes du
connaissances sur l'interaction entre perception et grammaire.

\subsection*{4.4 La pause}

L'importance de la fonction de marquage de la pause a été maintes fois signalée, dans Vaissière 1988 [8] entre autres. Dans Ouellon 1990 [4], nous posions l'hypothèse qu'il y avait également une relation entre duré de la pause et taux de perception de l'enoncé. Notre recherche valide cette hypothèse. En effet, la durée des pauses varie entre 122 ms et 980ms dans nos exemples et il existe une forte correlation ( \(r=.7264\) ) entre la durée des pauses et le taux de perception des frontières d'EP dans les corpus filtrés et non filtré. La pertinence de la fonction marquage de la pause est confirmée, mais il semble aussi que l'allongement de la duré des pauses favorise un meilleur taux de perception de la frontière d'EP.

\section*{5. CONCLUSION}

Nous avons fait ressortir l'importance des facteurs que sont la chute de la courbe d'énergie dans un EP, l'augmentation des valeurs d'énergie au passage d'un EP à un autre, de même que la durée des pauses pour le repérage des frontières d'énoncés. Les facteurs liés aux variations de Fo ne paraissent pas, curieusement, jouer un rôle particulier dans la perspective que nous avons privilégiée d'analyser les marqueurs acoustiques de frontières d'EP en regard du taux de perception des enoncés.
Il serait sans doute intéressant de vérifier si nos observations peuvent s'appliquer à d'autres idiolectes français en contexte de discours oral spontane. D'un autre point de vue, nous pensons qu'il faudra solutionner le problème du découpage en unités du discours spontané et approfondir les
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\section*{ABSTRACT}

The present work seeks to examine the relationship between the perception of stressed syllables in spontaneous Québec French with the acoustic parameters of length, intensity and \(F_{0}\) as well as the position of the syllabe in the metrical structure of the sentence.

\section*{1. INTRODUCTION}

Notre projet de recherche vise à décrire le système prosodique du français québécois spontané et à dégager des schémas de variations intra- et inter-individuelles dans une perspective variationniste. Avant cependant d'aborder le problème de la variation sociale au plan prosodique, nous avons êté amenés à revoir certaines questions de base, dont celle de la place et des corrélats phonétiques de l'accent tonique. En effet, mis a part quelques recherches [1] [7], la majorite des travaux effectués portent sur des corpus obtenus dans des conditions ideales, valant souvent uniquement pour le français de France. En outre, les modeles proposes ont etté peu confrontes au discours oral spontane, lequel contraint souvent les chercheurs à revoir certains postulats proposes à partir de donnees plus contrôlés. Dans ce
cadre, nous avons mis au point une serie de tests de perception dont les résultats ont etté mis en rapport avec un certain nombre de paramètres. On trouvera dans [4] une presenta tion de linfluence de certains facteurs linguistiques sur la perception de l'accent. Dans cet expose, les résultats d'un test de perception de l'accent seront mis en rapport avec les donnees de l'analyse acoustique des phrases testees.

\section*{2. PROCEDURE}

\subsection*{2.1 Test de perception}

Le test de perception dont il sera question ici est constitué de 20 énoncés tirés d'une entrevue sociolinguistique faite à Chicoutimi auprès d'un locuteur de 32 ans appartenant à la classe moyenne [3]. Les enoncés sélectionnes de façon quasi aléatoire ont été extraits de l'entrevue et numérises. Une fois ceux-ci numérises et segmentes, le test a eté mis au point a l'aide du logiciel msL aUDo: chacun des vingt enoncés etait répette 7 fois et chaque répétition était séparée de la suivante par une pause de 2 secondes; la pause entre chacun des 20 enonces était de 4 secondes. Les sujets recevaient une feuille-reponse sur laquelle apparaissaient les 20 enonces écrits en alphabet conventionnel et découpés en syllabes à l'aide de barres obliques. Les sujets devaient accomplir deux taches: on leur de-
mandait d'abord de souligner les syllabes qui leur semblaient marqués ou mises en relief par rapport aux autres et ensuite d'encercler la syllabe de la phrase qui leur paraissait la plus marquee par rapport a toutes les autres. Ce test a êté administré à deux groupes d'tudiants universitaires: le premier groupe était composé de 16 étudiants ayant de bonnes connaissances en phonétique (groupe averti), alors que le deuxieme groupe comprenait 40 etudiants n'ayant aucune formation en linguistique (groupe naij).
2.2 Analyse linguistique des enonces Un certain nombre de facteurs linguistiques susceptibles d'être lies a la perception de l'accent ont eté identifies pour une première analyse sur la base de resultats de recherches antérieures portant sur le français et l'anglais. Sept groupes de facteurs ont eté choisis afin d'en vérifier l'effet sur la perception de l'accent, à savoir: 1) la nature du mot, lexical ou grammatical; 2,3,4) la structure syllabique [attaque. noyau, coda]; 5) la position de la syllabe dans le mot; 6) le degré de sonorité du noyau vocalique; et 7) la position de la syllabe dans la structure métrique, facteur que nous decrirons plus en détail, compte tenu de son importance dans les résultats de la première analyse:
- ce groupe de facteurs identifie le degre de proeminence de chaque mot dans la structure métrique de la phrase, laquelle correspond grosso modo à la structure syntaxique de celle-ci. Les relations de proeminence ont eté etablies sur la base de la règle d'assignation des coups rythmiques, telle que présentee par [2]: cette règle stipule que, pour n'importe quelle catégorie phrastique, l'élément le plus à droite est plus proéminent que l'élément à
gauche. Ainsi, pour l'enonce 3 du: test de perception, nous obtenons la représentation suivante, où S correspond à ustrong" et \(W\) à aweakr:


La position de chaque syllabe a \(\mathrm{tt} \mathrm{\epsilon}\) codifiée en tenant compte des trois premiers niveaux d'insertion dans l'arbre métrique, à partir du noeud terminal: par exemple, la syllabe mi de miserre a ette codifiee SSS, alors que la syllabe -xdème de deuxieme a reçu la codification SWW.

\section*{3. RÉSULTATS: FACTEURS LINGUISTIQUES ET PERCEPTUELS} Les résultats de cette analyse ont fait ressortir limportance preponderante de la position de la syllabe dans la structure métrique, comparativement à tous les autres facteurs. Le programme de régression logistique VarbRul a selectionne la structure métrique comme premier groupe de facteurs lié a la perception de l'accent dans les tests de soulignement et d'encerclement chez les deux groupes de sujets. Les resultats concemant ce groupe de facteurs sont présentés au Tableau 1. Les autres groupes de facteurs choisis comme pertinents dans la perception de laccent variaient quant à leur degré d'importance selon les quatre série de donnés et nous n'insisterons pas davantage sur ceux-ci. Mentionnons seulement que, pour la syllabe finale, la probabilite de perception d'un accent allait de .62

Tableau 1: probabilité de perception de l'accent: structure métrique
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[b]{3}{*}{Input degre de signification} & A.s.* & A.E. & N.s. & \%.E. \\
\hline & . 28 & . 04 & . 24 & . 05 \\
\hline & . 000 & . 000 & . 000 & . 000 \\
\hline \multicolumn{5}{|l|}{STRUCTURE METRIQUE} \\
\hline rang & 1 & 1 & 1 & 1 \\
\hline SSS... & . 72 & . 82 & . 69 & . 75 \\
\hline SH... & . 60 & . 73 & . 58 & . 64 \\
\hline SSW... & . 62 & . 41 & . 58 & . 34 \\
\hline WS... & . 35 & . 18 & . 37 & . 26 \\
\hline W... & . 34 & . 32 & . 38 & . 38 \\
\hline
\end{tabular}
A.S. \(=\) groupe avarti, soul lignement
A.E. \(=\) groupe averti, encerc lement M.S. = groupe nalf, soulignement M.E. - groupe naif, encerc lement
à .68 , ce qui démontre le caractère variable de la règle voulant que l'accent tombe obligatoirement sur la syllabe finale [4]. Compte tenu de limportance de la position de la syllabe dans l'arbre métrique, nous avons inclus ce facteur dans la mise en rapport des donnees acoustiques et des donnees perceptuelles en distinguant trois categories principales: forte (SSS), moyenne (SSW, SW) et faible (WS, WW).

\section*{4. PROCEDURE D'ANALYSE}
4.1 Analyse acoustique

Les valeurs de duree, d'intensité et de \(F_{0}\) ont eté extraites à l'aide du logiciel CSL de Kay Elemetrics. Pour la durke, nous avons tenu compte de la duree totale de la syllabe, alors que les valeurs d'intensite et de \(F_{0}\) ont été prises sur la tenue de la voyelle (moyenne d'intensite et de \(F_{0}\) de la tenue vocalique).
4.2. Analyse statistique

Sur la base des resultats obtenus dans la première série d'analyses statistiques, nous avons d'abord regroupé ensemble les deux cate-
gories d'etudiants et nous avons considéré seulement les donnees issues du soulignement des syllabes. De plus, en vue de comparer chaque syllabe avec les autres du meme enonce, les mesures acoustiques ont eté ramenées en pourcentage de la maniere suivante: la duree de la syllabe a êté divisée par la durée moyenne des syllabes de l'enonce et multipliée par cent; pour l'intensité et \(F_{o}\) la valeur de la voyelle d'une syllabe a été divisée par la valeur la plus haute de l'énonce et multiplié par cent. Ces résultats en pourcentage ont pu ainsi être mis en relation avec le pourcentage de perception du trait accent des syllabes a l'aide d'un programme de régression multiple. Dans le modele de regression multiple, nous avons vérifí l'effet de chacun des facteurs pris isolement ainsi que les combinaisons de tous ces facteurs sur la variable dépendante (perception de l'accent).

\section*{5. RÉSULTATS}

L'analyse de regression multiple appliquee aux donnees acoustiques et aux donnees de perception a retenu le modele reproduit dans le Tableau 2. Il est d'abord à noter que le très haut seuil atteint par le coefficient \(\mathrm{R}^{2}\), soit 0.9148 , indique que la quasi totalité des données est expliquée par le modele. Le premier facteur retenu concerne le role combine de la hauteur ( F 0 ), de l'intensité ( E ) et de la duree (D) dans la perception de laccentuation, quelie que soit la position de la syllabe dans la structure métrique: plus l'energie est forte, plus la frequence est elevee et plus la duree de la syllabe est longue, plus cette syllabe aura de chances d'etre perçue comme accentué. Ce resultat semble donc confirmer le role prépondérant, mais non indépendant, de ces trois facteurs

Tableau 2: Effet de la structure métrique, de la durée, de l'intensité et de \(F_{0}\) sur la perception de l'accentuation.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline Step & Variable & Number In & Partial R**2 & \[
\begin{aligned}
& \text { Model } \\
& R * * 2
\end{aligned}
\] & \multicolumn{2}{|l|}{\(C(p)\)} & F Prob>F \\
\hline 1 & FO*E*D & 1 & 0.8025 & 0.8025 & 273.6359 & 861.6074 & 0.0001 \\
\hline 2 & E*f & 2 & 0.0574 & 0.8599 & 134.8443 & 86.3968 & 0.0001 \\
\hline 3 & E & 3 & 0.0280 & 0.8879 & 68.0894 & 52.4866 & 0.0001 \\
\hline 4 & E*D* & 4 & 0.0203 & 0.9082 & 20.3693 & 46.1088 & 0.0001 \\
\hline 5 & E*FO*f & 5 & 0.0046 & 0.9128 & 11.1363 & 10.9111 & 0.0011 \\
\hline 6 & D*b & 6 & 0.0020 & 0.9148 & 8.1343 & \(4.950{ }^{\circ}\) & 0.0272 \\
\hline
\end{tabular}
*No other variable met the 0.05 level
acoustiques dans la perception de l'accentuation. Outre ce résultat, le modele fait ressortir clairement le role de l'intensité dans la perception de l'accent; en effet, pour une syllabe en structure forte ( \(\mathrm{E}^{*} f\) ) et pour tous les types de structures ( E ), soit forte, moyenne et faible, plus l'intensite est forte et plus la syllabe a de chances d'être percue comme accentuee; l'intensite liée à la durée pour les syllabes en structure faible ( \(E^{*} D^{*}\) b) et l'energie liée à \(F_{0}\) pour les syllabes en structure forte ( \(\mathrm{E}^{*} \mathrm{~F} 0^{*} \mathrm{f}\) ) contribuent également a la perception de l'accent. L'énergie est donc le facteur acoustique qui ressort comme le facteur dominant lié a l'accentuation, bien que la durée et \(F_{0}\) y jouent également un role. De plus, la prise en compte de la position de la syllabe dans la structure métrique s'est averée pertinente pour mieux comprendre le rôle variable, mais fondamental, des paramètres acoustiques dans la perception de l'accent.

\section*{6. DISCUSSION}

Si certains auteurs ont pu penser qu'aucun parametre acoustique n'غtait pertinent dans la determination de laccent [6], les resultats presentés dans cet exposé démontrent leur
importance surtout en ce qui a trait aux syllabes qui n'occupent pas la position *canonique» normalement associée à l'accent tonique. L'oral spontané offre donc un cadre idéal de vérification d'un certain nombre de propositions avancees à partir de doninees plus controlees.
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\section*{1. INTRODUCTION}

There are two opposite theories to characterize the structure of intonation contours: the theory of Tonal Sequence (TS) and the theory of Contour Interaction (CI) \(/ 1 /\). The theory of TS sees intonation contours as being composed of an inventory of
abstract abstract tonal elements. Cl an intonation contour can be viewed as the composite result of a set of
hierarchial patterns. The classical approach to the Russian prosodic system / 2, 3/ is just based on the category of prosodic system in Russian is "syntagma". It is defined as "the phonetic whole expressing one unit of meaning" \(/ 3 /\). The minimal unit of intonation is intonation contour of syntagma which could still be divided into the three functional parts: precentre, centre and postcentre. A special role in a syntagma is played by a
centre because the changes
of the pitch in the centre
are the most important
feature in distinguishing
different intonation types.
The inventory of basic
intonation types according
to \(/ 2 /\) includes seven diffe-
rent intonation patterns of
syntagma.
The other essential category
\(\begin{aligned} & \text { PRE- } \\ & \text { CENTRE }\end{aligned}\)
CENTRE
POST-
Fig. 1. The intonation
patterns of a syntagma:
- a declaration,
------ an interrogation,
- -- a nonterminal,
-- an exclamation. of Russian prosodic system is a word stress. In the algorithm paper both categories are used as two interacting levels: intonation pattern of syntagma as a higher level and word stress as a lower level. Definitely, the number of interacting levels should be greater (for
example the levels of sentence and phoneme should be added) but in the first stage the realization of this simple algorithm has fulfilled two main goals of this work: first, the the validity of intonation patterns of syntagma described in \(/ 2,3 /\) and to find suggestions for further work, second, the practical goal - to get the real \(\underset{\text { programm }}{\text { goal }}\) of intonation modelling for theRussian text-to-speech synthesizer.

\section*{2. THE ALGORITHM \\ \subsection*{2.1. Basic Patterns}}

In the algorithm four intonation patterns of syntagma
described in \(/ 2 /\) have been realized: the declarative, the interrogative, the nonterminal and the exclamatory patterns.


To model the word accents one shape of pattern is implemented which is characterized by pitch level before accented phoneme, by rising pitch during the accented phoneme, by falling pitch during the next phoneme and by level during the rest of a word. The peak value of a word contour is approximately \(10 \%\) higher of the value of pitch level at the beginning of \(a\) word.


Fig.2. The word pattern.

\subsection*{2.2. Input Text}

It is assumed that the input text is manually supplied with the marks of wordstress and main-stress because in Russian it is not possible to find correctly
the location of the wordstresses without semantic parsing. The mark of mainstress (") is used once per syntagma and it is located on the most important word of a syntagma (on a centre of a syntagma). All other words are marked with a mark of word-stress ('). In order to distinguish between different intonation patterns marks are used at punctuation syntagma: [.] - a declaration, [,] - a nonterminal, [?] - an interrogation, ['] - an exclamation.

These punctuation marks and also conjunctives are used as cues in dividing the input text into syntagmas.

\subsection*{2.3. Contour Generation}

The generation of an intonation contour is the third step of the whole algorithm of speech synthesis. It is preceded by the grapheme-to-phoneme transiormation and by the speech timing model. The minimal unit processed by the intonation algorithm is a syntagma. The input specification for the intonation algorithm contains the phoneme durations generated by the speech timing model and the string of stress- and punctuation marks. The algorithm works in three steps:
- determination of the intonation pattern of a syntagma,
- determination of the overall contour of a syntagma according to the durations of the precentre, centre and postcentre,
- superimposing of word accents into the overall contour.
The intonation contours are generated within the range grom 80 up to 200 Hz .

\section*{3. TESTINC}

In order to estimate the validity of the intonation patterns used in the
algorithm two methods were used:
- auditory estimation,
- comparison of the fundamental frequency contours derived from natural and from synthetic speech.

\subsection*{3.1. Auditory estimation}

A set of short sentences consisting of one and two syntagmas with four types of intonation patterns were synthesized using the expert system /4/. The listeners were asked to recognize the type of intonation and location of the main stress. In most cases the type of intonation and location of the main stress were distinguished correctly. But in several cases the exclamatory contours were recog-

nized as the declaration. It is due to the similarity of the contour shapes of the
declaration and declaration
exclamation
3.2. Comparison of contours In order to compare the fundamental frequency contours of natural and synthetic speech the sentence "МАМА МЫЛА МЕНЯ МЫЛОМ" ("The mother washed me with soap") was synthesized and also pronounced by the native speaker as the declaration and as the the main stress on different \(\begin{array}{lll}\text { the main } & \text { stress on different } \\ \text { words. } & \text { The fundamental }\end{array}\) frequency contours were extracted by peak-picker /5/. The visual comparison of natural and synthetic contours exhibits the similarity of the contours (Fig.3, Fig.4).


Fig. \(\mathbf{3}^{2}\). The declarative intonation contours of the sentence: МА'МА МЫ'ЛА МЕНЯ' МЫ"ЛОМ. left - natural, right - synthetic.



Fig.4. The interrogative intonation contours of the sentence: МА'МА МЫ'ЛА МЕНЯ' МЫ'ЛОМ? left - natural, right - synthetic.
4. DISCUSSION

The experiments with short sentences showed that the patterns of declarative, nonterminal and interrogative contours described in /2/ are valid for the use in synthesis algorithms. In order to express the exclamation with synthetic voice it is not enough to model the intonation contour correctly. The problems occur with longer syntagmas (more than 5 words) where the intonation contour sounds monotonous. On the one hand this may be caused by the fact that the current algorithm is based on the interaction of two hierarchial levels only: the level of syntagma and the level of word. Introducing into the algorithm the level of sentence and segmental perturbations the quality of synthesized speech will certainly improve. On the other hand the problem of monotonous intonation of long syntagmas can be overcome by manually dividing the long syntagmas into smaller ones (by inserting into the input text additional marks of punctuation and main-stress) although this is not always correct nor theoretically motivated According to the experiments the optimal length of a syntagma is \(3-4\) words.

\section*{5. SUMMMARY}

The results obtained in this work on intonation modelling can be formulated as follows:
- some of the intonation patterns described in \(/ 2,3 /\) are valid to practical use in synthesis systems,
- in order to express the exclamation it is not enough to model only the intonation
contour correctly, the other prosodic features should be controlled adequately.
In order to better modelling of intonation
- the levels associated with sentence and phonemes should be introduced,
- the rules dividing the input text into syntagmas with optimal length should be applied,
- the number of intonation patterns of syntagma should be increased.
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\section*{ABSTRACT}

The present paper deals with the interaction between both word and phrase accents and syntactic boundaries in an dialect with very strong enclitic connective tendency. Secondary word stresses and connective phrase stresses in the dialect of Nevrocop are concedered as a rhythmic stresses, results of this interaction. An attemp has made stressing and pausing to be concedered in terms of the theory of metrical grid.

\section*{1 INTRODUCTION}

In the Selkirk's theory of metrical grid silent syllables have important syntactic function, they delimit words, phrases and other syntactic units in the speech[3] Silent syllables are supposed to coincide with pauses and other delimitative contrasts in the speech.Syntactic units are considered to be able to change the rhythmic units. Final sentence lenghtening ,according to Lehiste, is due to the superimposition of the syntactic structure upon the rhythmic structure of the phrase [2] Our observations on the dialect speech suggest that both word and phrase boundaries often are not well differentiated prosodically because of
existence of very strong enclitic connective tendency in the speech.Pauses have more rhythmic function than syntactic one.Secondary word stresses delimit often rhythmic units then words. As though rhythmic units influence the syntactic units.
The dialect has the following word accent rule. In the basic word forms the accent could not stand on the fourth or further syllables from the end of the word when the final syllable is opened or on the third or further syllables from the end when the final syllable is closed. The basic accent does not shift backwards when some morphemes or clitics subjoin the word but a second or even third stress occur according to a trouchee metrical scheme:
e.g. /'kutfe/'a dog' \(+/\) ta/ \(>/\) 'kutf eta/ 'dogs' \(+/\) ta \(/>/\) 'kut e'tata/ 'the dogs' \(+/\) ni/ \(>/\) 'kut \({ }^{\prime}\) etatani/ 'our dogs' \(+/\) sa/ \(>\) Kut \({ }^{\prime}\) etata'nị sa/ 'our dogs are'.
Enclitic joining is often stronger than words boundaries.Even some prepositions and shortened adverbs can subjoin words.In basic word forms accent has both phonological and delimitative function.In derivatives and rhythmic units primary stress has only
phonological function while secondary stress has a delimitative one.
One experiment has been carryed out to reveal the role of both primary and secondary stresses in rhythmic organisation of phrase[1].Experimental data suggest that the dialect has stress-timed rhythm.In terms of the theory of metrical grid [2] the primary stresses coincide with the beats of basic metrical level. Secondary stresses function on an intermediate level which can be supposed to exist between the semi-beats and the basic beats level

\section*{1Experiment1}

In order to reveal the prominence relation between the primary and the secondary stresses we analysed acoustically 25 group of words,each consisting of one basic word and two derivatives, pronounced by two native speakers . Analysis shows that in all cases the words have most prominent primary stress.The primary stressed vowels are longer ( \(87 \%\) ), on a higher pitch and intensity level ( \(78 \%\) and \(71 \%\) respectively), and have a rising pitch ( \(81 \%\) ). Secondary stressed vowels are longer than the nonstressed ones ( \(84 \%\) ) they have rising pitch ( \(72 \%\) ), and mark second, less prominent, \(i\) and \(f_{0}\) peak ( \(54 \%\) and \(69 \%\) respectively).
Subjoining of morphemes to the words changes its
prominence patterns in such

 The figures refer to the prominence level of the syllables in relation to its \(\mathrm{f}_{0}, \mathrm{i}\) and duration values.The prominence contrast between stressed and non-stressed syllables increases subjoining new syllables to the words. In this way increases the rhythmic prominence of the syllables sequences in generated units. Secondary stressing can be considered as a results of the function of enclitic mechanism which integrates rhythmically words in a phrase. This mechanism is often stronger than the word bounding.
The question of rhythmic organisation of syntactic units larger than sentence is very interesting sinse the reality of sentence in spontaneous dialect speech is under discussion. Interesting questions arise.Does integrative mechanism similar to the secondary word stressing functions on a higher speech level? Do the phrase stresses and delimitative contrasts influence the word stresses?We carried out the following experiment to throw any light on these questions.

\section*{2.EXPERIMENT2}
2.1. We analysed acoustically one dialect text, a story told by one old illiterate, to reveal the prominence relation between primary and secondary word stresses in connective speach.

The analysis shows that there are some secondary stressed words which do not fall into the considered pattern. With these words the secondary stresses are more prominent than the primary ones; 4

The primary stresses are like shifting backwards . Very often the post-stress vowels are elided:

In these cases lowering of \(f_{0}\) and pitch fall is observed on the primary stressed vowel and lenghtening of the secondary stressed vowel.The primary stresses are like deleted by the secondary ones.
We traced the phonetic context of these words.They occur mostly in the middle of the phrases and are regularly followed by pauses.It is interesting that these words have a pitch pattern different from the one tipical for mid sentence clause breaks.The pitch falls after peak on the secondary stressed syllable.We have to answer to the question which type of pauses change the prominence of the secondary stresses and why.To reveal the function of the pauses in the considered text we carried out the following test.
2.2.A groupe of 50 native speakers (17-19 years old pupils) were asked after having listened to the text to note the perceived pauses and their lenght on the transcription forms ,listening to it a second
time. This time the text was listened to in pieces for making easier the marking of the pauses.. Each piece was recorded together with its proceeding one .We transcribed the text without using capital letters and punctation marks.After having noted the pauses listeners were asked to put down the punctation marks.In Bulgarian orphography commas indicate phrase boundaries in sentences. Some of the results we shall discuss.
-The text consisting of 52 predicatives was devided into 5 to 25 sentences.. Only 3 full stops are noted by 45 listeners. -The number of noted pauses is quite great.It vary from 31 tol08.38 listeners note short pauses which does not exist in reality. The position and the number of these pauses vary .Most of these pauses coincide with commas or full stops.
-The noted punctuation marks are less than the noted pauses. Most of the punctuation marks do not coincide with pauses.
The comparison of the test data with the data of the acoustic analysis shows the following.
-21 of 57 objective pauses,are proceded by pitch tipical for mid sentence clause breaks.,17of them are proceded by secondary stressed words with most prominent second stress. 28 of objective pauses do not coincide with punctation marks. These pauses will sign as Pr.
-15 of the objective pauses and almost all non-existing in reality pauses are proceded by steep \(\mathbf{i}\) and \(f_{0}\) fall,tipical for phrase final.They usually follow the \(f\) and \(i\) peaks of the phrase accent .The final position is tipical for it.These pauses will sign as Ps.
The syntactic analysis of the text shows that the phrases are connected usually without conjunction or with the compound conjunction /i/ and.The string of compound connected phrases follow the time sequences of the predicative actions.The syntactic relation between such connected phrases often are complex but they are not manifestated lexically.This is. may be the reason the listeners to run into difficulties deviding the text into sentences.The other reason is may be that the phrase boundaries are not well diferentiated prosodically. 38 of 52 phrases are not limited by objective pauses.Pr pauses interupt the phrases. They occur periodically, in most cases after the verbs or some adverbs indicating the time sequence of phrase actions.These pauses have more rhythmic function then syntactic one.The periodical alternation phonation:pauses (objective and only subjective) integrate rhythmically the phrases in the text. When \(\operatorname{Pr}\) pause follow secondary stressed word it increases the prominence of the second stress depressing usually the prominence' of the
primary one by causing the elision of post-stressed vowel .In terms of the theory of metrical grid Pr pause can be considered as a group of syllent syllables. It make secondary stress more prominent than some primary ones subjoining secondary stressed word .The rhythmic role of this second stress is change.It probably function not only on a basic beat level with or instead of primary word stress but on a higher metrical level.The final syllable of non-secondary stressed words,proceding Pr pauses, is a srart of an upward glide of pitch. In these cases \(\operatorname{Pr}\) pause can be consedered as point of expected pitch change. The words can be supposed to get a silent secondary stress.The secondary stresses proceded Pr pauses have a connective function. They probably function on a intermediate metrical level which can be supposed to exist between the main word stresses and the main phrase stresses levels.

1]Karlova,R.,Vodenicharov,P.,Nic olova, V.,Hristoska
I.,(1990),"Psiholingvistichno izsledvane na rechévia ritam na edin balgarski govor",Ezik i literatura, 1,12-16.
[2]Lehiste,I.(1973),"Rhythmic units and syntactic units in production and perception",IASA,54,5.
[3]Selkirk ,E.(1984),"Phonology and Suntax:The relation between sound and structure",MIT Press.
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\section*{ABSTRACT:}

The ton plays a very important role in the Vietnamese language and manifests under form of 6 accents. So, for example, from the vowel a, there are the pronuciations marked as follow: a, à, á, à, ả, ạ. We have realized the digital analysis for theses tons: the analysis by the synthesis and by the inverse filtering. Theses analysis gives the mesures of tons's parameters in the the most exact manner.

\section*{1. TONS.}

Les faits prosodiques de variation de hauteur en Vietnamien sont utilisés non seulement comme intonation mais aussi comme agent differenciatif de la syllable, ayant la même fonction distintive qu'une voyelle ou une consonne. Dans cette fonction, on parle de "ton". Les tons jouent un rôle très inportant dans la langue vietnamienne et se manifestent dans l'ecriture sous forme des 6 accents. Ainsi, par example, à partir de la voyelle ' \(a\) ', il y a des prononciations dérivées marquées comme suit: \(\mathrm{a}, \mathrm{a}, ~ a ́\), à, à, ạ.

Dans la réalisation des tons, la valeur absolue de la fréquence \(F 0\) varie avec le sexe ou l'âge du locuteur, mais
l'ecart, la valeur relative entre plusieurs tons successifs restent les mèmes d'un individu à un autre.

De nombreuses études sur les tons vietnamiens ont eté faites par plusieurs auteurs du monde au point de vue phonétique et par des moyens électroniques analogiques; (ainsi ces moyens ne donnent pas les résultats exactes). Parmi eux, c'est le problème de mesure et de mis "en image" des parametres (les formants, les bandes passants et \(F 0\) ), c'est à dire de rendre visible de 6 tons. L'implantation logicielle sur un systeme de traitement du signal numérique à l'Institut de la Communication parlee de Grenoble, France [1] nous a permis de développer des mesures beaucoup plus performantes. Pour avoir de "bonnes images" des paramètres des tons, la méthode de "l’analyse par la synthèse" avec le synthéstiseur de formants numériques fonctionnant en temps réel a été choisi [1]. Ce synthétiseur a 5 résonateurs connectés en paralelle. Nous pouvons donc éditer leur parametres pour que les spectres du son naturel et du son synthetique soient assez identiques. D'autre part, la source vocale du synthetiseur a la forme assez proche de l'onde glottique de l'homme [1, 2, 4] doncla forme du signal synthétique est aussi assez proche celle du signal naturel.

Un filtre inverse composant de 4 filtres anti-résonateurs (F1, F2, F3 et \(F 4\) ) avec les fréquences et les bandes passantes correspondant aux paramètres du synthétiseur ont ete applique au signal naturel. F5 (en haute fréquence) n'est pas necessaire. A la sortie, nous pouvons obtenir le signal glottique dérive qui est caractérise par un retour à zero de manière rapide (figure 2). Ce retour brusque joue un role important non seulement dans la source et dans la perception mais aussi dans la
de la fréquence fondamentale F0 d'une manière très exacte. Rappelons que la mesure des para- metres du signal glottique (naturel ou non derivé) devient difficile car le signal est proche de zéro aux moments significatifs acoustiques.

La figure 3 (voir les 2 derniers pages) se compose de signals (en haut), des formants et des bandes passantes (au milieu), et de F0 (en bas) en fonction du temps, du résultat d'analyse de 6 tons pour la voyelle ' \(i\) ', sur l'écran de l'ordinateur. On fait les


Figure 1: L'analyse par la synthèse et le filtrage inverse.
mesure


Figure 2: Le signal glottique derivé du son naturel (en haut) et celui synthétique (en bas).
remarques suivantes:
+ les formants et les bandes passantes des tons sont assez identiques, cela veux dire aussi qu'ils ne decident pas de l'effet des tons.
+ le changement (relatif) de FO est tout à fait different de tons. On peut dire que F0 joue le role décisif pour les tons.
+ lallure de FO:
- le ton 0 ou le ton neutre

F0 change très peu.
- le ton bas-descendant

F0 decend
- le ton haut montant

F0 monte
- le ton decendant - montant (i)

F0 decendant - montant
- le ton
F0 de ce ton est le plus complexe.
- le ton bas glottal au debut, F0 descende légèrement et ensuite, elle tombe rapidement.

\section*{2. TESTS PERCEPTIFS.}

En fonctionnement en temps réel, nous avons réalisé des tests perceptifs pour les tons.

\section*{Test 1:}

Un signal de ton neutre a été synthétisé avec \(\mathrm{F} 0=\) constant. Ensuite nous l'écoutons et trouvons qu'il est tout à fait marque 'synthétique'. Cela veut dire que pour le ton neutre (ton 0 ), malgré des changements très légèrs (environ \(4-5 \mathrm{~Hz}\) ), le changement de F0 joue un role important pour garder l'effet naturel.

\section*{Test 2:}

Nous trouvons que le ton i a deux periodes de F0: F0 decendant et F0 montant. Une question se pose: Est-ce qu'on obtient le ton i en juxtaposant le signal de ton ì et le signal de ton í. La reponse est positive. Cela montre l'eflet de masquage entre les tons: il faut avoir un temps nécessaire pour séparer deux tons. Si- non, avec deux tons differents, on obtient le troisième ton.

\section*{Test 3:}

En décalant la fréquence fondamontale F0 d'un constant pour chaque ton, nous écoutons le même ton mais la perception du sexe se
change. Nous trouvons que dans la réalisation des tons, la valeur absolue de la fréquence F0 varie comme le sexe ou l'âge du locuteur et c'est l'écart, la valeur relative qui decide le ton.
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Figure 3. 1 "image des signaux, des formanis, des bandes-passantes et de FO pour les 6 tons de la voyelle i: i,i,i
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RḰSUMÉ :- ABSTRACT: FUNCTIONAL COMAUNICATION PERSPECTIVE AND PROEMINENCE
- The present paper attempts to show that the word order /WO/ is not determined by the order of thought. The theory of Topic-Comment Articulation is not relevant to the theory of FCP /Given-New distinction/. The syntax schould not be excluded from examination, but first and foremost attention schould be paid to PROEMINENCE, to various types of "stress", emphasis, rhythm, pause ..., characteristic tonal structure ... trunceted utterances, eilipse ...
1. IA PFC ET LA SYNTAXE - L'énoncé se réalise dans un cadre contextuel/la linguistique "structurale" ou générative s'étaient édifiées à partir de l'idée chimérique qu il était possible de décrire les phrases indépendamment de leur contexte d actualisation/.
- La plupart des générativistes et la majorité de nos précurseurs pragois ont considére, le plus eouvent, des énoncés réalisés par une proposition a deux ou plusieurs membres/cf., après H. Weil, 1844, 187, 197, 107. On envisage une division bipartite/theme - rhime, point de départ - terme daboutissement, sujet logique - prédicat logique, theme - predi-
 ou tripartite: thème - élément de transition - rhème [4]; attitude ingénue. - I ordre des "mots" ou, mieux, 1 ordre des fonctions syntaxiques ou syntaxico-sémantiques \(, 167,1117\), est souvent considéré comme une construction syntaxique privilégiée susceptible de signaler le theme et le rhème de \(16-\) nonce. Ainsi en fr., p. ex., les mots représentent le sujet grammatical, placés en tete de la proposition, expriment souvent le theme, alors que le rheme devrait figurer a la tin de la proposition. C'est une tendance, non pas une loi /7/.
- On evoque aussi les conetructions comme \(c\) est \(\cdots\) qui/que: 16\(]\), p. 107 - 108, la disIocation: ibidem \(p\) 108-110, les constructions impersonnelles:. 167 , p. 111, le jeu des prédéterminants nominaux articles, possessifs: ibidem p. 112; /47; les pronominalisations 177 , p. \(91,92 \ldots, 1 e\) presentstif 167 , p. ilo, 114, la diathese et les variantes de la voix passive: \(167, p\). 102-106, 1es constructions avec le sujet on: A27 p.233, 235, certaines oppositions ou ímplications sémantíques: A67, po 110 , \(114 \ldots, 1\).... 1 o oppositions indicatif've. subjonctir: /37....
- Rappelons quil peut 5 a-
oir des épisémions entièreent rhématiques/qui répondent a la question "Que se passe-t-11?n : 167 , p. 102./
2. LA PROÉUINENCE
2.1. Il est assez étonnant de voir combien les auteurs traitant de la PFC négligent le facteur suprasegmental. - En réalité, dans lordre de 1 oral/pourtant cher aux Pragois/, le rheme est marqué par un indice privilégie, ls proéminence.
- La PROENINENCE/terme de D. Jones, d'H. Rigault .../ est un phénomene complexe: intensité, accent dinsistance, courbe mélodique, modifications articulatoires /quantité et qualité des sons m/ - La proeminence porte en principe sur une unitéSIGNIFICATIVE /v. quand meme, intra, 2.4/.
- Elle est toujours présente, alors que 1 ordre des "mots", la position "gauche" /du theme/ ou "droiten /du rhême: cette terminologie, tres en vogue chez les distributionnalistes et, partant, chez de nombreux auteurs pragois ou français contemporains et autres, n est pas adéquate pour 1 ordre de loral ou il sagit d une succession, présentetion de la matiere sonore dans le temps, et ne convient pas pour les considerations d ordre général, étant justifiable pour certains types deeriture seutains types d ecriture seu être revalorisé par un indice privilégié, la PROEMINENCE, toujours pertinente. Dans cette fonction, 1 ordre des "mots" peut donc être redondant.
- Les auteure qui voudraient contérer à 1 ordre des mots le privilege absolu, comme racteur quasi unique de la PFC, en viennent jusquà arfirmer que le fr. ou 1 anglais ne soient pas sensi-
bles aux exigences de la FFC 157.
- Les slavisants exagèrent souvent le caractere "libre" de 1 ordre des mots en tchéque. Apres H. Paul, F. Trápnicek avait pourtant montré que 1 ordre des mots en tcheque \(n\) est pas "libre" sans limitations /187.
2.2. Proéminence et texte versifié
- ,Dans un texte versifie, 1 'accent, en contradiction avec les ręgles de la métrique régulière, peut frapper la syllave initiale ou plusieurs syllabes successires en Ir., si ces syllades sont le support physique de ls proéminence, réclamée par la PFC: VA, SERS, et me laisse en repos \(7 \mathrm{Rac} \cdot \sqrt{\text { r }}\). 157. - Un seul pied est quelque fqis réservé à lintérieur dun vers pour les élements mis en relief, en particulier, pour le rheme: C est ainsi que peut être isole, p. ex., un substantif en fonction d'apostrophe ou une apposition: v. [15], p. 20. La proéminence se menifeste ici souvent aussi par la cadence relativement plus lente, evec laquelle on lit la séquence mise en relief dans un vers court.
- Dans un texte versifié, le - Dans un têxte versifié, du theme par un enjambement, donc par une PAUSE. I opposition entre la syntaxe et la métrique est tranchée ici au profit de la métrique et au profit de la metrique 147 \(2 . j\) Le cas de la négation - En français familier, on voit s'affaiblir et méne disparaitre le segment antéposé et non accentué du signifiant /dénotant/ discontinu de la négation /par lequel la négation s exprimait en latin: non \(>\) ne \(>\varnothing /\). c'est la constitution des groupes rythmiques dens lesquels la derniere syllabe de
chaque groupe est forte, qui explique en partie d'abord la double négation, puis la reduction du aignifient antéposé de la négation: mais avant tout, \(c\) est le caracte. re rhematique de son second élement, qui a permis un écrasement phonétique de la partie redondente du signifiant discontinu de la négation dans le langage populaire et familier. V. 137 . 2.4. Le cas du zéro linguistique
- Dans certains cas, le zéro entre dans la relation paradigmatique. Dans une réponse affirmative ì la question Tu /ne/ manges /pas/? e rheme est arrimation". Il suffit de dire oui ou Si. Dans la réplique possible Je mange, le noeme "action de manger" est redondąnt, il est thématiçue, et cest uniquement "affirmation", "exprimée" par le désignant zéro/par opp. a ne - pas qui est rhématique. le verbe Je mange.
sert ici de support al arfirmation impliquée. Le rhème de la réplique est désigne par un zéro dans la structure sonore! Manger a, dans ce type de réplique, u, ne fonction communcative impropre, Je mange est donc dans le cas donné le "substitut" de 1 "affirmation", lo proéminence est portée par le support physique du substitut du rheme!, dans la mesure ou ce substitut permet la réalisation de 1 ac cent.
2.5. Ellipse, phrasilion et la PCF
- Dans le cas limite, la proeminence contribue à conserver dans la structure superficielle l essentiel/le
désignant du rhème/, les é-
lements facultatifs pouvant
etre supprimés, à savoir
quand
2.5.1 1 'élément rhématique
non lie contextuellement, \(p\).
ex. un énoncé exclamatif, une interjection...., constitue
o lui seul l'épisémion /élé ment non propositionnel,
phresillon marqué par la proéminence/ - ou,
2.5.2 quand 1 élément rhématique est lié contextuellement dans un discours, texte alterné produit collectivement: 67, p. 197, p. ex. dans un replique. V. \(17 J\), p. \(56,57\). 3. CONCLUSIOM
3.1. Nọtre enquête dément donc 1 opinion répandue, simpliste et erronée, basée sur le principe de la ayntaxe linéaire, sur le role primordial de 1 agencement syntaxique fordre des "mots", etc., permutations linéaires des'élément \(8 /\) dans la signalisation de la PFC.
3.2. L suteur de ces lignes été très sensible au propos de M. Peter Blumenthal 17, p. 3, selon lequel à Sabryula "revient le mérite d avoir le premier applique les principes des linguistes pragois à la syntaxe du franais". Mais une petite rectification s impose: I auteur de cette contribution reclame le mérite de s'etre oppoaé à l application dogmatique et rigide du principe de linérité, a l explication de la PFC par des orgies syntaxiques, auxquelles se liVrent certains genérativistes /leur initiative, dans ce domaine, est assez tardive/ et, dans le cogdre d'un structuralisme de 1 "expression", très linéaire, certains auteurs de Prague et d,ailleurs. - La phrase n est pas le niveau privilégíe de I' analyse. La fonction 1 emporte sur is forme. Les moyens PROSODIQUES désambiguisent les fonctions communicatives des segments linéaires /et du zéro linguistique/.
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SYMMETRY AND ASYMNETRY IN MUITI-DIMENS IONAL PRO-
SODIC SYSTEM AS CUES OF TEXTUAL EXPRESSIVENESS
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\section*{ABSTRACT}

The paper presents the results of experimental phonetic research carried out with the purpose to examine symmetry and asymmetry in the multi-dimensional prosodic structure of expressive texts.
1. INTRODUCTION

Research in discourse analysia and text linguistics during the last decade has shown that information is rendered and received in real speech acts-texts. The text is a well organized linguistic system containing conceptual and expressive meaning. The polysemantic term "expressive" is used here to denote the author's intention to portray speakers emotions with different language devices.

A textual level of investigation enabled us to treat prosody as a system. One of the main properties of any system is its structural symmetry \(/ 2,3,4 /\).

Symnetry is understood here as the general feature of material world reflecting the symmetrical arrangement of the parts of the structure, balanced proportions, correspondence in size, ahape, and relative position.

Asymmetry is the opposite of symmetry. However, it is important to understand that the one cannot exist without the other. This is so because in every existing object, during its growth the balance of its parts is violated.

The present paper discusses some new aspects of intonational theory: aymmetric and asymmetric features of multi-dimensional prosodic system are explored.
2. SPEECH MATERIAL AND

SUBJECTS
Textual prosody was studied here on the statistic data obtained from phonetic experimental investigation of more than 100 expressive and corresponding neutral texts recorded by 20 subjects who were native apeakers of English, Russian and Ukrainian. These texts expressed the fourteen most frequently observed positive and negative emotions: joy, sorrow, anger, fear, despair, threat, surprise,
shame, offence, contempt, suspicion, irony, approval, rebuke. The original speech signal was instrumentally analyzed with the help of the Visi-Pitch and IBM speech program:, Sona-Graph of the Kay Elemetrica Corporation. For evaluating the average data standard methods of mathematical statiaties were applied (t ratio, Student's \(t\) and correlation coefficients; caloulations were done with the. help of IBM program "Lotus"
3. DATA ANALYSIS AND RESULIS
This report generalizes from the results of a longterm investigation carried on by the auther. Our previous investigation/1/ proved that information about emotions cemes over multiple channels: by lexical cues, grammatical structures and prosodic indicators. These levels of linguistic analysis are closely interconnected. Expressive speech prosody is described as multi-dimensional syatem characterized in terms of symmetry and asymmetry of its variable components: fundamental fre iuency, intensity, duration and apectral composition.

The statistical analysis of these main acoustic characteristics ahows that a greater symmetry is observed within a temporal iramework of the given texts. An act of speech is regularly time-oriented. Speech arrangement in time is related
to the specifically regulated nature of acoustic signals. The regular symmetric feature of the temporal structure of expressive
texts can be observed in
the equality of the mean
syllabic duration of opening and final phrases (see table 1).

Table 1
The mean syllabic duration of opening and final phrases in expresaive texts in English


This regularity is broken in highly emotional texts. Fer example, the mean syilabio duration of an opening phrase, expressing high degree of despair is 357 ms while in all the other phrases it varies Irom 150 to 240 ms .

Symmetry of the temporal structure of the text can also be found in the proportion between total text duration and pauses. Table 2 presents the volume of pauses in \% in the texts pauses in \% in the texts expressing the ebove-men-
tioned 14 emotions and the corresponding neutral ones.

Table 2
The volume of pauses (\%) in expressive and correaponding neutral texts
\begin{tabular}{|c|c|c|}
\hline \multirow[t]{3}{*}{Emotions expressed in the texts} & \multicolumn{2}{|l|}{Volume of pauges (\%)} \\
\hline & emotion- & neutr- \\
\hline & al texts & al
texts \\
\hline joy & 42 & 40 \\
\hline sorrew & 42 & 40 \\
\hline anger & 48 & 33 \\
\hline fear & 45 & 36 \\
\hline despair & 46 & 41 \\
\hline threat & 41 & 27 \\
\hline surprise & 41 & 39 \\
\hline shame & 38 & 14 \\
\hline - ffence & 49 & 41 \\
\hline contempt & 44 & 14 \\
\hline suspision & 47 & 28 \\
\hline irony & 45 & 30 \\
\hline approval & 41 & 32 \\
\hline rebuke & 43 & 33 \\
\hline
\end{tabular}

The ifgures in the table show that the regular symmetric feature of expressive texts can be also observed in the equality of the volume of pauses. The oorreaponding neutral texts de not reveal such aymmetry.

The obtained data auggeat that there ia a principle of symuetric compensation in speech prosody: When the degree of symmetry decreases on one structural level it increases on another. Spectregraphic measurements of formant irequencies support this principle. A shift of \(\mathrm{F}_{2}\), \(F_{3}\), and \(F_{4}\) into higher regiens along with the more complicated atructure of their harmonics, a constant increase of the total formant energy of the nuclear vowel oceurs at the expense of the decrease of formant onergy of unstresmed ayllablea. Spectre-
grams of neutral texts revealed more symmetric regularities: weli-definied formant atructure during formant atructure during

The quantitative analysis of the intensity of expressive text prosody demonstrates this principle too: a decrease of energy in one section of the text in one section of the tex crease in another. These changes of energy in expressive texts are closely connected with the changes in the degree of emotional tension. A gradual increase of the total energy to the end is observed in the texts, expressing active emotions, i.e. anger, threat, irony, suspicion, rebuke. For exmple, in the emotional text expressing all shades of auger - from irritation to rage - the relative intensity of the utterances is: 1,\(24 ; 1,39\); 1,83; 2,06; 2,41. The decrease of total energy occurs in the texts expressing passive emotions, i.e. sorrow, offence, shame. It appears probable that the agymmetric distribution of energy in expreasive texta have to be often specilied for certain changes of emotions in them. In contrast, the unexpressive texts are the unexpressive texts are characterized by symmet
distribution of energy.

The symmetry' of the me lodic structure of expressive texts is found in the similarity of its shapes. However, in highly emotional texts numerous asymetrically arranged variants are observed. This is due to the dynamic changes of emotional tension, which in turn leed to changes in pitch movement.

\section*{CONCLUSIONS}

The textual level of analyais has revealed the multi-dimensional nature of the symmetric prosodic space in which the compensatory diatribution of prosodic features is taking place. However, the obtained results seem to demonstrate that symmetry of the multi-dimensional prosodic syatem is no more than an ideal form of the actual asymmetric acoustic features.
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\section*{ABSTRACT}

We know from previous studies that inserting speech pauses at the end of coherent word groups, but not in any other positions, improves the intelligibility of low quality speech. The present study examines the effect of several pausing strategies on the acceptability, rather than intelligibility, of low quality speech for listeners who either did or did not know the verbal contents of the message beforehand.

\section*{1. Iniroouction}

Our research started from the assumption that speech pauses may help the listener to decode the incoming message. In earlier reports \([5,6]\) we studied the effects on word recognition in connected speech of four different speech pausing strategies applied to low quality diphone synthesis of Dutch sentences. Melodically and temporally well-formed pauses had been inserted in long sentences at more or less regular intervals. Subjects listened to each sentence twice (in order to reduce memory load), and were asked to fill in all the content words they had recognised on their anser sheets. In the answer sheets all the function words had been printed beforehand, interspersed with underlined blanks, one for each content word to be filled in. About \(50 \%\) of the blanks were filled in correctly after listening to a sentence once, another \(30 \%\) was added after hearing the
sentence for the second time. At first sight, the effect of synthesizing pauses in the utterances facilitated word recognition only marginally: when taking the condition without any pauses at all as a base line, percent correctly filled in blanks was raised significantly, but no more than by 4 percent on average, as a result of inserting pauses at prosodically motivated boundaries (I and Phi-domain boundaries; cf. [1,3]). However, when pauses had been inserted before important content words (mimicking a speech pausing strategy of certain experienced broadcasters), no significant improvement was significant improvement was obtained relative our baseline
condition. When speech pauses had condition. When speech pauses had
been inserted by a fixed rule after every sixth word, irrespective of grammatical structure or of the communicative importance of the word, the subjects' performance was significantly poorer than in the baseline condition.

The differences between the conditions were larger ( 8 percent improvement re. baseline), however, when we considered the effects for monosyllabic words only. The results revealed that the recognition of monosyllabic words, but not of longer words, was facilitated by the insertion of grammatically motivated pauses ( 3 to 4 percent improvement re. baseline).

This interaction between pausing and word length is predictable from what we know about word recognition in connected speech (cf. [4]). Longer words are
usually recognized before the final sounds belonging to the word's acoustic make-up have reached the listener. For instance, the word elephant can be recognized when only the sound sequence corresponding to eleph has been heard: there is no other word in the English lexicon than elephant (and its derivations) that begins with this sound sequence. The final portion of longer words is lexically redundant. This means that, in connected speech, the listener can predict exactly where a new word will start, thus reducing the number of competing recognition hypotheses. Short, monosyllabic words, however, cannot be recognized with certainty until at nized with certainty until at least some of the following
context has been heard: mono syllables can very often be the first syllablle of a longer word (cf. cap - captain; cat - caterpillar, etc.). Therefore the number of competing parses for a sequence of monosyllabic words is typically greater than for sequences of polysyllabic words, with better word recognition performance for the latter type [5]. The difference between monosyllabic and polysyllabic words will increase when the average number of competing parses is raised, as happens in poor quality speech. In such cases, word segmentation ambiguity can be reduced by inserting speech pauses, which always occur at word boundaries. Moreover, if the pauses are inserted at grammatically motivated positions, they contain not only information on word boundary location, but also reveal part of the grammatical structure of the input sentence.

In the present experiment we wished to study the influence of the various pausing strategies on acceptability, rather than on word recognition. Conceivably, frequent interruption of the utterance by conspicuous and time consuming pauses - even if conducive to better intelligibility - may be distuptive and annoying to the
listener.
Furthermore, we reasoned that one may expect different acceptability results when the listener knows the text beforehand, than when the text is new to him. If in the latter case the pauses do indeed help the listener to resolve ambiguous word boundaries and recognise the grammatical structure of the sentence, he will gladly pay the price of having to put up with the time delay. However, when the listener is familiar with the message, pauses are not needed, and will sooner be felt as a nuisance, We therefore predict that frequent pauses, especially when they do not contribute to word recognition, will be negatively valued by the listener. However, in novel utterances, which are difficult to understand, pauses that increase intelligibilty will be positively valued.

\section*{2. METHOD}

Seven Dutch sentences, each 36 words and 68 syllables long, were selected from the stimulus material used in the earlier intelligibility test [6]. These sentences had been concatenated from severely quantized diphones with a resulting speech quality that was equal to that of the Philips MEA8000 formant synthesis chip, and were given appropriate intonation contours. pauses were 200 ms long, marked by a pitch fall B (cf. (2]), and preceded by a \(40 \%\) lengthened syllable. This means that sentences with pauses lasted longer (by some 250 ms for each pause) than sentences without any pauses. We took the precaution of creating an extra stimulus condition without pauses with a slower speaking rate so that the overall duration here was equal to that of a sentence with pauses inserted. Suspecting that a melodically marked boundary could be counterproductive in the middle of a productive in the middle of a
coherent phrase, we added a sixth condition in which speech pauses before important content words (as
in condition 4 below) were not accompanied by the boundary marking pitch movement. The six different boundary marking conditions are listed below:
1. No pauses, no adaptation of speaking rate.
2. As condition 1 , but with speaking rate slowed down so as to make the duration of the utterance equal to that of versions with pauses.
3. Six pauses inserted at fixed intervals (after every sixth word), disregarding any structural considerations.
4. Six pauses inserted at more or less regular intervals, but always immediately preceding important content words; these pauses did never occur at the end of an intonation domain (I) or of a phonological phrase (Phi).
5. As condition 4, but with pauses marked temporally only (no boundary marking pitch movements were executed).
6. Six pauses interserted more or less regularly, but always at the end of an I or Phi domain.

The full set of 7 (lexically different sentences) * 6 (pausing conditions) \(=42\) stimuli, preceded by 6 practice stimuli, were presented to two groups of 60 listeners. The first group had taken part in the intelligibility test described in section 1 , immediately prior the present test. Each of these listeners had heard the sentences twice before; also, they had printed versions of the stimuli before them. The stimulus material should therefore be perfectly intelligible to this group of prepared listeners.

The material presented to a second group of 60 unprepared listeners who had never heard the sentences before. In this group each listener heard each of the 7 lexically different sentences only once, with maximal variation of pausing conditions within subjects.

All listeners heard the stimuli over headphones, and rated each
sentence along a 7-point acceptability scale, where 1 stood for 'very unpleasant to listen to' and 7 for 'very pleasant to listen to'.

\section*{3. RESULTS}

The results are presented in Table I.

Table I: mean acceptability score broken down by type of listener (prepared vs. unprepared) and pausing condition (1 through 6, see text); in parentheses the number of reponses.
\begin{tabular}{l|c|r}
\hline & \multicolumn{2}{|c}{ LISTENER TYPE } \\
\hline PAUSING CONDITION & prep. & unpr. \\
\hline 1. no pauses & 4.7 & 4.4 \\
& \((120)\) & \((10)\) \\
2. as 1, but & 4.6 & 4.2 \\
slowed down & \((120)\) & \((10)\) \\
3. pauses after & 2.7 & 3.5 \\
every 6th word & \((120)\) & \((10)\) \\
4. pauses before & 2.6 & 3.3 \\
imp. cont.words & \((120)\) & \((10)\) \\
5. as 4, but no & 3.1 & 3.7 \\
pitch movement & \((120)\) & \((10)\) \\
6. pauses at word & 4.1 & 4.3 \\
group boundary & \((120)\) & \((10)\) \\
\hline
\end{tabular}

When the listener knows the text beforehand (prepared), the condition with no pauses at all, no matter whether speaking rate is slowed down (cond. 2) or not (cond. 1), is rated most favorably. Pauses at the end of word groups (cond. 6), though still above the middle of the scale, are rated less favorably. Considerably lower ratings are obtained for the three remaining conditions.

When the listener is unfamiliar with the message and intelligibility is therefore poor (unprepared) the results are rather different The differences between the six pausing conditions are less extreme, although the relative ordering of the six conditions is hardly changed. Crucially however.
the condition with pauses at grammatically motivated locations (cond. 6) is now rated in between the two conditions with no pauses at all. Moreover, condition 6 is rated more favorably in an absolute sense by unprepared listeners than by prepared listeners. since condition 6 was already rated above the middle of the scale by the prepared listeners, the improvement runs counter to the general tendency of unprepared listeners to regress towards the middle of the rating scale.

A classical ANOVA with listener type and pausing condition as fixed factors shows significance for pausing condition and for the pausing*listener type interaction. Newman-Keuls tests for contrasts ( \(\mathrm{p}<.05\) ) show that conditions 1 and 2 do not differ from each other with prepared listeners; conditions 1,2 and 6 do not differ from one another with unprepared listeners, as do conditions 3, 4 and 5.

\section*{4. canciusian}

Listeners evaluate the presence of speech pauses differently depending on the intelligibility of the stimulus. When they do not need the speech pauses in order to decode the message, all pauses, whether placed appropriately or not, are considered a nuisance. However, when the listener is not familiar with the text, and therefore needs the speech pauses in order to decode the message, one type of pausing is evaluated as positively as not pausing at all.

We now know that in the normal situation when the listener is unfamiliar with the message, e.g., when hearing a news broadcast, pauses inserted at the end of coherent word groups, and only these, help word recognition in continuous speech of low quality. Moreover, listeners do not judge the presence of such pauses unpleasant, even though the input speech is interrupted quite freguently. We therefore generally
recommend pausing at grammatical boundaries (but nowhere else) as a means of improving the intelligibity of low quality synthesis of continous speech.
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ABSTRACT
This contribution illustrates applications for a structured analysis method of phonemic transcriptions. The analysis method is based on a morpho-syllabic automata which models the language word structure, and identifies a set of phonological units on a functional basis. Statistical analysis of the structured transcriptions permits definition of a Stochastic Phonotax, representing the phonotactical constraints strength, and allowing a probability value to be ascribed to phonemic sequences, to be related to their articulatory complexity and the information they carry.

\section*{1. INTRODUCTION}

Phonemic transcriptions usually account for the representation of phonotactical constraints only from a contextual variations point of view, quite disregarding the timing and microprosodic aspects of the phonetic realization. A proper description of these phenomena should account for their relationships with the syllabic structure and constraints of the language. The results illustrated in the rest of the paper rely on a structured phonemic transcription method [1], [2] which explicitly accounts for the syllabic, stress and inflectional structures of words. Analysis of these transcriptions allows investigation of the phonotactical constraints embedded into the considered structures.
As a first result, the structural analysis defines a set of phonological units given by the original phonemic labels plus a set of three indexes reflecting their functional role in the model. These units will be indicated as Structured Phonemic Units (SPU). The
acoustical correlates of the SPUs can be investigated by automatic analysis of a speech corpus for which the structured transcription is available [3].
Acquisition of the inducted phonotactical constraints, together with their strength, is accomplished by gathering the statistics of the SPU pairs occurrence within a collection of structured transcriptions. The SPUs transition probability matrix define a Markov Source which has been called a Stochastic Phonotax [4], and which is an automaton whose states deal with the SPU phonemic label and are connected by a probability-weighted set of transitions.
The applications of the stochastic phonotax as a powerful phonotactical representation level are various. It can act as an acceptor automata for known phonemic sequences, ascribing them a probability value without any knowledge of the existing words frequency, only on the basis of the frequency of the SPU pairs it contains. In this sense, it can give some insight about the relationships between consonant clusters articulatory complexity and their frequency of occurrence. This relation can be further evidenced if the information carried by each phoneme of a string is evaluated, so that its periodic fluctuations due to the morphosyllabic structure of the language is evidenced.
A short review of the practical applications of the phonotactical knowledge acquired through the model is given at the end of the paper, as for automatic speech recognition and speech synthesis segmental quality evaluation.

\section*{2. The Syllabic Model}

As the steps required to obtain an SPU


Fig. 1 - Transition Diagram for the intrasyllabic index defining SPU and FAUs
transcription of texts have already been fully exposed earlier [1][4], only a short review is made here.
The SPU transcription process starts from a syllabified phonemic transcription of texts, which is parsed according to the states of a morpho-syllabic automaton, resulting in the labeling of each phoneme with a set of three indexes which indicates their functional role within the considered structure. Fig. 1 shown the transition diagram for the intra-syllabic index, it being improved with respect to previously adopted ones [1].
A vowel falling in state number 2 is the first phoneme in the syllable to which it belongs, and states 4,7 and \(B\) indicate respectively that the syllable begins with one, two, or three consonants. In this way, the nature of the final consonant cluster of closed syllables will depend on the length of the initial consonant cluster. The other two indexes considered are related to the stress and intersyllabic structure, reporting if the syllable follows the lexical wor stress (or not), and about the ordinal number of the syllable to which the phoneme belongs.
An SPU transcription has been obtained over a 12543 -word long text corpus, covering several areas, such as novels, newspapers, and textbooks. After a statistical analysis of the SPU pairs frequency of occurrence, a Stochastic Phonotax made of 780 states and 3773 transitions has been built, on which the applications described in 4 and 5 are based.
3. Phonetic Characterization The first two functional indexes which make the SPU definition, namely the intrasyllabic and the stress ones, naturally identify a set of Functional Allophonic Units (FAU) [5] for the phonemic alphabet considered. The effects of the functional role of a phoneme on its phonetic quality can be investigated by automatic methods. In particular, [3] reports about an acousticphonetic decoding system, in which vowels are differentiated, on the basis of their FAU class, as stressed or not, in open or closed syllable, or at word end; the consonants are mainly differentiated as being pre-vocalic or pre-consonantic. Some of the phonetic correlates such as duration and typical spectrum of the FAUs are given in [3].

\section*{4. Phonotactical Exploitation} In the following will be reported some evaluations of the phonotactical knowledge captured by the Stochastic Phonotax. First of all, let us examine Fig. 2, where its conditional entropy [2] is reported, as function of the syllable ordinal number and stress relative position, representing the \(\log _{2}\) of the average number of outgoing transitions for the equal-indexed phonotactical states. As expected, word endings are much more predictable than word roots, and post-stress syllables bring a quite constant (small) amount of information. A similar plot is given in fig. 3, where the conditional entropy is plotted as a function of the intra-syllabic index. Finally, fig. 4 gives the constraining power of phonemes when they follow the lexical stress or not.
As the Stochastic Phonotax may also serve as an acceptor automaton for unknown words, each phoneme pair of new words is scored with a probability value, so that their product is an estimate of the word probability. The \(-\log _{2}\) of the word probability, once divided by the (phonemic) word length, gives an indication of the average word complexity. In fig. 5 a short list of words is ranked according to these two criteria. Moreover, fig. 6 shows the behaviour of the \(-\log _{2}\) of the SPU conditional probability (e.g. the informative value of the new SPU) for the


Fig. 2 - Phonotax conditional entropy as a function of the syllable number
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Fig. 3 - Phonotax conditional entropy as a function of the intra syllabic index


Fig. 4 - Phonotax entropy for the phonemes as a function of the stress relative position
same list of words. As it can clearly seen, the information carried by phonemes varies with a cyclic behaviour, with a ratio given by the stress and the syllabic structures. Moreover, the more informative phonemic events are clearly associated with the more articulatorly complex realizations, characterized by a quite low frequency of occurrence.
Once the Stochastic Phonotax has accepted a whole word, its average amount of information can be evaluated on the basis of the the information carried by its constituent SPU, giving a measure of the average complexity of the word. At the same time, a global probability value for the word can be computed, without using any knowledge about estimated word frequencies, but only on the basis of the occurring SPU pairs frequency. These are the quantities recorded in Fig. 5.

\section*{5. Applications and Future}

The phonotactical knowledge acquired through the morpho-syllabic model and on which the Stochastic Phonotax definition is based is mainly quantitative, thus allowing correct representation of the strength of these constraints for a language. Some early experiments [6] dealt with recognition of continuous speech, and in that case the Stochastic Phonotax helped in segmenting speech into words, thanks simply to the
morphological knowledge acquired. These experiment continued in [3], in which the microprosodic aspects tied up with the syllabic modelling are exploited.
The capacity of the Stochastic Phonotax to act also as a generator automaton allows its use for the automatic constuction of wellformed nonsense words [4], which have been proposed as good material for evaluating the segmantal intelligibility of speech produced by synthesizers.
As a final remark, the method is applicable to any language for which a syllabified phonemic transcription is available. For this reason, the author encourages interested researchers in other countries to let him known of their eventual intention of cooperation.

\section*{References}
[1] - A.Falaschi, "A functional Based Phonetic Units Definition for Statistical Speech Recognizers", Proc. of Int. Conf on Speech Tec., Eurospeech 89, Settembre 1989, Paris, France
[2] - A.Falaschi, "Phonotactical Constraints Strength Changes as a Function of Inside Syllable Position" Proc. of the 11th Int. Con. on Phonetic Sciences, August 1987, Tallin, Estonia, URSS
[3] - A.Falaschi, "Phonotactically Driven Speech Recognition", Somewhere in these proceedings
[4] - A.Falaschi, "Segmental Quality Assessment by Well-Formed Non-Sense Words", Proc. of the ESCA Wsh on Speech Synthesis, 25-28 September 1990, Autrans, France; älso in "Talking Machines: Theories, Models \& Applications", G.Bailly \& C.Benoit Eds., Elsevier Publisher
[5] - M.Giustiniani, A.Falaschi, P.Pierucci, "Automatic Inference of a Syllabic Prosodic Model", Proc the ESCA Wsh on Speech Synthesis, 25-28 September 1990, Autrans, France
\begin{tabular}{llllc} 
Word & (English) & Probability & Word & Av. Information \\
di & of & \(4.80 e-2\) & di & 1.46 \\
quella & that & \(2.17 e-4\) & quella & 1.74 \\
piedi & feet & \(2.60 e-5\) & interiore & 2.03 \\
allora & then & \(5.61 e-6\) & inconciliabilmente & 2.40 \\
interiore & interior & \(7.55 e-7\) & allora & 2.49 \\
sacra & holy & \(7.72 e-8\) & piedi & 2.54 \\
timbri & stamps & \(7.50 e-9\) & malpadroneggiabili & 3.06 \\
sollievo & relief & \(3.58 e-10\) & voltandole & 3.18 \\
voltandole & turning over st. & \(2.97 e-11\) & finestrino & 3.39 \\
finestrino & (car) window & \(5.74 e-12\) & sollievo & 3.49 \\
orecchini & ear-rings & \(1.87 e-13\) & timbri & 3.86 \\
inconciliabilmente & irreconciliably & \(1.85 e-14\) & sacra & 3.94 \\
malpadroneggiabili & hard to masterize & (?) & \(2.65 e-17\) & orecchini
\end{tabular}

Fig. 5 - Probability and average Information for some Italian words
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Fig. 6 - Information Flow for the SPUs as given by the Stochastic Phonotax
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\section*{abstract}

The principles of automatically generating a large transcribed word corpus for German in a TTS environment, its extension to transcribed texts and the subsequent recording of an acoustic data base to be segmented and labelled are discussed.
1. SYMBOLIC, ACOUSTIC AND LABELLED

ACOUSTIC SPEECH DATA BASES
In text-to-speech systems (e.g., RULSYS at KTH/Stockholm [1], a grapheme-to-phoneme module transforms orthographic text into phonemic transcription by rule. Since these rule-driven conversions are usually not optimal, a lexicon has to supplement the rule component, listing the exceptions that cannot be generated correctly. In order to be able to construct such a lexicon it is necessary to have a large representative corpus of words, linking orthographic forms with correct phonemic transcriptions. It is against such a corpus that the grapheme-to-phoneme output is evaluated: (1) the discrepancies between corpus and rule transcriptions have to be treated as exceptions and go into the lexicon, (2) the size of this lexicon, as a percentage of the total corpus, determines the efficiency of the rule system, (3) on the basis of the error types contained in the lexicon, an attempt can be made to improve the grapheme-to-phoneme rules and to reduce the exceptions lexicon, in
a series of cycles, until an optimal balance is struck between lexicon size and number as well as complexity of the grapheme-tophoneme rules, i.e. between tt demands on storage and computiog time, respectively.
Such a transcribed word corpus constitutes a symbolic speech data base, which - apart from being useful in TTS lexicon construction - can also be the basis for a great variety of phone statistics: frequency of phonemes, of phoneme sequences and clusters, of syllable types, of words containing a particular number of syllables, of simple and compound words (of various degrees of complexity), etc.. With the help of a powerful text-to-speech system it is possible to supplement the transcribed word corpus by a transcribed symbolic text data base (single sentences and whole texts), generated semiautomatically from orthography. The same type of statistics can then be carried out on running transcribed text, e.g., to establish the transitional probabilities in phonemic dyads, triads etc. through sentences.

Statistics at the symbolic phonetic level can guide the selection of word, sentence and text material for recording by a number of speakers, chosen according to a set of criteria (sex, age, social background, dialect etc.), to set up a representative acoustic speech data base for various
purposes (basic research, improvement of the phonetic rules in a TTS system, training speech recognisers). To be optimally useful the acoustic data base needs processing: (a) segmentation, (b) alignment of transcription symbols with the demarcated signal sections, (c) various signal analyses (e.g. FFT) whenever necessary (labelled acoustic speech data base). Then a new type of statistics becomes possible which combines information about the symbolic and signal aspects of speech. We may, for instance, want to collect all' the instances of the signal portions corresponding to a particular phoneme in the labelled acoustic speech data base.
2. SYMBOLIC SPEECH DATA BASE FOR german
2.1. Generating a Corpus of Transcribed Words
At the Kiel Phonetics Institute, a corpus of 23986 orthographic words was compiled from two frequencyordered word lists. One contained the just over 9000 most frequent words from a computer survey of the newspaper 'Die Welt' carried out at the German Department of Lund University. As a newspaper style lacks many common words, such as 1 st and 2nd pers verb forms, and therefore does not provide, e.g., 'bin, bist' ((I) am, (you) are), it was necessary to supplement this corpus to get a more comprehensive and representative coverage. So a second list was compiled from all the words in a wide spread of literary texts fiction at different levels, various forms of journalism, legal administration texts, user instructions, but not scientific texts), available in ASCII format in the German Department of Kiel University, amounting to appr. 24000 frequency-ordered items. They were edited: spelling errors were corrected and most personal and topographic names as well as
foreign loans excluded, except for very common ones, resulting in just over 21000 words. With the help of RULSYS support programmes, each word list was arranged in lines of five words and the lines consecutively numbered in steps of 5 , starting with 0 . Then the two lists, which had 6250 words in common, were combined to the total corpus of German words in freqency order. (Rolf Carlson at KTH carried out this amalgamation.)

This combined corpus was automatically transcribed by the grapheme-to-phoneme conversion module within the German TTS in the RULSYS environment marking lexical stresses (' before the stressed stresses (' before the stressed vowel) and word boundaries in compounds (\#), as well as affixing a general word class marker (w). The output was then manually corrected with regard to errors in phonemes, stresses, and word boundaries; at stresses, the same time function words were marked by + after the segmental string, and the general word class indicator changed to various subcategorisations in function words. This function word marking and lassification is important for a syntactic analysis component within TTS. The corpus of German words thus has two related files, an (orthographic) text file and a (phonemic) transcription file, ith identical item arrangements. the following examples illustrate The following examples organizathe principle of corpus organization.
CORP.TX
0 DER, DIE, UND, IN, VON.
110 SONDERN, IHRER, BUNDESREPUBLIK, NEU, HIER.
\[
\begin{aligned}
& \text { CORP. FO } \\
& \text { O } D^{\prime} E: R+d e, D^{\prime} I:+d e, ' U N D+b c, \\
& \text { 'IN+pp, F'ON+pp. }
\end{aligned}
\]
\(110 Z^{\prime}\) ONDERNw, 'I:RER+ns, B'UNDEZ\#REPUBL'IKw,N'EUw, \(H^{\prime} I: R w\).
As can be seen the transcription is very close to conventional
spelling and quite abstract, i.e morphophonemic rather than phonem ic or phonetic, in that it keeps final voiced obstruents in order to preserve the relationships within inflectional paradigms, with 'Haus' and 'Hauses' are both transcribed with \(Z\) at this level of abstraction although the former is ['haus], the latter ['hauzos] at the phonetic realisation. Similarly, [ \([\rho]\) and \([\mathrm{E}]\) are represented as \(E\) and \(E R\), because the former can be derived from the latter by a lower-level phonetic rule. By applying these phonetic rules other, more-phonetic corpora can be derived, as, e.g., in CORP.FON
O D'E:r+de, D'I:+de, UNT+bc,
' \(\mathrm{IN}+\mathrm{pp}, \mathrm{F}^{\prime} \mathrm{ON}+\mathrm{pp}\).
110 Z'ONDrNw, \(^{\prime} I: R r+n s\),
B'UNDEOS\#REPUBL"IKw, N'EUW,
\(\mathrm{H}^{\prime} \mathrm{I}\) : rw .
(Note the use of " for secondary stress and \(r\) for [e].) By a simple conversion programme the phonetic notation can also be transformed into SAM-PA [5]:
CORP. SAM
0 d'e6, d'i,'Unt, 'In, f'On.
\(110 z^{\prime}\) Ond \(6 n\), 'ir6,
\(b^{\prime}\) Und@srEpUbi"Ik, n'OY, \(h^{\prime} \mathbf{i} 6\).

\subsection*{2.2. Generating an exceptions} lexicon
The machine output from the TTS grapheme-to-phoneme module (CORP. MA) and its manual correction (CORP.FO) differ in those items that are not generated correctly by rule. They have to be included in the exceptions lexicon of the TTS system. This lexicon is generated automatically with the help of another RULSYS support programme that compares CORP.MA and CORP. FO (in relation to CORP. TX) and lists all the non-congruous items together with their orthographic versions in a new file, which is brought into alphabetical order by SORT. The following is an excerpt, providing, in each line, the orthographic word, the correct
transcription, the machine transcription and a number referring to the frequency rank of the item in the corpus.
LEX.GE
AM 'AM+pp * 'A:Mw \#\# 45
AMEISEN 'A:MEIZENw * AM'EIZENw \#\# 6452
AMERIKAREISE AM'E:RIKA:\#R'EIZEw
* AMERIKAR'EIZEW \#\# 6454

AMERIKAS AM'E:RIKA:Zw
* 'A:MERIKAZw \#\# 2655

At present, this comparison yields 4150 errors, i.e. a rule efficiency of 82.7\%. Changes in the grapheme-to-phoneme module can be quickly tested in their power of reducing the lexicon size by running the automatic programmes of corpus transcription, comparison and lexicon generation with reference to the transcribed data base CORP.FO, which is thus of fundamental importance for TTS development. But the procedure described so far has a serious flaw in that it includes all the items of an inflection or derivation paradigm in the lexicon, when there is a discrepancy between CORP. FO and CORP.MA, although the listing of a root would be sufficient to cover the exceptions of the whole paradigmatic set. This optimisation can be achieved by generating a corpus with suffix markings and root forms, applying a TTS suffix stripping module to CORP.TX and putting the result in the same format, as in
CORP. IN
150 MÜB,MÜB-EN, IHR-EN,FRAG,FRAG-E.
The generation of this inflected corpus is semi-automatic through further RULSYS support programmes and with manual correction of wrong suffix markings. Expanded CORP.TXR and CORP.FOR, containing the added roots, are also generated semi-automatically. The result is a corpus of 29183 items, i.e. 5197 roots have been added. The creation of the exceptions lexicon is then again fully automatic and yields 3754 entries at present,
i.e. a reduction of \(9.5 \%\) compared with the original base not containing roots. This also means that the rule efficiency has been increased and that the TTS system has been made a great deal more general, allowing the correct generation of many more exceptions than are actually contained in the original data base. All that is necessary is the application of the same suffix stripping module in TTS processing of orthographic text input and subsequent lexicon look-up procedures, followed by a root modification module making phonemic adjustments in morphemic composition.
2.3. Generating corpora of transcribed texts
With the help of the German TTS system, developed and improved on the basis of an extensive word corpus, it is now possible to enlarge the symbolic speech data base for German and incorporate phonetically transcribed texts in addition to isolated words. Because the combined rule and lexicon efficiency in grapheme-tophoneme conversion is very high, manual correction is minimal, and new transcribed texts can thus be generated from orthography more or less automatically. I have done this, starting with the standard sentences for German speech tests (Berlin (Sotschek) and Marburg, (41) and two standard texts (The Northwind and the Sun; The Butter Story), illustrated in the following excerpt in adapted SAM-PA transformation ( \(Q=[1]\) ):
001 hoyte QIst s'2nes
fr'ylINsv"Et6.
002 di z'One l'Axt.
003 QAm bl'AU@n h'Imel ts'ien di
v'olken.

These transcribed data were then searched by appropriate programmes for all the phoneme dyads in German (including the transition to the first and from the last phoneme of a sentence). Frequencies of occurrence were entered into matrices, and empty cases
that resulted from phonotactic restrictions and low phonotactic probabilities disregarded. For the remaining empty cases further sentences were constructed to cover all the 1308 most likely phoneme dyads in German by at least one instance. This resulted in a corpus of 398 sentences plus the two texts.

\section*{3. ACOUSTIC DATA BASE FOR GERMAN}

The text materials in 2.3 . were DAT recorded by 25 male and 25 female speakers, one in each group reading the whole corpus, the others various subsections of appr. 80 sentence equivalents, on average. The total recorded corpus comprises 4836 sentence equivalents, available in computerreadable form ( \(16 \mathrm{kHz}, 16 \mathrm{bit}\) ) on cassettes, with headers providing information about speaker, sentences etc. It will be segmented and labelled following the principles in \([2,3]\). The aim is to progressively automatise the processing.
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\section*{1. ABSTRACT}

A formant data base representing ca. 20 languages has been collected. The main purpose is to use this data base for a comparison of language specific vowel qualities and vowel systems, but it also can be used as a research tool to avoid sources of errors due to research methods and materials.
For comparison of vowels, an F1/F2-plot on a Bark-scale has been utilized. This representation can be considered to be an approximation for psycho-acoustical vowel space. The vowels are presented as 1 Bark-sized circles in order to show the auditive distances between them (cf. [3]).

\section*{2. APPROXIMATION OF THE PSYCHO-ACOUSTICAL VOWEL SPACE}

Several studies have indicated that the simulation of vowel space using the first two formants F1 and F2 on a Bark scale is a strong approximation of vowel perception. Fig. 1 shows a gliding vowel series [i-e-ع-æ-a-o-o-u], produced as a continuous utterance by the author according to the Finnish articulation base. The glide was analyzed in 20 ms steps, and it forms a trajectory on the F1/F2-plot which correponds well to the traditional location of vowel qualities on a vowel quadrilateral. FFT spectra (with a 30 ms time window) were used. The first approximation of the glide is presented in Fig. 1.
The power of the F1/F2 representation might be explanable on the basis of motor perception theory: motor facts correspond o the perceptual ones in the sense that the listener 'hears' an F1/F2-pattern as a corresponding tongue/lip gesture. A vowel
quality is presented as a freely mobile, 1 -Bark-sized circle on the F1/F2-plot. Its position is calculated from its measured Hz-values. A Bark circle can be understood as a point that scans its surrounding space to check if there is per-


FIG. 1. Continuous vowel series [i.e-e-x-a-\(0-0-u\) ] produced by the author. The circles represent the \(\mathrm{F} 1 / \mathrm{F} 2\) points in 20 ms time intervals.
ceptually distinct psycho-acoustic distance from other vowels. In most cases a circle covers an area smaller than the distribution of the single occurrences of the same phoneme. It can be assumed that if two circles overlap, the listener may have difficulty distinguishing the vowels considered. Fig. 2 shows the East Central Bavarian vowel means measured by Traunmüller [11]. The rounded, front vowels represent earlier lateral sounds in the dialect. According to Traunmüller's auditive judgement, it is difficult to distinguish the vowels of the pairs [ \(\mathrm{e}, \varepsilon\) ], \([\varnothing, \propto]\), and \([0, \nu]\). This effect has the correspondence in Fig. 2: The circles of these vowels overlap.
Lindblom [6] calculated the first four formant values of 19 "quasi-cardinal vowels" representing psycho-acoustically equal quantization steps. Fig. 3 presents these vowels on an F1/F2-plot. It can be seen that the vowels are mainly
equidistant on the plot concerning each formant separately, but the distances are generally greater for F2 than for the F1.


FIG. 2. East Central Bavarian vowels. Data from [11]. Means of three speakers. Note that some mid-vowels overlap which corresponds to auditory confusion.


FIG. 3. Theoretical quantizing of a vowel space, formant data from Lindblom [6]. The positioning of 19 quasi-cardinal The pos
vowels.
Fig. 3 also illustrates that an empty space remains between the vowel circles. This is understandable if, for example, we consider the total number of the possible


FIG. 4. If the articulatorily possible vowel space is filled with 1 Bark-sized circles, the result is 46 circles. This number seems to be near the amount
universally distinguishable vowels.
phonetic vowel symbols. The newest IPA chart (1989/1990) contains 25 vowel signs, the Stanford Phonological archive has even more: 37. Articulatorily, the number of possible vowels is unlimited.

Hence, the explanation for the maximal number of vowel qualities must lie in the human auditive capacity. When the articulatorily possible F1/F2 vowel space is filled with 1 Bark-sized circles, the result is 46 circles (Fig. 4). This number corresponds well to the number of the possible vowel qualities (quoted above) (if height, frontness and rounding are considered; cf. [5]).
A diphthong can be depicted as a F1/F2-glide from beginning to end (excluding the transitions). The glide can be measured in 10 ms intervals (Fig. 5).


FIG. 5. One possible way to present a FIG. 5. One possible way to present a
diphthong. The glide of a single occurrence has been displayed in 10 ms steps with the speaker's long vowels =means) as the background. A Nor German male speaker, [au] in lauschen.

\section*{3. LANGUAGE DATA}

Most of the formant data included in this study have been collected from the literature. The following are the main features that were included in the data base: \(a\) ) author(s), \(b\) ) vowel phonemes (allophones, types) considered, c) utterance type used (isolated words, list of words, the carrier sentence, etc.) plus the consonant context of yowels, \(d\) ) number and sex of the informants, e) language (dialect, regiolect, sociolect), \(f\) ) number of occurences, \(g\) ) equipment utilized for analysis, \(h\) ) formant measurement principles, and \(i\) ) formant values. Figures 6-9 illustrate four language examples. Considering the research features, it can be argued that very few language comparisons can be made with-
out a bias that is a result of the differences in research methods.

\section*{4. CRITICAL REMARKS}

In some cases, the representation based on F1/F2 proves to be problematic. The areas of concern are (1) the non-phonemic factors influencing the vowel positioning on the F1/F2-plot and (2) the
types, pure chance, and formant measurement principles. Special attention must therefore be payed to these factors to avoid sources of errors.
For a language-specific description, it is necessary to use the mean values of several speakers to avoid the bias of the diffe-



FIG. 6. AMERICAN ENGLISH a) Peterson \& Barney 1952 [8] b) 10 vowel types
c) isolated monosyllables, [ \(\mathrm{h}-\mathrm{d}\) ] context
d) the means for 33 male speakers
e) majority General American
f) 666 occurrences


FIG. 7. POLISH
a) Jassem 1964 [4]
b) 6 vowel types
c) 44 "items" in a word list
d) the means for 3 male speakers
e) "educated Polish"
f) 132 (?) occurrences
g) Kay El. Sonagraph 661, broad band sonagrams, broad and narrow band
sections role of form
role of formants in vowel quality characterization.

\subsection*{3.1. Non-phonemic factors}

F1/F2 positioning is influenced by vowel reduction (due to the stress degree), vocal tract length, larynx height, allophonic variation, several voice quality

\section*{FIG. 8. JAPANESE}
a) de Graaf \& Koopmans-van Beinum 1982/83 [7]
b) 5 vowel types in \([k-k]\) context
c) isolated bisyllabic words, 5 series d) the means for 3 male speakers e) ?
f) 75 occurrences
g) LPC-analysis


FIG. 9. DANISH LONG VOWELS
a) Fischer-Jørgensen 1972 [2]
b) 11 vowel types, including [at] before \(/-\mathrm{r} /\), [ \(\mathrm{h}-\mathrm{l}]\) or \([\mathrm{h}\)-dental consonant]
c) list of words
d) the means for 8 male speakers
e) rel. conservative standard Danish
f) 88 occurrences
f) 88 occurrences
g) narrow and wide band
g) narrow and
length. The means are also necessary, because the single occurrences show considerable variation.
3.2. Difficulties in formant approach

In languages like Swedish, Danish (cf. Fig. 9), and Chinese (Fig. 10), the corner of the front, close vowels is crowded, so that parameters other than F1 and F2 may be needed for distinguishing the qualities.
According to the data in Svantesson [9], the following mean
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\section*{ABSTRACT}

This paper describes a prototype language identification system LANIS based on hidden Markov modelling (HMM) of the way in which sounds combine together in a particular language. The results of ticular language. in closed identification tests comprising four languages (English, French, German, fussian) are presented and discussed. The speech material used in the tests was of two kinds: transcribed texts and oral kinds: transcribed texts and oral assess the effects of the length of the unknown speech sample and the structure of HMM (the number of hidden states and sound classes) on identification score.

\section*{1. INTRODUCTION}

It is a well established fact that frequency distributions and patterns of occurence of phonemes vary from language to landuage. House and Neuburg !1! have shown that this information can form the basis of a powerful language recoenition tool even if the phonetic inventory is reduced to a very small number of gross phonetic categories such as stop, fricative, nonvocalic sonorant, vowel, and silence. To model the phonotactics of the broad phonetic categories the authors applied an HMM technique. The devised procedure for automatic language identification goes as follows. During training session reference FM Ms are generated by means of a meximization technique for the languages of interest. Then, using the constructed

HMMs a set of maximum likelihood functions is calculated for the unknown input utterance. To cope with the inputs of different length the obtained values of the likelihood function are "normalized", i.e. the natural logorithms of the function values are divided by the number of elements in the utterance. According to the decision rule the unknown utterance is assigned to the language whose HM M has produced the highest score. It follows from the above that the identification takes place within the limits of a closed trial in which it is predetermined that the input utterance is spoken in one of the languages from the fixed set.
Due to the fact that the speech material was restricted to transcribed texts and the performance testing of the identification procedure was rather sketchy, the results obtained by House and Neuburg are primarily of methodological sienificance.
The present work is designed to develop and evaluate a prototype language identification system implementing the two main features of the approach suggested by House and Neuburg: broad phonetic classes and HMM technique. Two more issues are addressed: the determination of the optimal structure of the HMM and the minimum length of the unknown utterance sufficient for its reliable recognition.
2. SYSTEA DESCRIPTION

The basic structure of the LANIS
system is shown in Fig. 1. The implementation strategy was strongly influenced by research needs. The system can deal with two types of input: a string of phonetic symbols or the speech signal. It consists of four program modules and a database.
DATA EFWPHOCESSING MODULE The function of this module is to extract from the input data set the information needed for the generation of an HMM. Firstly, the frequency of cocurrence of phonetic elements is counted and the average duration for each class of speech segment is determined. Secondly, the expert specifies the structure of HMM: there can be up to 5 states and 10 phanetic classes. Thirdly, the initial values of the \(H M\) parameters are either computed using a standard formula or set by the expert. Then, the input data set and the information obtained became available either for HMM construction or language identification.
GMY GENERATION MODULE AND DATABASE The parameters for each of the language models are estimated from the training data set (maximum size - 2000 elements) using the Baum-Welch algorithm. There is a special mode of the algorithm application (chosen by the expert) where the parameter variances are evaluated as well. The resulting HMM with the associated value of the maximum likelihood function are stored in the database. For the present the storage capacity of the database is limited to 5 languages and 10 HMMs . If a lansuage is represented by more than ane HMM, then an average \(H M M\) can be calculated and stored. For any pair of languages marked by the expert the significantly different IM parameters can be discovered. LANGUAGE IDENTIEICATION MODUIE. The identification program tests the unknown utterance against the reference HMMs. Then, judging from the computed values of the likelihood function the program decides the language of the test utterance.

The segmentation module is described in a separate section below.

\section*{3. EVALUATION OF PERFORMANCE ON TRANSCRIBED IEXIS}

To master the identification procedure and to evaluate its efficiency we used transcribed texts in four languages: English, German, French, and Fussian. The length of the texts varied from 2.0 to 3.5 thousand phonetic symbols. Two types of trenscription were used. One had a phonetic inventory of 6 classes: 1) vowels and sonorants, 2) voiced plosives and affricates, 3) voiced fricatives, 4) voiceless weak fricatives, 5) voiceless strong fricatives, and 6) voiceless plosives and affricates. The other represented the speech stream with 4 categories: they were the same as in the previous inventory, except for the first three classes that had fallen into one category.
For the generation of reference HMMs we used as training data either 1000 element extracts or the whole texts. The size of the test samples wes 100 and 300 segments. Before reporting the results of the recognition tests, we want to discuss the data shown in Table 1. For the two types of the test samples Table 1 presents to the left of the sloping line (/) the average frequency of occurence of the phonetic classes (multiplied by 1000), to the right the corresponding variation coefficient (the ratio of the standard deviation of the frequency score to the mean, expressed in percent). Each mean was derived from 10 to 12 measurements. It is pperent from this data that the reduction in the size of the test utterance from 300 to 100 elements brings about on average a tro-time increase in the dispersion of frequency of occurence. There were a few cases where phonetic classes with the lowest frequency of occurence were not present in the samples of 100 ele ments at all. Not suprisingly, the
cesults of language identification on these samples are rather poor. Table 2 displays the identification error rate for each of the languages and the averaged score. Several important characteristics of the tests are specified in Table 2: the structure of the reference HMMs; the total number of identifications (N), distributed more or less equally among the languages; the size of the unknown utterance ( \(V\) ) and its origin, i.e. whether it was taken from the test or training data sets. It should be remembered that in the latter case the training set covers the whole text of a particular language. From the analysis of the data presented in Table 2 two major points can be made. First, four phonetic categories are not enough to discriminate reliably between the languages in question. Second, the size of the test set should be about 300 elements.
It was noticed that the choice of the initial HMM parameter values can play an important role in language identification. However our limited experience prevents us from making any definite suggestion on how to handle this problem.

\section*{4. AUTOMATIC SBCRENTATION AND} IABEILING MODULE
The LANIS system incorporates a module performing speaker- and language-independent automatic segmentation and labelling (ASL) of continuous speech. Each extracted segment is identified as one of the following: 1) yocalic segment, 2) strong frica tive, 3) weak fricative, 4) unidentified fricative, 5) stop, 6) silence. Segmentation and labelling are carried out on the basis of four parameters: fundamental frequency, zero-crossine rate, intensity and a parameter indicating sharp drops in intensity of the speech signal. The parameters are camputed ance every 16 ms .
The ASL program is a knowledge-based procedure. The rules implemen-
ted in the program were initially worked out by an experienced phonetician who analized the traces of the four parameters. In its present form the ASL module works as a two-pass routine. The first pass makes a provisional identification of each 16 ms frame as a member of our set of phonetic categories. Since this results in too many implausible identifications, the second pass attempts to group these labelled frames into likely phonetic segments, producing as output a string of phonetic symbols each of which has a duration value.
The ASL module is still at an experimental stage and no serious attempt has been made to test the degree of the accuracy obtained. Nane the less we decided to carry out a pilot experimental identification using the outputs of the ASL module. Speakers of the four languages in question were recorded while reading a plece of prose. 30 second passages of four male speakers were used to construct the refrence HMM. For a given language the training data sets of the other languages served as test samples.
Table 3 lists the normalized values of the maximum likelihood function computed for each speech sample. Negative signs are omitted in the Table. Analysis of the fisures in the rows reveals that in all cases the highest value was obtained where a speech sample had been tested against its "native" reference HMM. Evidently, this result does not lead to any general conclusion, and yet it is not felt to be discouraging.

\section*{5. REFERENCTS}
[11 HOUSE A.S. and NEJBURG E.P. (1977), "Towrand automatic identification of the lansuage of an uttarance:1: Preliminary methodological considerations", J. Acoust. Soc. Am., 62(3), 709-713.


Figure 1. Basic structure of the LANIS system
Table 1. Frequency of ocourence / Variation coefficient


Table 3. Normalized values of meximun 1ikelihood function (negative signs are onitted)
\begin{tabular}{llllll}
\hline \begin{tabular}{c} 
Test sample \\
of speech
\end{tabular} & German & Reference HMis \\
English & French & Russian \\
\hline of & German & 0.594 & 0.607 & 0.612 & 0.673 \\
Gnglish & 0.554 & 0.541 & 0.547 & 0.608 \\
Erench & 0.538 & 0.529 & 0.523 & 0.547 \\
Fussian & 0.427 & 0.433 & 0.427 & 0.397 \\
\hline
\end{tabular}
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\begin{abstract}
This paper presents a knowledge-based approach of acoustic-phonetic decoding of continuous speech. Knowledge is stored in the form jof triplets which represent contextual phone prototypes in terms of acoustic events and acoustic correlates. We describe how vowel centered triplets and plosive centered triplets are matched to the reference triplets. We then show how relaxation techniques may be used to increase the consistency of the global solution. Lastly, we indicate the aspects of the triplet approach which requires further investigation.
\end{abstract}

\section*{1 Introduction}

Depuis plusieurs années l'équipe de parole du CRIN consacre une part importante de ses efforts à l'approche à bases de conaissances du décodage a-coustico-phonétique. Cela a permis de développer Aphodex [Fohr 89] qui est un systeme expert en lecture de spectrogrammes. Cette experience a mis en évidence quiil est primordial de prendre en compte le contexte pour représenter la conaissance comme pour l'utiliser afin de reconnaître un son inconnu.

Cela nous a conduit à proposer un nouveau grain de conaissance pour l'approche experte en DAP : le triplet phoné tique. Il s'agit d'un prototype de son en contexte (par exemple le son / t / en contexte/a/ à gauche et /i/ à droite, noté \(/ a t_{i} /\) ) structuré en deux niveaux de description, une description acoustique en ternies d'événements acoustiques de base (par exemple les formants) une composante experte faisant appel aux combinaisons d'événements acousti.
ques (que nous appelons indices acoustiques) reconnues significatives par l'expert (par exemple la position relative de deux formants dans un contexte phonétique donné). Pour justifier lutilisation des triplets en DAP il faut montrer les avantages qu'ils apportent pour les points suivants :
- la précision et la pertinence de ’information acoustico-phonétique quils permettent de stocker,
- la facilité de mise en cuvre de cette conaissance et notamment dans le cadre des techniques de l'intelligence artificielle qui peuvent permettre de contrôler le processus de décodage.

\section*{2 Pertinence de la représentation de la conaissance acousti-co-phonétique}

\subsection*{2.1 Représentation d'un triplet}

La description acoustique d'un triplet fait appel aux événements acoustiques suivants qui peuvent être accrochés à chacune des frontières du son central d'un triplet :
- les trajectoires formantiques (valeur et pente à la frontière complétée par la valeur au centre du triplet),
- la barre d'explosion décrite par les principales concentrations d'éner-
gie, la durée, lintensité, les inices de compacité et de diffusion,
- bruit de friction défini par la liwite inférieure de bruit et son intensité.

La composante experte regroupe l'en semble des indices acoustiques dont la pertinence pour la reconaissance d'un triplet a été reconnue par l'expert. Ces indices sont des combinaisons d'événements acoustiques, par exemple la position relative de deux formants ou encore d'un formant par rapport à une concentration d'énergie de la barre d'explosion.

\subsection*{2.2 Outils destinés à l'étude de l'approche par triplet}

Nous avons d'abord développé un éditeur de triplets (intégré à Snorri) qui permet à l'expert de construire les triplets directement sur le spectrogramme. Cet éditeur permet de manipuler aussi bien les triplets de référence que les instances de triplets (de la phrase à décoder) puisque leur représentation est identique. Par ailleurs, nous avons intégréa a cet éditeur le module de segmentation automatique (developpe dans le cadre d'Aphodex), le module de suivi automatique des formants [Laprie 90] et celri destiné à la localisation des barres d explosion. L'utilisateur de l'editeur peut donc s'aider de ces modules pour construire les triplets de reference qui constituent la base de conaissances.

\subsection*{2.3 Identification de triplets vocaliques et occlusifs}

Le système de décodage que nous avons développé commence par segmenter et etiqueter en classes phonetiques voyelles, fricatives, occlusives, sonantes et autres sons) la phrase grâce au module de segmentation automatique. La description acoustique des instances de triplets est ensuite construite automatiquement en faisant appel au suivi automatique de formants et au détecteuranalyseur de barres d'explosion. Comme les autres détecteurs acoustiques n'ont
pas encore été réalisés notre système se limite à identifier les triplets centrés sur une voyelle ou une occlusive.

Afin de vérifier la pertinence de la description acoustique des triplets, nous avons conçu et testé les modules d'identification pour les voyelles et les oc clusives. Ces modules évaluent une distance acoustique grossière entre l'instance à reconnaître et les triplets de référence.

\subsection*{2.3.1 Triplets centrés sur une voyelle}

La distance calculée ne fait interve nir, pour l'instant, que les trajectoires formantiques, apres que le triplet inconnu et le triplet de référence ont été normalisés en temps. Le calcul consiste à évaluer le coût de déplacement des arcs de trajectoires formantiques du triolet inconnu vers ceux du triplet de réérence, et pénalise lourdement les grands écarts de pentes formantiques. Pour chaque instance le module d'identification acoustique donne les triplets de réfé rence les plus proches du triplet inconnu.

Nous avons testé ce module sur 25 voyelles extraites de deux phrases du corpus de parole continue < La bise et le soleil... > pour 10 locuteurs (soit 250 voyelles). Les voyelles de ces deux phrases sont bien reparties dans le triangle vocalique. Comme le nombre des triplets de ce test est limité nous avons reulement pris en compte les trajectoires formantiques du son central pour le calformantiques du son central pour le calcul de la distance acoustique. Cela penalise donc les resultats de notre module d'identification acoustique mais donne une idée plus juste des performances réelles de notre approche. En conservant les trois meilleurs candidats pour chaque voyelle nous avons obtenu \(91 \%\) de bonnes reconaissances, ce qui est tout à fait encourageant. Apres examen des erreurs, il apparaît qu'il s'agit dans la plupart des cas d'erreur de suivi de forpluats, ce qui souligne l'importance de mants, ce qui sótecteurs acoustiques très performants.

\subsection*{2.3.2 Triplets centrés sur une oc-} clusive

En ce qui concerne les occlusives il faut ajouter au terme de distance concernant les trajectoires formantiques un terme destiné à évaluer la distance entr
deux barres d'explosion. Cette distance est calculée en considérant les concentrations d'énergie des barres d'explosion à comparer et consiste à trouver le plus grand recouvrement possible entre les deux bursts. Cette distance est ponde rée par les coefficients de diffusion et de compacité. Le module didentification acoustique correspondant a été testésur 15 occlusives pour 10 locuteurs du même corpus que pour les voyelles. Les résultats en ne considérant que les deux meilleurs candidats sont moins bons ( \(71 \%\) ) que pour les voyelles. Pour améliorer ce taux de reconaissance nous étudions des procédures de comparaison de barres d'explosion plus évoluées qui séparent l'effet de la voyelle de celui de locclusive.

\section*{3 Techniques d'intelligence artificielle pour un système de décodage à base de triplets}

Le choix du triplet phonétique ré pond aussi aux exigences suivantes représenter et utiliser les conaissances acoustico-phonétiques d'une manière aussi souple et efficace que possible au cours du décodage. A ce titre l'avantage du triplet est d'être une unité d'informa tion complète qui se prête bien aux techniques de 1 'inteligence artificielle comme nous allons le voir maintenant.

On peut déduire à partir de deux triplets de la base de conaissances un certain nombre de relations portant sur les positions relatives des formants dé crivant ces triplets. Lors du décodage il est donc possible de vérifier que ces relations sont satisfaites entre deux instances de ces mêmes triplets, même sills sont très éloignés dans le temps. Pour assurer que le résultat du décodage est cohérent au niveau de la phrase, et donc que les relations précédentes sont satisfaites, nous avons utilisé un algorithme de relaxation flou [Mohr 86] qui élimine les étiquettes incohérentes du treillis phonétique. Avec des paramè tres de relaxation appropriés \(70 \%\) des étiquettes incorrectes sont éliminées. Ces premiers résultats sont encourageants mais montrent qu'il faut améliorer la construction des relations acoustiques
(jouant le rôle de contraintes pour la relaxation) car certaines d'étiquettes correctes sont éliminées (environ \(30 \%\) ).

\section*{4 Perspectives}

L'utilisation de triplets en décodage acoustico-phonétique soulève un certain nombre de sujets de recherche, parmi lesquels :
- La modélisation des déformations que peut subir un triplet Le choix du triplet comme unité phonétique repose sur l'idée que le triplet permet de < capturer > une bonne partie des effets de coarticulation et donc que sa réalisation acoustique varie peu. Malgré tout, il reste que le triplet est soumis ia un certain nombre d'influences qui peuvent altérer sa réalisation. Certains effets de coarticulation ne peuvent pas être pris en compte, c'est le cas des séquences \(V_{1} C V_{2}\) avec un consonne labiale où la première voyellè peut influencer la seconde. Par ailleurs, nous ignorons encore les effets de l'accentuation et de la position du triplet dans le mot et dans la phrase.
- Détection des événements acoustiques C'est sans doute le point qui, à l'heure actuelle, limite le plus les systèmes de décodage à base de conaissances. Le suivi de formant automatique est un problème classique pour lequel de nombreuses solutions ont été proposées. En revanche la détection des barres d'explosion et la détermination de ses caractéristiques est un problème peu souvent abordé et pour lequel il reste donc de nombreux progrès à accomplir. L'état des recherches est encore moins avance en ce qui concerne l'étude fine des bruits de friction (comment trouver, par exemple, la limite inférieure de bruit en tenant compte des formants de bruit ?) et ce point nécessite donc encore de substanciels efforts.
- combinaison des résultats partiels Lors du décodage il faut combiner un certain nombre de résultats de natures différentes: segmenta tion, événements et indices acoustiques, déductions phonétiques, déductions lexicales. . Traditionnellement on attache à chacun de ces résultats un score indiquant la confiance qu'on lui accorde. Le scores sont ensuite judicieusement combines pour evaluer le niveau de confiance dune déduction obtenue à partir de résultats partiels. Cependant ce mécanisme de contrôle ne permet pas de connaître l'ensemble des faits de base et des déductions partielles qui ont contribué à une déduction. Il est donc possible qu'il existe des incohérences entre plusieurs de ces faits et déductions: (i) un ou plusieurs evénements acoustiques ont été interprétés de manière contradictoire ii) plusieurs faits ou déductions partielles apparaissant a des niveaux d'analyse différents (segmentation, formants, indices acoustiques. . .) peuvent être incompatibles à la lumière de nos conaissances des phénomènes de la parole. Le raisonnement hypothétique de Kleer yui permet d'associer à une deduction l'ensemble des faits qui la sous-tendent et d'assurer qu'ils sont compatibles entre eux, représente une voie de recherches intéressante pour la parole. Dans ce cadre, il faut aborder deux points clé : d'une part, comment mettre en évidence les incoherences parmi un ensemble d'événements acoustiques et de déductions partielles ; d'autre part, comment traiter le cas où une incohérence apparaît?

De nombreux efforts restent donc à fournir dans le cadre d'une approche à base de triplets du décodage acousticiophonétique, tant au niveau de la détec tion fine des événements acoustiques, qu'au niveau des techniques mises en œuvre pour utiliser le plus efficacement possible les conaissances acoustiques phonétiques.
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\section*{ABSTRACT}

SLIRE-3 (Speech and Language Interactive Research Environment) is the workstation software for IBM PC compatible computers fitted for research in such areas as speech recognition and synthesis, phonetics, criminology and so on. The system was developed in Computer Centre of the USSR Academy of Science during the last 3 years. The main features of this system is its openess and the possibility for phonetists and linguists to organize data bases on it.

\section*{1. INTRODUCTION}

Several years of work in the area of speech analysis gave us an understanding of the features of the workstation which we need for our investigations \([1,2]\) :
- visualization of the main speech signal forms; the multy window system with windows easily modified for specific applications;
- realization of the main speech signal analysis algorithms;
- system openess; new algorithms can be easily added to the system;
- possibility to organize data bases;
- realization of statistical analysis procedures;
- system friendliness and comfortable interface.
We realized our project on IBM PC compatible computer. We don't think that it is a very suitable for speech analysis computer and we know that there'll be some requirements which we'll not have a chance
to fulfil on such a computer, but today it is the most popular computer in phonetic and linguistic laboratories of USSR.

The most valuable requirement which, we think, can't be realized on IBM PC compatible computers is the real time performance. The most prolonged procedure in speech analysis is spectra calculation and everything based on it, for example, sonogram calculation. For spectra calculation we use different FFT algorithms: Vinograd algorithm (slightly modified by ourselves) and Walch transformation Certainly, they can't be used for realtime analysis, but they are suitable for ordinary speech analysis with data base.

Though our system can be used in different areas it is oriented on phonetic and linguistic analysis, especially in the part connected with data bases.

The most part of speech analysis is impossible without the data base, because:
- a lot of files (signals) are used;
- users may need the segmentation of those signals;
- different projects may use different segmentation of the same files;
- a lot of researchers use the statistical analysis, which can be done only on stored data;
- users may need an instrument for quick search through a lot of accessible data.

\section*{2. INTERFACE}

Specialists in speech analysis rarely are good computer specialists that's why the workstation which is difficult to use will not be used at all.

The same result will be with the workstation easy to use but primitive in availability. Our system is menu driven, sends different messages, includes brief and full HELPs. The user will open new possibilities during work sessions and he must not remember a lot of information at the beginning of his work.

\section*{3. PROGRAMMABILITY}

We understand perfectly that though we tried our best to fulfil the maximum of users requirements nearly every researcher wants to add his own algorithm to the system. The only possibility for researcher to add his own algorithm to the system is to become a programmer for some time and to prepare only his algorithm. The visualization of the results will be done automatically.

\section*{4. SIGNAL FORMS}

SLIRE-3 can display speech in traditional forms: different waveforms, spectrograms, sonogram and diagrams of parameters (zero-crossing, energy and so on) together with timing and segment marks (from database). Users can easily switch analysis format to choose the most suitable for their task. User can work with the signals of any duration (from very short to very long); different types of analysis filters can be selected for better time and frequency resolution. Any part of any signal can be cut out and deleted or added to another signal and in such a way the new artificial signals can be obtained.

Figures 1, 2 show examples of different SLIRE-3 layouts, composed by different users for their specific


Figure 1: A layout with entire signal and sonogram of the signal part.
research needs. Any part of a signa can be shown in most suitable view from extension to high degree compression and in big amplitude scale diapason. Each waveform type is shown in different window.

The direct control over all display parameters of all windows is very simple and the disposition of the signals on the screen can be changed in zero time. Any window can be shown with (or without) the time scale and the user can choose the
number and type of characters to show in each window. The different windows are not time-synchronised; it allows to compare on the screen different parts of the signal. The synchronization is done at the window change moment.

The system disposes of interface convenient for the user, and all the analysis parameters as well as signal
processing and parameters of visualization (near 160) including colour palette option for every window, can be adjusted by any user. All these parameters are easily changed by user during the session and automatically stored in configuration file after the end and used by system for next sessions. The system is bilingual (all messages are in Russian or English).


Figure 2: A layout of entire signal and different views of different parts.

\section*{5. DATABASE}

The kernel of our system is the possibility for any researcher to organize speech data bases, to store and change data in those data bases and to analyze these data. Our workstation is oriented especially on phonetists and linguists; the interface of the system was organized in such a way that such specialists can easely work with it

The users of our system can create new data bases and change any information which was included earlier. Data bases will contain information (objects) of 4 different types: DICTORs, PROJECTs, SIGNALs and SEGMENTs.

Object DICTOR contains a lot of signs (for example: birthplace, age, native language, education and so on). This information allows to make decisions about different languages and pronunciations and to obtain the results of their comparison.

PROJECTs allow to organize the different segmentations of the same signals by several researchers under the different rules and algorithms and those results will not interfere with one another during the statistical analysis.

Each object of SIGNAL type corresponds to the real signal (not file itself but only its special descriptor). It includes some information about
signal (file's name and type, pronounced text, phonetic and linguistic notation and auxiliary information). The signals may be of two different types: initial (obtained by A/D) or artificial (obtained as the combination of parts of different initial signals). This sign is very important not to distort the results of statistical analysis. Every initial signal has a reference to the object DICTOR of this signal.

Object SEGMENT corresponds to every segment marked on the signal. All the statistical analysis is
based on the segment's parameters (time, duration, type and an information to visualize with the mark of this segment). Each user can define his own types of segments or use common definitions for a group of users. There can be different segment types for sentences, words, phonemes, letters, sounds, types of sounds and so on. If the user wants to visualize the segmentation then each segment will be marked and auxiliary information connected with this mark will be seen too.


Figure 3: Typical view of database interface.

There may be a lot of segments connected with any signal; the signal can be segmented under different projects, the segments may be of different types and not all of them the user'll want to see simultaniously. The system has the simple interface to organize the visualization of only those groups of segments the user wants to see and in such a way he prefer to see them. Different types of segments can be shown on different screen levels one under another and the user only chooses the types and the order to show them. The order and the types of segments to show are choosed for each signal form independently so the user can organize it for example in such a way as to see words and accents under the full signal view, marks of vowels under sonogram and so on.

\section*{6. CONCLUSION}

An interactive research environent was designed for speech signals nalysis. It includes the possibility to organize data bases for phonetists and linguists.
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\section*{ABSTRACT}

We present a description of the PAS (Phonetische Arbeitsstation) workstation, developed at ipds. We will focus on what, from our experience, are the hardware and software requirements for a workstation for phonetics research and education.

\section*{1. INTRODUCTION}

Based on the experience with the speech signal processor software SSP [1] running on a minicomputer, we decided some years ago to implement a network of PAS (Phonetische Arbeitsstationen) workstations with an advanced speech signal processor (ASSP) package optimized for phonetics research and education. While this configuration provides standard functions (signal acquisition, display and analysis) nowadays implemented in commercially available products, it offers additional facilities that cannot easily be obtained:
- Manipulation of signal and parameter files.
- Computer-controlled listening experiments and measuring of reaction times.
- Variability in processing para meters for different signals and for educational purposes.
- Support for novice users.

Though relying upon hardware and software standards (VMEbus, 'C' programming language) for easy upgrading, the software system as a whole is not easily portable to different workstations.

\section*{2. HARDWARE}
2.1. PAS structure

A relatively compact device contains nearly all hardware components needed to perform these tasks. Fig. 1 shows the PAS hardware structure. The VMEbus based processor core is a single board computer with a MOTOROLA 68000 CPU, a NATIONAL 32081 floating point processor, IMB DRAM, an SCSI host adapter and two serial ports. It will be replaced by a CPU board with 68030 CPU, 68882 numeric coprocessor, 4MB DRAM and the same peripheral controllers. A separate VMEbus memory board provides addi-


Fig. 1 PAS hardware structure
tional 4MB DRAM. The SCSI bus controls a 5.25" floppy disk drive, a 60MB QICO2 cartridge tape streamer and a 65 MB hard disk. One serial port is used for the keyboard, the second one is available for a printer. A mouse or a trackball may be connected to the keyboard.
A graphic controller with an ACRTC HITACHI 63484 and 512kB video frame buffer provides graphic and alphanumeric display. An ipds designed high resolution converter generates a monochrome video signal with \(1024 \times 1024\) pixels and 90 MHz video dot clock, which is displayed on a \(15^{\prime \prime}\) monitor.

The analog subsystem is a VMEbus board made up of two parts: the industrially available part contains a separate 68000 CPU with 64 kB of 'dual ported' RAM, which is part of the memory map of the main CPU. The ipds designed part contains two 12 bit A/D-converters, two 12 bit D/A-converters, four low pass filters with software controlled cut-off frequencies and a software controlled sample clock generator common to all converters. The subsystem processor firmware developed at ipds allows for setting of sample rate and low pass cut-off frequency and for continuous conversion and data transfer from or to the hard disk for two channels with a sample rate of 20 kHz max., each. These may be two input channels, two output channels or one input and one output channel.

The ipds designed audio module provides a user frontend to the analog subsystem. It contains all further analog components like amplifiers, a monitor loudspeaker and an operation front panel with channel switch, amplitude controls, input/output jacks. A digital operation state display is controlled by the analog subsystem. Hard- and software of the PAS analog interface provide features similar to a stereo tape recorder.
2.2. Networking

The six PASs implemented now are connected to the ETHERNET LAN of the ipds covering the complete premises of the department. The PAS's ETHERNET controller features a separate 68010 processor and 256 kB of buffer memory. The net256 kB of buffer memory, imp emented as onboard firmware allows for easy transfer of files between the PASs and other nodes of the LAN even with different operating systems. At present, besides the six PASs running \(059 / 68 \mathrm{k}\) as operating system, an APOLLO DN3500 (UNIX SYSTEM \(V\) and BSD 4.3) and two AT compatibles (MS-DOS) are connected.

\subsection*{2.3. Supplements and expansions} For listening tests, an ipds designed device to acquire reactions and reaction times from up to 16 listeners simultaneously may be connected to each PAS. During a listening test a number of systematically varied speech signals are offered to the iisteners through the PAS's analog interface. The subjects are asked interface. The sube a decision by pressing one of several buttons. The reaction time device, controlled by the PAS, starts a time measurement with reference to the speech signal at times specified by the experimeter. It monitors the keys perimenter. It monitors the keys of any listener up to a specified maximum time. At the first reaction of a listener, time and decision are stored. The data collected are transferred to the PAS for further processing at the end of the test.

The PAS is designed to provide the basic computing capabilities for phonetic speech signal processing. The widespread networking protoco TCP/TP allows for incorporation of virtually any computer designed virtually any computer processing for special signal processing tasks into the network, thus making its computing capability available to the users of the PAS.

\section*{3. SOFTWARE}
3.1. Program structure The software package ASSP has been developed to give both experienced and inexperienced users easy access to the processing facilities described in the introduction. The package consists of a main program and several subprograms. Since, in our experience, graphical display and interactive manipulation of signals play a central role in nearly every task, these functions are included in the main program. The subprograms perform functions such as analysis, synthesis, analog I/O, etc.

The main program is characterized by three levels: A graphical, menu-driven user-interface, an interpreter for the problemoriented command language ELK (Easy Language Kit), and a toolbox with general file-handling and signal processing routines. Menu items can be selected using the mouse or the cursor keys and by single keystrokes. Some frequently used functions such as setting and deleting time markers and acoustic output of (parts of) displayed speech signals are directly accessable via function keys. The dialogue with the user leads to the generation of ELK commands such as 'DISPLAY 3,(0.1,2.3)' (display the selected parameters of all files allocated to window 3 in the time range from 0.1 to 2.3 seconds). The command line interpreter either executes such a command itself, using routines from the toolbox, calls a subprogram to do so, or issues a system command. Macros may be defined e.g., to design a series of manipulations with identical structure. For this the ELK language provides predefined variables, jump labels, and IF and GOTO statements to build loops.

The sub-programs have a standardized user-interface, very similar to the one in the main program.

They can, however, also be called with an argument list. If all arguments are specified, the userinterface is not invoked so that these programs can also run as a background process. It may be clear that the sub-programs can also be run without starting the main program. This implies that new processing may be designed and tested outside the package. The data structure, the toolbox, and the standard user-interface greatly reduce the overhead and permit accessing existing data files and creating new ones that can be handled by the package. The modul ar structure of the packa' a facilitates inclusion of rew functions.

\subsection*{3.2. Data structure}

Data files are grouped in socalled AREAs (subdirectories of the user's directory ASSP). Each AREA contains a configuration file with processing parameters such as sampling frequency, LPC order, analysis frame size and shift, etc. This configuration concerns all data files in the AREA, thus relieving the user of repeatedly having to specify or acknowledge them. A user may define and store several configurations optimized for the signals he is working with (e.g. physiological signals rather than speech) and select one of these when creating a new AREA instead of using the default settings. Furthermore, each data file contains a header, specifying the data type and all basic information for handling and display. Thus file handling and display routines in the toolbox could be made very general and small in number. It also means that introduction of a new data type generally requires modification of only one routine, viz. the one for creating a data file.

\subsection*{3.3. Summary of features}

The package provides standard LPC analysis (autocorrelation method, reflection coefficients), formant
analysis based on root-solving of the LPC polynomial, and FOanalysis. Intermediate analysis results, such as autocorrelation coefficients, may be stored for coefficients, may be stored for
educational purposes. As an aid for segmentation/labeling and for loudness manipulation, an energy analysis ?(short-term rms) can be performed. For manipulation of speech rate during synthesis, a file may be created and filled with the standard frame duration values. Routines for converting LPC parameters (e.g. cepstral coefficients to area functions) are available.

The synthesis program requires definition of an FO and a filter file. Using the information stored in the file header, the programm will automatically convert the filter parameters if necessary and select the appropriate synthesis routine. Optionally, an energy and a frame duration file (see above) may be specified. Synthesis results may be written to a new file or appended to an existing one.

All data files can in principle be displayed. Both time and \(y\)-scales may freely be adjusted by the user. Up to 10 graphical windows can be defined to which up to 64 files can be allocated. If more than one signal is displayed in a window, a vertical shift may be defined to ease comparison. Contours may be plotted on a linear or logarithmic y-axis. For multiparameter files such as formants, a selection can be made on a sub set to be displayed. FFT and LPC spectra may be blended in. Per default, the windows have a common time axis, meaning that if the time range in one window is changed, the other windows will automatically be redisplayed with this new range. It is, however, possible to decouple a window from this common axis to provide a zoom or an overwiew window or to compare. signals in different time ranges.

Interactive manipulation on displayed signals include CUT, COPY, APPEND, and INSERT of signals, MULTIPLY, DIVIDE, ADD, and SUBTRACT of constant values, SETting single values, DRAWing contours, SMOOTHing, and INTERPOLATION. File-to-file manipulations include COPY, INSERT, APPEND, ADD, and SUBTRACT of signals, MAPping (selective copying to adjust time range), and MASKing (transferring voiced/unvoiced information). Processing such as filtering, up/down sampling, and automatic stylization of contours is also provided. All manipulations are available for all data files even if they make little sense. Manipulations may be performed on all parameters or on a subset.

Whereas for analog input the duration of the recording is limited by the available disk space (typically 15 min . at 16 kHz ), this was deemed undesirable for acoustic output. Since a sequence of output calls yields pauses between the stimuli that cannot be controlled very well and disrupt reaction very well and disrupt reaction time measurement, a batch iist option has been developed. A batch list contains the sequence of segments, pauses, and marking signals that should be output. In the output program, a pre-processor will the list, open the data files that contain the segments generate the marking signals, and create a local command list for the analog sub-system. The firmware of this system can process this command list without creating cond finultaneously keeping gaps while simultaneousiy keeping the reaction time system synchro nized. This means that there is virtually no limit on the duration of acoustic output.
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\section*{ABSTRACT}

MapSignal is a program that allows the display and manipulation of numerical data over a serial line or LAN. The data to be manipulated resides on a host computer (mainframe, mini, etc.), the user interface is on a microcomputer. Advantages are a) flexibility in the choice of processing hardware and software, and b) the highquality user interface available on microcomputers. It is argued that the concept of separate machines for processing and user interface compares favorably with the more familiar concept of signal-processing workstation in which these elements are combined.

\section*{1. INTRODUCTION}

De nouveaux éditeurs de signal sont proposés régulièrement. Ce foisonnement est le reflet des problèmes que posent la portabilité des outils de manipulation graphique du signal. Un éditeur de signal doit gérer à la fois l'affichage graphique, la conversion numériquelanalogique et le traitement du signal. Ces trois éléments subissent une évolution technologique rapide que les logiciels ont du mal a integrer. Chaque fois qu'apparaît un nouveau matériel, les contraintes de la compatibilité logicielle viennent compromettre ses avantages de coût et de performance.
Le présent article aborde ce problème sous un angle inhabituel, en faisant l'hypothese qu'un des trois elements (linterface graphique) se trouve sur une machine distincte. Il décrit une réalisation concrète fondée sur cette hypothèse: l'éditeur de signal MapSignal.

\section*{2. LA STATION DE TRAVAIL}
2.1. Une solution idéale sur le plan technique...
L'affichage graphique nécessite le transfert de données entre le processeur et la mémoire d'image. L'acquisition du signal requiert une communication rapide entre l'interface de conversion analogique/numérique et la mémoire de la machine. Le traitement des données suppose l'accès du CPU ou des processeurs spécialisés aux données en mémoire et sur disque. L'ensemble de ces contraintes amène tout naturellement à grouper les fonctions dans une machine unique: la station de travail.
2.2. ...mais pas forcément sur le plan écologique.
La station de travail pour traitement du signal a l'inconvénient d'être une machine spécialisée. Associant calcul, graphique et entrées-sorties numériques, elle se trouve à l'intersection de leurs marchés respectifs (Fig. 1).


Fig. 1. Marchés des trois composantes constimutives de la station de travail de traitement du signal.

Il en résulte que ces matériels sont chers et d'évolution lente. Une configuration qui se trouve être optimale à un instant donné a peu de chances de le rester, face à
l'Evolution plus rapide de matériels moins spécialisés et dont le marché est plus vaste.

\subsection*{2.3. La compatibilité logicielle.}

Le problème de la compatibilité logicielle face à l'evolution des matériels n'est pas nouveau. Il se pose cependant de façon plus aiguie avec le developpement des machines à interface graphique interactive. Un programme qui, autrefois, aurait assuré un simple calcul, tend aujourd'hui a comporter une part graphique. et interactive. Il devient ainsi plus complexe et plus étroitement lié au matériel, ou au système de fenêtrage.

\subsection*{2.4. Les standards ?}

X-windows apporte un élément de réponse au problème précédent, mais cette solution est peut-être moins satisfaisante qu'elle ne paraît. D'une part du fait qu'elle n'est pas unique ("the nice thing about standards is that there are so many to choose from..."). D'autre part du fait de son Évolution (certains ont en memoire le passage de X-10 à X-11, versions incompatibles du même "standard"). Enfin du fait que les bibliothèques offertes par certains constructeurs pour compléter la fonctionnalite du standard restent leur propriette, et compromettent ainsi de façon sournoise la portabilité des logiciels qui les incorporent.

\subsection*{2.5. Les micros}

Les micro-ordinateurs bénéficient d'une evolution plus rapide, ce qui fait qu'ils offrent aujourd'hui une interfaceutilisateur de meilleure qualite. Les logiciels sont plus nombreux et moins chers que sur les stations de travail. L'intégration logicielle qui permet le "couper-coller" entre éditeurs de texte, de dessins, les tableurs, etc. est particulièrement utile, surtout dans la mesure ou elle permet aussi d'inclure les résultats expérimentaux. Si l'on conçoit le métier de chercheur ou d'ingénieur comme une production de documents (articles, rapports, etc.), l'utilité de la "chaîne de production" menant de l'expérimentation à la publication apparaît clairement.
1 faudrait donc, ou que les stations de travail offrent des fonctionnalites d'intégration logicielle (une évolution qui se dessine, mais avec retard), ou que l'interface-utilisateur du logiciel
d'expérimentation se trouve sur microordinateur. Cette dernière solution implique que la machine sur laquelle se font les traitements soit distincte de celle qui assure l'interface avec l'utilisateur. C'est la solution qui est retenue ici pour MapSignal.

\section*{3. MAPSIGNAL}

MapSignal est un logiciel sur Macintosh qui permet la visualisation et manipulation de données se trouvant sur une autre machine.

\subsection*{3.1. Architecture}

MapSignal dissocie les fonctions d'acquisition/traitement de signal et d'interface utilisateur, et les assigne à des machines différentes. La communication entre machines se fait par liaison série ou LAN. Il en résulte que le choix de la machine d'acquisition/traitement peut se faire sur les seuls critères de performance, coût, ou facilité de programmation, et que l'interface-utilisateur peut profiter des avantages qu'offrent un micro-ordinateur.
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ne" \({ }^{\text {de }}\) Fig. 2. Architecture d'édition "à distance" de MapSignal.

\subsection*{3.2. Protocole}

Les protocoles de communication entre machines sont souvent source d'ennuis. MapSignal fait appel à un certain nombre de techniques pour les éviter.

1 relation maitre-esclave
L'hôte est sous le contrôle exclusif de l'interface-utilisateur, qui est lui-même sous le contrôle de l'utilisateur. En aucun sous le controle de huins pur. En aucun cas l'état de l'interface ne peut se trouver modifiee par une initiative de thote (comme il peut arriver par exemple avec X-windows).
2. protocole "sans ctats"

L'hôte demeure dans un tetat unique quil ne quitte que transitoirement pour satisfaire une requête de l'interface. Il n'y
a pas de multiples états, donc pas de risque de désynchronisation entre hôte et interface.
3. interpreteur de commande

S'il n'y a pas d'états, il n'y a pas non plus besoin d'un processus serveur tournant en permanence sur l'hôte. En pratique les requêtes de l'interface sont servies dans le cadre de l'interpréteur de commande habituel de l'hôte ("shell", interpréteur lisp, etc.). Un avantage est que l'interface de commandes de l'hôte demeure accessible à l'utilisateur (a travers une fenêtre de terminal incorporée à MapSignal). Un autre est que le protocole est robuste et facile à déboguer.
4. format des échanges

Les échanges d'information se font à l'aide de caracterres ascii affichables (pas de caracterres de contrôle, pas de bit de parite). Les requêtes et réponses utilisent un format lisible par l'homme (nombres en ascii), sauf pour les données graphiques.
5. code graphique "min-max"

Un signal est affiché sur l'écran du Mac sous la forme de son enveloppe. Celle-ci se matérialise graphiquement par un certain nombre de traits verticaux, à la résolution de l'écran. Ces traits sont définis par les ordonnées de leurs extrémités, qui dépendent simplement des min et max de groupes de \(\mathbf{k}\) échantillons de signal ( \(k\) est fonction de l'échelle horizontale):
\(\mathbf{a}_{\mathbf{n}}=\max \quad \mathbf{i} \in[\mathrm{kn}, \mathrm{k}(\mathrm{n}+1)] \mathrm{S}_{\mathbf{i}}\)

Un algorithme spécial permet des échelles fractionnaires. Pour assurer la continuité visuelle (rompue lorsque \(a_{n}<b_{n+1}\) ou \(b_{n}\) \(>a_{n+1}\) ) ces valeurs sont remplacées avant affichage par:
\(A_{n}=\max \left(a_{n}, \frac{a_{n}+b_{n-1}}{2}, \frac{a_{n}+b_{n+1}}{2}\right)\)
\(B_{n}=\min \left(b_{n}, \frac{b_{n}+a_{n-1}}{2}, \frac{b_{n}+a_{n+1}}{2}\right)\)
Ces données graphiques sont calculees sur la machine hôte, codées sur 4 octets et envoyees à l'interface utilisateur qui les decode et s'en sert pour tracer l'enveloppe du signal. Le résultat graphique est identique à celui qui serait obtenu si tous les échantillons étaient dessinés, mais le volume de données a transmettre est beaucoup plus faible.

Ainsi, ce ne sont pas les données numériques qui transitent entre l'hôte et l'interface, mais seulement leur représentation graphique. Cela permet à MapSignal d'offrir un temps de réponse tout à fait honorable malgré la capacité limitée d'une liaison série. La gestion des fenêtres (reaffichage, etc.) est purement locale et ne nécessite aucun transfert de données.
3.3. Mécanisme d'extension

MapSignal n'offre en propre que des fonctions de visualisation, mais il possede un mécanisme qui permet de d'incorporer de nouvelles fonctions. Un "éditeur de commandes" permet de constituer un menu de commandes. A chacune d'elles correspond une chaîne de caractères qui est envoyé à l'hôte lorsque la commande est choisie dans le menu. La chaîne de caractères peut comporter des mots-clé qui sont interpretés au moment de l'envoi, ce qui permet d'inclure dans la chaîne des informations dynamiques telles que les coordonnées du curseur, le nom du fichier signal affiché, etc.. L'utilisateur peut ainsi diriger interactivement l'exécution de programmes disponibles sur l'hôte, en particulier ceux qu'il aura réalisés luimême. Puisque l'affichage et l'interaction sont pris en charge par MapSignal, ces programmes peuvent être simples et portables.

\subsection*{3.4. Mecanisme d'interrogation} de paramètres
Avant l'affichage d'un signal, MapSignal interroge l'hôte pour obtenir des informations sur ce signal (nombre d'échantillons, etc.). L'hôte envoie les informations qu'il possede: celles qui manquent sont remplacées par des valeurs par defaut. L'hôte a aussi le choix de la méthode par laquelle il obrient une methode par laquelle in obstion. la taille en echantillons du fichier signal peut provenir d'un "header", du système d'exploitation, ou d'un programme qui mesure explicitement la taille du fichier. MapSignal peut ainsi accomoder des formats de donnees très divers.
3.5. Moniteur d'acquisition Une fonction originale mérite d'êre signalée. Il s'agit d'une fenêtre-moniteur d'acquisition de données analogiques. Associé a un programme d'acquisition continue sur lhôte, qui utilise un buffer
circulaire (buffer contenant en permanence les \(n\) dernières secondes de données), elle affiche son contenu. Ce contenu est en constant renouvellement au rythme de l'acquisition de nouvelles donnees, ce qui se reflete par l'image du signal qui "flotte" de droite à gauche à travers l'ecran. L'utilisateur peut ainsi "geler" l'acquisition au moment opportun. On évite ainsi les problèmes de "timing" dus au mauvais alignement temporel, ou les distortions dues au mauvais réglage du niveau.


Fig. 3. Moniteur d'acquisition montrant le contenu dun buffer circulaire.

L'acquisition continue est plus conviviale pour un locuteur que celle, discontinue, quimposent les solutions classiques.

\subsection*{3.6. Implémentation}

MapSignal est écrit en C sur le Macintosh. Il nécessite deux commandes simples sur l'hôte, Ecrites elles aussi en C. Le programme est disponible gratuitement à fins de recherche. La distribution comprend le programme Macintosh, les sources des commandes hôte en C, et la documentation.

\section*{4. COMPARAISON AVEC X-11}

L'idée principale défendue dans cet article est qu'on a intérêt à dissocier interfaceutilisateur et traitement (calcul, entréessorties) et à les attribuer à des machines différentes. Cette idée sous-tend celle de "frontal" utilisée pour les bases de données ou le calcul scientifique (Mathématica). Elle se retrouve aussi dans \(X\)-windows, qui permet à un programme tournant sur une machine d'interagir indifferemment avec toute console du reseau. X-windows est de plus en plus répandu, mais il souffre des inconvenients suivants:
a) On ne peut associer que des machines possédant une version compatible de Xwindows. Une mise à niveau partielle peut tout désorganiser, par ailleurs certaines machines de calcul n'offrent pas X. On perd ainsi dans la pratique une part
de la liberté de choix qu'est censée apporter la dissociation des fonctions.
b) X-windows est gourmand en ressources (mémoire, disque).
c) X-windows ne permet n'offre pas un environnement logiciel aussi complet que ceux disponibles sur les micro-ordinateurs (cette situation change avec l'apparition des émulateurs X pouvant s'intégrer dans l'environnement logiciel d'un micro).
En comparaison, le modèle de communication sur lequel est fonde MapSignal pose peu de conditions quant à la machine hôte ou la nature de la liaison. Il faut cependant reconnaître que les contraintes de protocole que sont la relation maître-esclave stricte et l'absence d'états impliquent une communication moins riche que celle offerte par X windows.

\section*{CONCLUSION}

Le problème de la portabilité des logiciels de manipulation du signal peut trouver un élement de réponse dans la dissociation des fonctions de traitement du signal et d'interface utilisateur entre machines distinctes. La communication entre machines que nécessite cette solution peut se faire de façon simple et robuste dans le contexte de l'interpreteur de commande (shell) de la machine hôte. Conçu selon ces principes, le logiciel MapSignal permet la visualisation et la manipuiation de données de signal se trouvant sur des machines très diverses. Sa conception fait appel à des idées originales qui peurvent être utiles dans d'autres contextes.
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\section*{ABSTRACT}

The invention of speech synthesizers have made revolution in the computerization of the blinds life. But these people can use special compu ters only,for serial computers are rarely equipped with synthesizers whereas displays are obligatory. Speech synthesizer that does not speek Russian cannot be reconstructed to be used by the Rusaian speaking blind. We have made a computer for the blind with the speek synthesizer"PhonemophoneWS", that is speaking Russian. It is being produced in small series.
1. Its hardware represents a printed circuit board for IBM PC.Its software - a 64 kbyte control file and a 10 kb. lexical dictionary file. Synthesizer's driver can be loaded automatically or from keyboard. The text for the sound-track in Russian can be taken from the file, from the user's programme, from display, from keyboard.
2. Synthesizer is able to carry out the following functions:
- synthesize oral speech on arbitrary text in Russian; -oral speech can be synthesized by female voice or by one out of two male ones:
-modulate the phrase's intonation of the type of question, exclamation, narration, enumeration;
- stress the words automatically;
-provide for about99* understanding of words in speech; -provide for the sound-track of numbers from 0 to one milliard;
-provide for the sound-track of the signs like * \(\$\) ( () \(1=11=-\cdots 1]\) articulate in full voice abridgements in the text ( like etc.. i.e., mo, tu,), abbreviations (ilke USSR,IBM, USA, UK, ICPhS).
3.The work of a blind with a computer in most cases inplies the text revision. That is why the speech synthesizer is additionally equipped with the form of the prograne CONVEYOROf multistage transformation of the Russian orthographic text into orthoeple text. The whole converor is called READER. It consists of the following successive bl: -the block of text's segmentation into sentences;
- the bl.of words' stresing according to a speciallo0000 words Russian languago dictionary of stresses:
- the block of substitution of abbreviations for fulltoned words (for example: etc. etceteralaccording to the1000 wordsRusaian language dictio-
nary of abbreviations; -the block of substitution of orthographic abbreviations for orthoepic words: -the block of substitution of signs of the type te \(\$\) for the words corresponding to their names:
- the block of substitution ofnumbers from0 to one milliard for words allowing to pronounce these numbers;
- the block used to delete the so-called"text rubbish", for exe.: unnecessary blanks, dot doubles,exclamation and question marks' doubles:
-the block to provide soundtracks of Engl.language key words according to 200 key words dictionary ( BASIC).
4. When working with the
text for the blind, the modes of asking again about what had been said and about detailed elaborat. of phrases' sounding are quite common. That is why the speech aynthesizer is equipped with MONITOR, which controls a group of keys located tothe right on an ordinaryibMkeyboard. Monitor's keys reaiize the following modes: -return to the listening to a previous phrase (word ): -return to the beginning of the previous paragraph; - jump forward to every other phrase;
- jump to the beginning of the next paragraph;
- a temporary stop of the listening to the text;
-transition to the detailed listening to the text by words or letters;
- substitution of one diction voice for another male voice or female one; - change of synthesized
loudness and tempo speech.
5. The synthesizer connected to the computer via CONVEYOR \& MONITOR allowed to produce for a blind the
following special progremet meeting diff. requirements these people were exarined of -"SOUNDINC KYYONRD"providen for the sound-track of all keyboard's alphab.and service keys. Capital lettereare rendered into sound-treck by one voice, ordinary letters by another, Latin ones - by the third.i key can be heard after it had been pressed or after the end of the word; -"READING OF TEX TEXT FILES" is carried out after blind man's answer to the question concerning what file he mants to listen to uning monitox; - "THE CLOCR" reports time. -"THE CLOCK" reports time: date and day when called;
- "CALCULATOR", when called, allows a blind to perfors computations with six-digit numbers usins subtraction, division and multiplication; - "NOTR-BOOK" helpe a blind to record on the disk from the keyboard short text notes for future reproduction of them and listening to then in own interests: - "TYPEWRITER" provides - blind with the possibility o type guality and long to type quality and long text in upper and lower case letters using the format common for the sighted; - "ENGLISH-RUSSIAN DICTIONARY" allows to learn oral translation of the English word entered from the keyboard; entered from epsychorociche TESTS" are entered fromthe keyboard via yynthesizer in the form of oral questions the one being tested answers via keyboard. With the help of the key com puter analyses the ansmers and individualiy estinates the one being tested on diff. the one being tested

A11 above mentioned special programmes are written in CI language in MS DOS for the computers IBM PC AT/XT.

THE AUTOMATIC RUSSIAN TEXT TRANSCRIEER

E．E．OVCharenko，J．V．Ipatov，S．E．Stepanova

Leningrad State University，USSFi

\section*{AESTRACT}

This report gives a lin－ guistic description of the program that automatically translates Fussian orthog－ raphic text into transcrip－ tion signs．This transcriber provides linguistic material for computer interface and allow comple：automization for linguistic research， i．e．dictionary－making，text analyses，scientific appa－ ratus compiling and besides to serve as a reliable base for different educating programs．

\section*{1．INTRDDUCTION}

The automatic transeriber （AT）is hoped an undispen－ sable component of the Fho－ netic fund．Any language matherial（a dictionary or a text）may be transcribed with the help of the AT sufficiently providing the necessary phopnetic details．

Traditionally transcrip－ tion is known as a system of signs and rules of using them for recording speech and its sound structure． The main aim of a linguist when working out a system of automatic transcription is to determine and algoryth－ mize the rules of corres－ pondence between 35 Fussian letters and speech sounds．

2．THEOFY OF TFANSCRIFTION
Several automatic transcribers had been worked out by this time．All their differences can be reducec to 4 general items．
1）The choice of phonologic ＂ideology＂．There are seve－ ral tendencies in modern soviet phomologic science which it their approach to the definition of the main minimum sound language unit －phoneme．Thus，one consi－ ders a phoneme to be a rep－ resentative of a morpheme which is constant（eg，the final consonant of a word ＇ropoд＇is／d／as it is in ＇ropoдa＇）：and other（Le－ ningrad or Shcherba＇s pho－ nological school）－to be an independent unit（eg，in the same word＇rofod＇the final phoneme is／t／l．
2）The form of presenting material．It may be detailed or simplified transcription （from general symbols C and \(\checkmark\) for consonants and vowels or phonemic transcription to the detailed indication of sound qualities）．
3）Difference in choosing the object of transcription， i．e．that one may transeribe separate words，sentences or texts．
4）The choice of the pro－ nunciation variant．For Fussian there are two dif－ ferent standard variants Moscow and Leningrad）．

3．PHONEME TFANSCRIEER
The authors of the AT－ members of the Department of Fhonetics of Leningrad state University－tried to deve－ lope and improve all these aspects．

There is a phoneme block of the \(A T\), responsible for forming the phoneme record of speech material according to Sheherba＇s phonologic theory．

In phoneme transcription the following phenomena of the Fussian language system are considered．
1）In non－stressed Russian vocalism practacally there are no／o／and／e／vowels． Some frequent words coming from foreign langlages， where this vowels still remain in non－stressed syllables，are included into a list of exceptions（eg， кakao，faдio：анданте etc．）．

2）Voiced consonants are replaces with voiceless before a pause．（samod－ ／zavo＂t／：mopos－／maro＂s／s rро：дь－／gro＂s＇t＇／and so on．）
3）Regressive consonant assimilation in feature of voice and its absence． （тpyEka－／tru＂pka／，cдeлatb －／z＇d＇e＂lat＇／and so on．） k4）Consonant assimilation in feature of softness and hardness．（wectb ／se＂s＇t＇／，пенсионер
／p＇in＇s＇ian＇e＂r／and so on．）
5）Consonant assimilation in the place of forming（cwutb －／ड сы＂t＇／сжать－ ／さ̌る＂t＇／，三avaequк－／za－ ka＂号：ik！rofoдckon－／ga－ racko＂j／and 50 on．
b）＂Non－pronlinced
nants＂（rectrmb
／С＇е＂sпwj／，по玉дно－／ро＂z－
 ＇i．＂VEj／and 50 on．）
7）＂Double
．）

Formalisation of rules of pronuncing long or short consonants in place of two similar letters is rather complicated and in this case pronunciation dependes on the＂double＂letter position inside the word，on the neighbour letters and on morpheme borders．Special analyses of all Fussian words containing double letter combinations helped to find the rules of their transcription（длинный ／dl＇i＂nпwj／，but：сделаннай －／z＇d＇e＂lanwj／，rpamm－ ／gra＂m／，ввод－／vvo＂t／and so on．）

The phoneme transcription is only one of the ways how to present the speech mate－ rial with the help of the AT．

4．FHONETIC TFANSCRIEER
Any test can be simulta－ neously presented as a sequence of allo－phones－ concrete realizations of phonemes determined by simple rules of correspon－ dence and assimilation of sounds and redurtion of unaccented syllables．
Examples：
сд＂елка－［z＇a＇e＂lkN］，
 полоеa－［gzinva＂］．

There are hundreds of such elements．And at last， the description of speech flood as a sequence of pho－ netic elements giving quite detailed description of very subtile but important for perception of speech reali－ zation differences；eg； modification of vowels after labial consonants／b／，／p／s ／V／，／f／：Еa！л－［b0a＂l］， Ea＂：－［va＂玉n］；or after Ea＂：sa－［vaazへ］：or ma＂ma－ nasal consonants：Ma Ma ［máñ̃］，нес－［n：os］，dif－ ferent degrees of reduction of non－stressed vowels depending on their position to the stressed syllable．
different symbols for vowels after voiced and voiceless consonants, after soft and hard consonants. While transcribing consonants the following phenomena are conside- red: labial character of consonants before racter of consonants befon [o] and [u] (ctyk - [s t \(\begin{array}{cc}\text { u"k], kot } \\ \text { appearance of faucal } & \left.\left.o^{\prime \prime} t\right]\right), \\ \text { explo- }\end{array}\) appearance of faucal explo-
sion in combina- tions \(A H\), тн, EM, пM (дно [ỡo"], овман - [^ถтa"n], etc), lateral explosion in combinations тл, дл (подлнй -[po"diej], etc), devaicing of sonorants in some positions (eg tearp- [t'ia"tri],
 etc). In AT desingêd for speech synthesis are considered changes of consonants at the end of words: affrication or aspi- ration of consonants \(/ \mathrm{p} /\) : /p'/./t/, /t'/. /k/, /k'/ and nasals implosiveness \(/ \mathrm{m} /\), \(/ \mathrm{m} /\), \(\mathrm{m} / \mathrm{m}, \mathrm{n} /\) and so on.

The set of phonetic elements of this unit corresponds to the set of acoustic elements, which is sufficient for the automatic eynthesis of distinctive and synthesis of distinctive and
naturally sounding Fussian naturally sounding Fussian
speech. That's why the numspeech. That's why the num-
ber of these elements is rather large - approximately 700 elements. Still, when presented in a graphic form, all the three types of transcription look compact and usual for phonetists and speech scientists. There are two systems (Roman and Cyrillic alphabets) of graphic representation of phonemes and those of the International Fhonetic Alphabet.

The described AT allows to transcrite both separately taken words and sentences, in this case it realizes rules of words. bounds, eg, voicening of voiceless consonants having
no pair: mex wивотного [m'e" zыvo"tnzvへ]; connection of nominative words and relying prepositions and particles into one phonetic word, eg, धes огня [b'iz^gn:a"], не энаю -[n'izna"-u] and so on.
5.OFTHOEFIC STANDAFD

The suggested transcriber is oriented to the modern literary Russian pronunciation standard. Two variants of orthoepic standard (Moscow and Leningrad) are generally acknowledged. Eut nowdays there is a definite tendency to eleminating of tendency to eleminating of
differences between differences
between variants,"to formation of some common pronunciation standard embracing features of both Moscow and Leningrad variants" (Л.A. Eepбицкaя, "Русскал орфоэпил": 1976, P.115). The AT consideres P.ils) The AT consideres researches.
6.STATISTICAL FFOCESSING

Important advantage of the AT is its ability to get information on statistical processing of the text on distribution of text, on distribution of letters, phonemes and allophones both in digital and graphic form. The program is written in algorythm language \(C\) for personal computers based
8086-compatible processor.
7. SUMMAFY

The \(A T\) described in the report worked out on the Shcherba.'s phonological princeples allows to get both. phoneme and phonetic text transcription of two tegrees of detalization. The degrees of intotalization. The AT takes into account sound modification inside a phonetic word and some phenomena taking place at the nominative words connec tions. The transeription is
based on modern Russian language pronunciation standard. The program allows to make statistic processing of the text.
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\section*{ABSTRACT}

In this paper we describe the effects of source-tract coupling. The model of the vocal tract used is the acoustic tube model proposed by Kelly and Lochbaum. The vocal tract is excited by a source based on a two-mass model of the vocal folds. In our case, the source is simulated as an elementary tube of the vocal tract. The influence of the source-tract coupling on the glotal flow is compared in three cases: (1) the above mentioned sourcetract coupling; (2) the coupling with a model of the input impedance of the vocal tract; (3) the no coupling case.

\section*{1. INTRODUCTION}

La source vocale utilisée dans notre synthétiseur est le modèle à deux masses proposé par Ishizaka et Flanagan (1972) et basé sur des équations mécaniques et aérodynamiques. La simulation du conduit vocal, quant à elle, repose sur le calcul de propagation des ondes acoustiques dans une série de N tubes élémentaires (Kelly et Lochbaum, 1962). Il faut donc établir la relation entre les paramètres de la source et les ondes acoustiques qui se propagent dans le conduit vocal. Cette relation permet aussi d'évaluer l'interaction entre source et conduit vocal.

\section*{2.THEORIE ET IMPLANTATION}

Dans notre simulation, le couplage source-conduit vocal est basé sur le modèle proposé dans [5]. En effet, la source vocale elle-même peut se représenter comme une source de débit d'impédance Zg . On utilise l'indice \(\mathbf{k}+1\) pour le premier tube du conduit vocal: l'aire, la pression et le débit à l'entrée de
ce tube seront \(\mathrm{A}_{\mathrm{k}+1}, \mathrm{P}_{\mathrm{k}+1}, \mathrm{U}_{\mathrm{k}+1}\) respectivement (fig la).


Fig la. Modèle de la source vocale chargée par la première section du conduit vocal.


Fig lb. Source vocale considérée comme un des tubes du conduit vocal

La figure la montre que le débit Ug est la somme du débit qui traverse l'impédance \(Z_{g}\) et de celui qui entre dans le tube \(k+1\) :
(1) \(\mathrm{Ug}_{\mathrm{g}}=\frac{\mathrm{P}_{\mathrm{k}+1}}{\mathrm{Z}_{\mathrm{g}}}+\mathrm{U}_{\mathrm{k}+1}\)

Le débit et la pression dans le tube \(k+1\) s'écrivent:
(2a) \(U_{k+1}(t)=U_{k+1}^{+}(t-\tau)-U_{k+1}^{-}(t+\tau)\)
(2b) \(\mathrm{P}_{\mathrm{k}+1}(\mathrm{t})=\)
\[
\frac{\rho c}{A_{k+1}}\left(U_{k+1}^{+}(t-\tau)+U_{k+1}^{-}(t+\tau)\right)
\]
où : \(\rho\) est la densité de l'air; c est la célérité du son; \(\tau\) est le temps de propagation du son dans le tube \(k+1\); ( \(\tau=\) \(\ell / \mathrm{c}\), les tubes sont de la même longueur \(\ell) ; A_{k+1}\) est l'aire du tube \(k+1 ; \mathrm{U}_{\mathrm{k}+1}^{+}(\mathrm{t}-\tau)\)
et \(\mathrm{U}_{\mathrm{k}+1}^{-}(\mathrm{t}+\tau)\) peuvent être interprétées comme l'onde incidente et l'onde réfléchie dans le tube \(k+1\). La source vocale est considérée (fig 1b) comme un tube spécial d'indice \(k\), d'aire \(A_{k}\) et d'impédance \(Z_{k}\) :
\(Z_{k}=Z_{g}=\frac{\rho c}{A_{k}}\) avec le coefficient de réflexion: \(r_{k}=\frac{A_{k+1}-A_{k}}{A_{k}+1+A_{k}}\)
Les expressions (1) et (2) nous donnent lors l'équation suivante de l'onde incidente dans le tube \(\mathrm{k}+1\) :
(3) \(U_{k+1}^{+}(t-\tau)=\)
\[
\mathrm{r}_{\mathrm{k}} \mathrm{U}_{\mathrm{k}+1}^{-}(\mathrm{t}+\tau)+\mathrm{U}_{\mathrm{g}} \frac{1+\mathrm{r}_{\mathrm{k}}}{2}
\]

Pour notre implantation, \(\mathrm{A}_{\mathbf{k}}=\mathrm{Ag}\) où \(\mathrm{Ag}_{\mathrm{g}}\) est l'aire de la glotte.
Pour valider le couplage ci-dessus, nous avons utilisé comme référence le modèle de l'impédance d'entrée du conduit vocal proposé par Mrayati et Guerin [6]. Dans ce modèle, le conduit vocal est remplace par deux circuits resonnants aux premie et deuxième formants (fig. 2).


Fig 2. Circuit équivalent à l'impédance d'entré du conduit vocal couplé au modèle à deux masses de la source vocale.

Dans [6], il a été montré que l'on pouvait e limiter à une représentation de 'impédance d'entrée pour les deux premiers formants.

\section*{3. RESULTATS}

Pour les voyelles orales françaises étudiées, les paramèrres des deux circuits de résonances sont déterminés à partir de la configuration du conduit vocal pour chaque voyelle et des mesures de son impédance d'entrée. Les caractéristiques de l'onde de débit de la source vocale (fig.
3) sont données par les paramètres suivants:
+Le quotient d'ouverture: \(\mathrm{Q}_{0}=\frac{\mathrm{T}_{1}+\mathrm{T}_{2}}{\mathrm{~T}_{0}}\)
+Le quotient de dissymétrie: \(\mathrm{Qd}_{\mathrm{d}}=\frac{\mathrm{T}_{1}}{\mathrm{~T}_{2}}\)
+ La fréquence fondamentale: \(F_{0}=\frac{1}{T_{0}}\)


Fig 3. Forme génêrale de londe de débit.
Les paramètres de commande du modèle à deux masses sont la pression subglotrique \(P_{S}\) et le coefficient \(Q\) représentant la tension et la masse des cordes vocales. Pour nos mesures, \(P_{s}\) varie entre 4 et 16 \(\mathrm{cmH}_{2} \mathrm{O}\) et \(\mathrm{Q}=2\).
Les caractéristiques de l'onde de débit ont été mesurées dans les trois cas (la figure 4 donne les résultats pour 4 voyelles seulement ):
-sans couplage; et le conduit vocal est -avec couplage et le conduit vocal est remplacé par le modèe de limpedance d'entree;
-le couplage source-conduit vocal mentionné ci-dessus.
Pour les configurations du conduit vocal Pour lespondantes aux voyelles orales corresponda les résultats ont montré la étudiées, les résultats ond de couplage. concordance des de \(\mathrm{F}_{0}\), \(\mathrm{Q}_{\mathrm{o}}\) et \(\mathrm{Qd}_{\mathrm{d}}\) en Les évolutions de \(\mathrm{Fo}_{0}\), Qo ettique son fonction de la pression subglone les même dans les cas avec couplage. I est difficile de donner une loi devolution applicable à toutes les voyelles. Pourtant, applicable a avo remarqué les caractéristiques suivantes:
-pour les voyelles [a], [ \(\varepsilon\) ], [ \(\mathrm{\rho}\) ], [ 0 ], [ \(\varnothing]\), [e] et [ \(\propto\) ] la fréquence fondamentale augmente légèrement par rapport au cas sans couplage;
les quotients d'ouverture et de dissymétrie sont modifiés quand il y a l'interaction source-conduit vocal. Quand la source vocale est chargée par le conduit vocal, on constate une déformation de onde de débit sous la forme d'une oscillation additionnelle. Cette suroscillation a une fréquence proche du premier formant [1]. En conséquence, le quotient de dissymétrie sera fortement modifié et généralement augmenté. En ce qui concerne le quotient d'ouverture, il est diminué dans le cas de couplage sourceconduit vocal.
Nous avons comparé la qualité des voyelles orales synthétisées dans les deux cas: sans couplage et avec le couplage décrit ci-dessus. Des tests informels on montré que le couplage améliore la qualité et le naturel des voyelles orales synthétisées.
3. CONCLUSION

En utilisant le modèle de l'impédance d'entrée du conduit vocal comme référence, nous avons montré que la méthode du couplage source-conduit vocal que nous avons utilisée dans notre

synthétiseur est tout à fait raisonnable. Ce modèle du couplage contribue à améliorer la qualité de sons synthétisés et permet de respecter les effets connus du couplage source-conduit vocal.
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Fig 4a. Relation entre \(\mathrm{F}_{\mathrm{O}}\) et \(\mathrm{P}_{\mathrm{S}}\) pour les voyelles [a], [i], [u] et [o].
\(\mathrm{F}_{\mathrm{O}}(1)\) : sans couplage, \(\mathrm{F}_{\mathrm{O}}(2)\) : couplage avec circuits résonnants,
\(\mathrm{F}_{\mathrm{o}}(3)\) : couplage avec le modèle Kelly-Lochbaum.


Fig 4b. Variation de \(Q_{0}\) avec \(P_{S}\) pour les voyelles [a], [i], [ \(u\) ] et [ 0 ].
\(\mathrm{Q}_{0}(1)\) : sans couplage, \(\mathrm{Q}_{0}(2)\) : couplage avec circuits résonnants,
\(\mathrm{Q}_{0}(3)\) : couplage avec le modèle Kelly-Lochbaum.


Fig 4c. Evolution de \(\mathrm{Q}_{\mathrm{d}}\) avec \(\mathrm{P}_{\mathrm{S}}\) pour les voyelles [a], [i], [u] et [o].
\(\mathrm{Q}_{\mathrm{d}}(1)\) : sans couplage, \(\mathrm{Q}_{\mathrm{d}}(2)\) : couplage avec circuits résonnants,
\(\mathrm{Q}_{\mathrm{d}}(3)\) : couplage avec le modèle Kelly-Lochbaum.
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\section*{ABSTRACT}

Theoretical fundations for a new representation of formantic trajectories are presented. This representation assumes that explicit conirol of acoustic patterns is done on the underlying resonances of the vocal tract. An application of this approach within a synthesis-by-rule system using an extended version of the Klatt synthesizer is described. Current implementation of this application was done using the COMPOST developpement system.

\section*{1. INTRODUCTION}

Most synthesis-by-rule systems aim to produce stylized trajectories of a "readable" parametric representation of the speech signal. The choice of the representation is a key-problem to write so-called coarticulation rules: the parameters have to be easely related to articulatory movements which are subject to undershoot, anticipatory behevior and degrees-of-freedom in excess.
In light of the revision by Badin \& Boe [4] of Fant's explanation [6] for the explanations for the "affiliations" between formants and vocal tract cavities, we propose to model formant trajectories in terms of the underlying resonance trajectories.

\section*{2. DEFINITION OF THE VOCAL TRACT RESONANCES}

The vocal tract resonances are defined as the union between the individual theoretical resonances of each cavity of the vocal tract: formant trajectories may be deduced from this set of resonances by applying inter-cavity coupling and vocal tract losses.
The figures 1 a and 1 b sum up the resonance concept thanks revised Fant's
nomograms: we used a 4-tube model with the following configurations for the 4 sections:
Pharynx \& mouth cavity: \(8 \mathrm{~cm} 2,1\) varying
Pharynx \& mouth cavity: \(8 \mathrm{~cm} 2,1\) vary
Tongue constriction: \(0.65 \mathrm{~cm} 2,1=4 \mathrm{~cm}\)
Lips: 0.16 cm 2 (closed tube) and 4 cm 2 (open tube), \(1=1 \mathrm{~cm}\)
The constriction center Xc can vary from 2.1 cm to 11.9 cm while keeping vocal tract length constant and equal to 15 cm . In all captions, the formants detected by an algorithm described in [5] are plotted in ordinate against the abscissa Xc. In the center and right captions the resonances of respectively the front and the back cavity are superposed in dark to the resonance tracts of the entire vocal tract. All these tracts are then superposed in the left caption.
The proximity of a formant of the whole system with a resonance of certain cavity demontrates clearly the affiliation. Resonance crossings (occuring when a resonance of the back cavity is close to one of the front cavity) produce affiliation change of the corresponding formants (supposed labeled in ascending order). Large coupling between front and back cavity may mask affiliation change (see the cases of the middle constriction ( \(\mathrm{l} /\) / in fig. 1a and the back constriction (/a/) in fig. 1 b . More interesting is the formant convergence between F2-F3 in case of a front constriction ( i / ) in fig. 1 b : the half wavelength of the back cavity cross the lower resonance of the front cavity (intermediate between a helmholtz resonance and a half wavelength).
We adopt the the following notations for designation of resonances: R1, R3 are the two first low resonances of the back cavity and R2, R4 are the first two low resonances of the front cavity.

A carefull examination of vocalic transitions VV uttered by two male speakers for couples of the 10 French oral vowels in light of interpretation of vocalic nomograms in terms of resonances as developped above show an interesting design of the representation space for vowels. Figure 3 presents the R1-R2 plane deduced from the database for one speaker by interpolations on a grid of formant candidates obtained by closed-phase LPC analysis. Figure 2 shows an example of such an interpolation on a/a-i/vocalic transitions.
A brief comparison between the nomograms of the Fig. 1 and the resonance triangle shows the relative adequacy between the theoretical predictions and the natural data: the large dispersion for the F3 values of the back vowels is accounted by the affiliation of this formant with R4 and thus correlated with the lip aperture. On the contrary the F2 of the front open vowels and the F3 of the front closed vowels are affiliated with R3 and thus are not sensible to the lip aperture. It accounts for the non-linearity of the coarticulation characteristics we already published in [7]: i/ seemed to have the most influence on the successive vowel while bearing no undershoot. In fact target variability for front-open vowels like \(/ 1 /\) and \(/ \mathrm{e} /\) in French is mostly accou:ted by F3 (thus R2) and not F2 (thus R3).

\section*{4. MODELLING \\ FORMANT TRANSITIONS VIA RESONANCE TRAJECTORIES}

We used this resonance representation for modelling formant trajectories: the synthesis-by-rule system we will detail in the following generates resonance trajectories using the COMPOST rule compiler [3]. These resonance trajectories are then converted in formant trajectories using simple equations which capture the essential characteristics of the interresonance coupling.
4.1. The COMPOST language

The COMPOST system is a rule-based system for transducing trees: basic atoms on which COMPOST is working are instances of user-defined generic objects. These instances thus inherit of the properties of the class their generic object belongs to: set of features and numerica
values. For example, a declaration of word, syllable and phoneme classes will include for French :

\section*{class Word}

PDIPp stand for determinant \& pers. pronoun*/ object(Noun, Verb, DL, Pp...) feaburé(Content) Noun, Verb are Content; DL, Pp are -Content; endclass
class Syllable
object(Syl) feature(acc) Syl are-acc endclass

\section*{class Phoneme}
object(a,i,u,e,y,b,d,g...) feature(voc,nas,_iq,..) cue(duration) a,i,u,e,y,b,d,g. have duration \(=90\) endclass

COMPOST then consists of manipulating a complex structure ( \(n\)-ary tree) whose leaves are instances thanks to an extension of the well-known rewriting rules. SubTF \(\rightarrow\) SubTT / SubTL+SubTR;

SubTF is the focus subtree, SubTT is the transformed subtree while SubTL and SubTR are the left and right context subtrees.
The powerfull COMPOST subtree matching is labelled with special instructions for local operations :
-memorization of focus instances and/or subtrees in SubTF and their replication in SubTT (thus enabling tree manipulation) SubTT (thus enabling tree manipulation) - numerical capabilities: memorization of numerical attributes in SubTF and affectation of complex numerica expression to numerical attributes in SubTT.
For example, a rule for syllabic parsing for French will include:
> create a father node Syllable for any non-liquid consonant followed by a vowel */ regS: \([-\mathrm{voc},-\mathrm{liq}]->)\) Syl \((\# 1 /+[\mathrm{voc}]\);
> A COMPOST sketch consists of a set of grammars (each containing a set of ordered ules working on the internal COMPOST tree structure) and external calls. A library of standard routines may be augmented by he user using the COMPOST C-toolkit.
> 4.2. Modelling trajectories COMPOST library includes the routine Gentraj which produce frames of parameters according to instructions present in its actual internal tree. It scans for any instance of the class Phoneme and generates the absolute time reference axis according to the actual values of Duration
cue (expressed in ms). The subtree of each Phoneme is then scanned for any instance or he class Target. The first cue of each Target object gives the delay of this target in ms according to the beginning or the end of the father Phoneme (according to the feature \(\pm\) Final). The following cues precise the entire set of parameters used by the ynthesizer. The targets will be then connected together according to the name of the generic object (splines, straight lines, step functions...).
Like in object-oriented design all cues of a certain generic object are allocated on instanciation. To avoid obligatory synchronization of all parametric trajectories, the target is validated only if the parameter's value differs from a default value specific to each parameter.For example, the following rule generates the wo targets (oral and naso-pharyngeal parts) for a French nasal vowel / \(/ \mathrm{a} /\) :

\section*{class Target}
object(X0,X1,X3) feature(Final) cue(t,F1,F2,F3) endclass
an: \(\mathrm{a}->\# 1(<\mathrm{X} 3, \mathrm{t}=20, \mathrm{~F} 1=515, \mathrm{~F} 2=1350, \mathrm{~F} 3=\) \(2100><\mathrm{X} 0, \mathrm{t}=50, \mathrm{Fl}=530, \mathrm{~F} 2=1000, \mathrm{~F} 3=2200>\) );

The set of F1-F4 targets for each phoneme is then taken for R1-R4 targets as developped in the preceeding chapters. Once the entire resonance and residual parametric trajectories have been computed by Gentraj, two other functions of the ibrary are then called to produce sound: Coupling and Klatt. Coupling computes new ordered values for F1-F4 using the following algorithm
```

- sort F1-F4 in ascending order
for all Fi do:
for all $j<>i$ do
$\mathrm{d}=\sum 200 \cdot \mathrm{sgn}(\mathrm{i}-\mathrm{j}) \cdot \exp (-\mid \mathrm{Fi}-\mathrm{Fj} / 200)$
$\mathrm{Fi}=\mathrm{Fi}+\mathrm{d}$
enddo
enddo

```
4.3. Vocalic target resonances

Examples of resonance target values for the 10 French oral vowels and some consonants are given below:
\begin{tabular}{rrrrrrrrr} 
// & R1 & R2 & R3 & R4 & B1 & B2 & B3 & B4 \\
a & 620 & 1240 & 3330 & 2500 & 75 & 60 & 130 & 150 \\
o & 460 & 1000 & 3000 & 2600 & 80 & 65 & 130 & 50 \\
o & 370 & 800 & 2260 & 3000 & 55 & 65 & 110 & 100 \\
u & 250 & 750 & 2100 & 3000 & 60 & 60 & 95 & 110 \\
\(\propto\) & 480 & 1420 & 3200 & 2300 & 70 & 70 & 90 & 95 \\
\(\Phi\) & 360 & 1600 & 2150 & 3000 & 60 & 70 & 80 & 75
\end{tabular}
\(\begin{array}{lllllllll}\text { y } & 250 & 1720 & 2060 & 3000 & 75 & 95 & 125 & 80\end{array}\) \(\begin{array}{lllllllll}\varepsilon & 590 & 1900 & 3300 & 2300 & 60 & 100 & 110 & 120\end{array}\) \(\begin{array}{lllllll}\text { e } & 320 & 2700 & 2000 & 3300 & 55 & 85 \\ 80 & 100\end{array}\) \(\begin{array}{lllllllll}\text { i } & 250 & 3000 & 2000 & 3400 & 55 & 60 & 100 & 100\end{array}\) j \(25025002100 \quad 3200 \quad 85 \quad 80 \quad 100 \quad 110\)
 \(\begin{array}{llllllrrr}4 & 250 & 1600 & 2200 & 3200 & 75 & 95 & 120 & 80 \\ \mathrm{~m} & 250 & 1300 & 2300 & 3000 & 80 & 130 & 140 & 140\end{array}\) \begin{tabular}{rlrllrrr} 
m & 250 & 1300 & 2300 & 3600 & 3300 & 90 & 130 \\
n & 140 & 140 \\
\(r\) & 250 & 1100 & 2300 & 3400 & 90 & 90 & 140 \\
\hline
\end{tabular} \(\begin{array}{lllllll}250 & 1100 & 2300 & 3400 & 90 & 90 & 140 \\ 160\end{array}\) 250165021003400 \(\begin{array}{llll}90 & 120 & 145 & 190\end{array}\)

\section*{5. CONCLUSIONS}

Spectrogram reading in light of resonance structures enables a clear acoustic-toarticulatory inversion [1] and thus enables an easy way of modeling formant trajectories. Consonant loci have to be revised to take account of this new vocalic structure. We think that this acoustic representation of the speech signal may suggest new investigation for a number of key problems such as effective formant calculation [8]: \(\mathrm{F}^{\prime} 2\) could be the result of tracking of R2 instead of a large-scale integration.
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Figs.1a \& b: Vocalic nomo-grams: on the nomogram for the 4-tube model are uperposed from right o left: the nomograms of a) the back cavity alone, b) the front cavity and c) both cavities considered as independent. Top captions are for the closed case ( \(\mathrm{Al}=0.16 \mathrm{~cm} 2\) ) and bottom for the open case ( \(\mathrm{Al}=4.0 \mathrm{~cm} 2\) ).

Fig.2: Resonance tracks for an /a-i/ sequence: from bottom to top are presented a) the formant and resonance tracks, b) the interpolation func inters issued funcLemporal Decoy a Temporal Decomposition technique
c) the time signal


Fig. 3: Vocalic triangle in the R1R2 plane: the classic F1-F2 vocalic triangle is figured in dark Realization space for R3 and R4 are figured in heavy dark. Resonance dark. fesome targets for exis and back /a/ are suggested.
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\section*{ABSTRACT}

In this paper we propose a computer model of articulatory compensation such as needed in articulatory synthesis by rule. Targets are specified as acoustically important area-function features instead of formant frequencies. Articulatory space can then be searched for the articulatory position which, once translated into areafunction features, will minimize distance to target. Search is constrained to physiologically possible positions; interarticulator dependencies and articulatory effort are taken into account. The model's behavior is shown to parallel that of real speakers in vowel production and bite-block experiments.

\section*{1. INTRODUCTION}

In articulatory synthesis by rule, one is given a phonemic description and has to find the corresponding articulator positions of a computer model, so that its acoustic response can be computed. Realistic physiological/acoustical models can achieve phonemically equivalent productions using many different articulator configurations. The problem is then to find a strategy to choose among all the possible articulatory alternatives.

Human speakers are faced with the same problem; in fact they routinely exploit this freedom to closely approximate intended formant frequency targets during normal speech [8] or when an articulator is artificially constrained [5][6]:


Figure 1. Area-function features

\section*{3. ARTICULATORY MODEL}

In order to simulate inter-articulator dependencies and limit the search to physiologically realistic positions, we implemented the articulatory model of [7]. Only six major articulatory parameters were used: AM (jaw opening), AC and DC (tongue body position), AA (tongue tip angle), EL (vertical lips separation) and AL (lips protrusion). Most of the parameters are not absolute positions but measure articulator displacement relative to others (see [7]).

Given specific values for the parameters, the articulatory model generates a sagittal contour and, from it, area of sections along the length of the vocal-tract. Features are then derived from this areafunction. The whole process is quite computation intensive, due to the articulatory model complexity. We developed a polynomial approximation to that process, such that area-function features are computed directly as a weighted sum of polynomial combinations of the articulatory parameters. This approximation has the benefit of smoothing out discontinuities in the articulatory-to-area-features relationship - that could prevent the search from reaching global optimum - as well as providing a tenfold reduction in computing time.

\section*{4. COMPENSATION STRATEGY}

The model strategy is to seek for an optimal articulatory position, that is, one
which translated into area-function features will be closest to the feature target. The choice of a distance measure that defines "closeness" has a profound influence on the final behavior of the model.

\subsection*{4.1. Distance measure}

We selected a simple weighted euclidean distance: the sum of the squared differences between features, where each feature is first divided by its standard deviation over a training set.

By itself, however, this distance measure makes no difference between "easy" and "difficult" to reach positions, and could accept unreasonable positions as good solutions. Modifying the distance measure to take articulatory effort into account can be done by simply adding to it a sum of the squared differences between each articulator and its rest position, where each articulator is first divided by its rest position.

Note that both "distance to feature target" and "effort" components of the total distance are expressed as ratios. Using such dimensionless units avoids introduction of arbitrary weighing coefficients, that would otherwise be needed to adjust each component's contribution to the total distance.

\subsection*{4.2. Validation of effort component}

An experiment was run to ascertain the effectiveness of the "effor" component in producing positions resembling those which speakers would choose. We compared solutions obtained using this distance measure with radiographic evidence from French speakers. Figure 2 plots jaw angles given by the model as a function of incisor distance measurements made on radiographic data from continuous speech [9]. To obtain the jaw angles the compensation model was fed with features computed from the areafunction data of [3]. The correlation of
\(79 \%\) with radiographic data is quite impressive, given the fact that the areafunction features contained no specific information about jaw angle: the agreement between simulated and real data comes solely from the use of the "effort" component in the distance measure. Correlations for other articulatory parameters that have been measured on radiographic data in [9] are \(83 \%\) for vertical lips separation and \(88 \%\) for lips protrusion. In these results, both the "distance" and "effort" components come into play, since area features OL and LT do contain some information about lips position.


Figure 2. Vowel opening for computer and radiographic data

\section*{5. EXPERIMENTAL RESULTS}

By constraining the jaw parameter to a single constant value during the search, we ran the computer equivalent of a biteblock experiment. Using the computer model and area-function data from [3], we obtained articulatory positions for the vowels \(/ \mathrm{i}, \mathrm{a}, \mathrm{u} /\) in three cases:
1. Normal case: no articulator constraints. 2. Compensated case: imposing a specific "far from natural" jaw angle value while allowing other articulators free movement.
3. Uncompensated case: using articulators obtained in condition 1 and moving only the jaw to the imposed angle of condition 2. This shows the effect of the bite-block as if no compensation had taken place.

For \(/ \mathrm{a}, \mathrm{u} /\) the imposed jaw angle was \(\mathrm{AM}=0.25\) (equivalent to a 5.5 mm incisors distance), and for \(\bar{K} /\) it was \(\mathrm{AM}=0.80\) ( 22 mm incisors distance). These conditions are similar to those used in [5] for human speakers.


Figure 3. Articulators in bite-block experiment


Figure 4. Area-function in bite-block experiment

For all three vowels area-function features in the uncompensated case are far from the normal case (average difference \(66 \%\) ), while values in the compensated case are close to the normal case (average difference 17\%). Worst compensation occurred for vowel /a/. Figure 3 shows /a/ articulatory positions, and Figure 4 corresponding areafunctions. Note that compensation is not perfect because the effort would be too
high. Main observations of [5] on human speakers also applies to our data:
1. Compensation is attained by "supershaping of the tongue relative to its attachments to the jaw" [5], in our case affecting parameters that define tongue body position relative to the jaw. A lip parameter (jaw-relative vertical lip position) is also affected.
2. Area and position of main constriction are better preserved (average difference \(17 \%\) ) than front and back cavity areas (average difference \(25 \%\) ).
3. Area at the lips is better preserved in lu/ than \(/ \mathrm{i} /\) or \(/ \mathrm{la} /\) (differences of respectively \(5 \%, 28 \%\) and \(33 \%\) ).
4. Acoustic response computed from the area-functions shows that the first two formant frequencies in the compensated case approximate well those of the normal case (average difference \(11 \%\) ), while formants in the uncompensated case would be far from normal (average difference \(40 \%\) ).

\section*{6. CONCLUSION}

Our model simulates articulatory compensation as an optimality seeking process. Coding production targets as acoustically-important area-function features is efficient and reproduces speaker behavior in bite-block vowels experiments. Adding an effort component insures that articulatory displacement trade-offs that occur during continuous speech vowel production are also correctly simulated.

As it stands, this model is currently used for both consonant and vowel production, but has only been validated for vowels. Dynamic effects like coarticulation are not modelled, but can easily be included by adding distances to past and future positions.
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\section*{ABSTRACT}

Each application of text-to-speech synthesis requires a specific prosodic strategy (depending on the context). Furthermore, the elaboration of these Furthermore, the elaboration of these
strategies is tightly linked to the analysis capabilities of the automatic text processing, which is then to reproduce the prosody of the application-specific corpus. A complete system was elaborated to handle at the same time the textual data and the prosodic data of the corpus. The successive processing modules of such a system are : automatic extraction, visualization and averaging of prosodic contours.
The next step of this work is the constitution of different prosodic modules, sutiable for varying linguistic situations.

\section*{1. INTRODUCTION}

Lorsque l'on aborde les technologies vocales, et en particulier la synthèse à partir du texte, on s'aperçoit que la qualité segmentale de la voix synthétique est devenue suffisante pour que la qualité de l'intonation synthétique soit maintenant un probleme prioritaire, puisque l'intonation est directement reliable à l'intelligibilité et pas simplement à des critères de naturalité ou d'agrément.
Dans un système artificiel, l'entrée est un texte, c'est-à-dire une projection sémiotique du langage. Pour transformer ce message symbolique en message parlé, on peut retrouver dans l'écrit certaines des structures du langage mais on ne sait rien d'éventuels modèles psycholinguistiques du locuteur. C'est pourquoi, afin d'amélorer la qualité prosodique d'un systène de synthèse on propose ici une
méthodologie, basée sur l'analyse inductive de corpus [1] \& [2] qui a permis la conception d'un module de génération de l'intonation pour la synthèse.
Le corpus est construit a priori selon des critères linguistiques que l'on qualifiera d'hypothético-déductifs. Dans un premier temps, des hypothèses sont émises sur des points d'ancrage des structures intonatives autour d'indices déductibles de l'écrit. A partir de ces indices linguistiques est construit un corpus symbolique, qui devient un corpus oral après enregistrement. Ensuite, toutes les données du corpus décomposées et classifiées sont moyennées et constituent une base de contours paramétrés par des indices linguistiques. Si on est capable de bien choisir les liens de coïncidence entre les structures de l'écrit (hypothèses a priori) et celles de l'intonation, nous pouvons espérer que les representants des classes intonatives permettront de reconstruire une structure anthropophonique. La génération de l'intonation se résume ensuite à une application hiérarchisée de ces contours pendant la phase de synthèse.

\section*{2. LE CORPUS}

Le choix du corpus est fondamental. Il doit être le résultat d'une démarche logiquement corrélée avec la méthode d'analyse qui doit ensuite s'appliquer au corpus. Sa qualité de représentativité est déterminante quelle que soit la finesse de l'analyse qu'on en fera. Puisque l'entrée du synthétiseur est un texte, le choix des indices pertinents est en pratique fortement limité par les capacités des analyses textuelles automatiques avec lesquelles il est nécessaire d'entretenir des
relations trroites.
Lhypothèse la plus forte retenue a priori st celle de "rendez-vous" structurels entre intonation et syntaxe [3]. Cette relation sera d'autant plus émergente du corpus que le locuteur est mis dans une situation de lecture de phrases isolées non marqués semantiquement. Parallelement, il est possible, avec les analyseurs du CRISS de produire une analyse morpho-syntaxique automatique de la phrase [4].
Le corpus a été construit pour être analysé hiérarchiquement par niveaux syntaxiques successifs : l'hypothèse etant que non seulement l'intonation coïncide avec la syntaxe par morceaux, mais surtout quil est possible d'associer une unite intonative caractéristique à chaque niveau considéré.
Le niveau maximal representé dans notre corpus est la phrase. Les niveaux inférieurs étudiés sont dans l'ordre la proposition, le syntagme, l'unité lexicale et enfin la syllabe.
A chacun de ces niveaux sont étudiées l'influence de la longueur (en nombre de syllabes) de l'unité considérée et sa position syntagmatique a l'intérieur du ou des niveaux superieurs. Chaque unité es caractérisée par des attributs spécifiques qu'on suppose distinctifs pour les unites intonatives : e.g. la modalite pour la phrase, la fonction de dépendance pour la proposition, la nature ou la fonction syntaxique pour le syntagme, son organisation en constituants... Le niveau sémantique est abordé par l'utilisation de traits lexicaux.
A chaque patron linguistique produit, on choisit un représentant (i.e. un énoncé de phrase textuel) qui respecte des contraintes phonétiques afin de garantir un étiquetage correct du corpus acoustique incident.
Un premier corpus de 164 phrases a été enregistré selon une ergonomie qui, par experience, laisse esperer une bonne cohérence interne dans la stratégie prosodique du locuteur. Il est à noter que ce locuteur est celui du dictionnaire de polysons qui constitue la méthode de synthèse du système sur lequel a été testé cette méthodologie.
3. L'ANALYSE DU CORPUS Les paramètres physiques choisis sont classiquement Fo et durée. Le paramètre
durte est bien sûr delicat à acquérir puisque s'y projettent aussi bien les structures segmentales que suprasegmentales. Quant à Fo, il a \(\epsilon t \in\) montré (et nous avons pu le verifier a posteriori) que l'acquisition de trois points par voyelle (début, extremum, fin) est suffisante pour restituer l'Evolution suprasegmentale de ce paramètre pour le français.
Il a été obtenu ainsi une base de données simplifiées, où sont associés le corpus symbolique étiquete (par les paramètres linguistiques selon lesquels il a eté construit), et le codage de Fo et durée. Un ensemble de logiciels de gestion du corpus manipulent et traitent les donnés en fonction des étiquettes linguistiques qu'elles contiennent. Des outils de visualisation des paramètres acoustiques permettent d'observer les données intonatives manipulees, avec diverses possibilités de normalisation, de myennage et de superposition des contours. La méthodologie analytique du traitement passe à la fois par la classification des contours homogènes et par une analyse contrastive de ces contours :
- Pour décider de la qualité d'une structure du texte à coïncider avec une structure intonative, toutes les structures correspondantes dans le corpus sont rassemblées en une même classe. Un contour-moyen est conservé dans la base en association avec les paramètres linguistiques qui spécifient la structure textuelle de cette classe.
- L'autre méthode d'investigation systématiquement utilisée avant la classification puis ensuite comme vérification sur les contours-moyens calculés est une méthode contrastive par paire minimale. Lorsqu'un paramètre paire minguistique est supposé pertinent, alors dans le corpus sont choisis deux représentants pour lesquels ce paramètre varie, toute chose étant égale par ailleurs. Si la paire minimale est effective alors l'ensemble des paramètres (les paramètres étudié et contextuels) seront spécifiques d'une classe de contours.

Voici en exemple quelques extraits du corpus symbolique à partir desquels seront comparés les contours intonatifs
correspondants aux éléments notés entre "/":
paramètre étudié : position respective Nom-Adjectif (construction du groupe) paramètres contextuels: Groupe Nominal (GN), début de phrase assertive, 4 syllabes
/ Ce beau passant / chantait.
/ Ce passant fou / chantait.
/ Ce fantastique passant / chantait.
/ Ce passant fantastique / chantait.
paramètre étudié : longueur
paramèrres contextuels: adjectif, dans la structure GN construit selon le modèle de 1 a phrase 2 , début de phrase assertive.
/Ce beau passant/chantait. (1 syllabe)
Ce petit passant / chantait (2 syllabes)
/ Ce fantastique passant / chantait.
(3 syllabes)
paramèrre étudié : fonction de dépendance de proposition
paramètres contextuels : 7 syllabes, fin de phrase assertive.

Je vois ces enfants ; / ils jouent avec un balail.
Quand je vois ces enfants, \(/\) ils jouent avec un balai 1 .
Je vois ces enfants / quand ils jouent avec un balail.

Avec une telle méthode, il est à chaque instant possible d'affiner l'analyse en intégrant de nouveaux paramètres. La cohérence avec les capacités des analyses textuelles automatiques est ainsi assurée par une simple mise à jour de la base des contours.

\section*{4. LA BASE DE CONTOURS}

Au niveau de la phrase, l'unité intonative conservée est la ligne de déclinaison pour chaque longueur de phrase et pour chaque modalité. La cohérence à l'intérieur de chaque classe est vérifiée (écart-type \(<1 / 4\) on). Les lignes-moyennes sont, elles aussi, très cohérentes (écart-type <1/4 ton pour les assertives et \(1 / 3\) pour les interrogatives), c'est donc la pente qui varie avec la longueur de la phrase, les valeurs des bornes restent constantes. Des
variations locales entre chaque classe sont utilisées en synthèse pour une rupture de la monotonie.
Au niveau de la proposition, la fonction de dépendance a un intérêt distinctif évident. C'est également une ligne (attaque, finale) qui est calculée pour chaque classe paramétrée par la fonction de dépendance, la position dans la phrase et la longueur.
Au niveau inférieur, celui du syntagme, intervient pour chaque groupe un paramètre booléen (fin,non fin) de phrase assertive. Les contours d'un même groupe en position fin et non fin sont similaires jusqu'a l'avant demière syllabe. Quant à la dernière syllabe, elle présente une pente négative de valeur à peu près identique quelque soit le groupe. Plutô que de calculer une règle de transformation d'un contour de non fin a fin, ont été stockés les deux types de contours. L'unité la plus finement représentée est le groupe nominal (GN). On retrouve dans ce corpus la limite de quatre syllabes pour le groupe intonatif. Les constituants ne sont pas particularisés à l'intérieur d'un \(\mathbf{G N}\) de moins de quatre ou cinq syllabes (quelque soit la construction du GN, son contour est similaire) et deviennent des unités intonatives dans les GN plus grands (les contours du GN s'opposent selon sa construction). Pourtant, si l'on observe le comportement de l'adjectif ou du nom, lorsque sa longueur varie à l'intérieur d'un même GN, son évolution reste très cohérente et tout à fait indépendante de la longueur du GN. Les contours-moyens des GN sont stockés, paramétrés par une variable de position dans la phrase (fin, non fin), par la situation par rapport au verbe et par une indication booléenne sur la fonction syntaxique du GN en valeur de complément circonstant ou pas. Pour les GN de un, deux, trois et quatre syllabes, ce contour sera maximal ; pour les GN de plus de quatre syllabes, les contours des constituants interviendront dans la reconstruction de la structure pendant la phase de génération.
Les groupes verbaux ont été classifiés selon leur appartenance ou non aux verbes outils, leur longueur et leur position dans la phrase.
Une étude restreinte des adverbes autonomes a donné des contours particularisés par leur position dans la

\section*{5. CONCLUSION}

Cette démarche a pour principe de formuler des hypothèses linguistiques les plus faibles possibles (mais alors taille du corpus ? ) et de laisser les données "s'auto-classifier". Le rôle de l'expert est isolé et une étape ultérieure consistera à le substituer par un système formel.
Des tests de validation de l'intonation générée sont en cours. Les premiers résultats sont encourageants : l'intonation obtenue est contrastée et de plus elle paraî effectivement se rapprocher de 'intonation de notre locuteur. Il s'est avéré que sa stratégie s'est bien organisée selon les hypothèses posées à la construction du corpus, sans doute en partie parce que ce locuteur a été placé en situation non spontanée de lecture. En dehors de tout contexte discursif, il n'a eu comme support formel que la syntaxe de phrase.
Cette première expérience a pu valider cette méthodologie pour la synthèse. On peut facilement imaginer que la même méthode de constitution et d'analyse de corpus soit appliquee à d'autres langues avec l'ensemble des outils mis en place. L'intonation est un facteur de qualité essentiel de la synthèse vocale si elle devient spécifique par exemple d'une situation de messagerie, de dialogue homme-machine, de bureautique multimedia ou de commandes à distance chacune de ces applications étan caractérisable par une base de contours. Cette méthode sera sera toujours limitée par le choix de paramètres linguistiques pertinents, en fonction du contenu intonatif du corpus et de la capacite de analyses linguistiues automatiques, mais on peut supposer que plus les on pécifications linguistiques seront précises, moins les structures intonative seront étendues.
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\section*{ABSTRACT}

In general, phonological and phonetic transformation rules not only depend on the phonological or phonetic conext, but on all kinds of linguistic information (morphology, syntax, etc.). The proposed multi-linear representation and rule formalism provide an elegant way to bring together information pertaining to different structural levels. The joint process ing of these data is of paramount importance in high quality text-tospeech synthesis.

\section*{1. INTRODUCTION}

There are different approaches to speech synthesis from text; however, every system capable of high quality speech production must include phonological and phonetic components. and these will have to account for processes on both, the segmental and the supra-segmental level. They will be situated near the end of the linguistic processing part of the whole text-to-speech system, right at the interface to the signal generation module.
Nonetheless, phonological and phonetic transformation rules particularly depend on all kinds of linguistic information (morphology, syntax, rhythmic structure,...) which have been derived from the input text in previous analysis steps. Therefore a clearly specified way to store and to process these intermediate results is of vital importance.
For the German text-to-speech system GRAPHON [4] we have evolved an appropriate methodology
which consists in
(1) a multi-linear representation of the information pertaining to different linguistic levels;
(2) a rule formalism operating on this representation.
These two pillars are presented in the following sections, before we will discuss an example to illustrate their application within computational phonology and phonetics for text-to-speech synthesis.

\section*{2. THE MULTI-LINEAR REPRESENTATION}

\subsection*{2.1 Linguistic Background}

The goal of our multi-linear representation is to handle linguistic information concerning different structural levels (graphemic text, morphological and syntactic structure, syllable structure, phoneme sequence, etc.). While segments pertaining to one and the same structural level may be arranged in serial order, such a linear rrangement cannot be found for the multi-level description. Still, the multi-level description. strictly this description is not strictly more-dimensional, inasmuch as the different lines of information proceed in parallel. This is why the single lines are called tiers and the whole ensemble a multi-linear repre hole entation. Note that the tier can be synchronized with each other at selected points. This concept reflects ideas developed within the theoretical framework of non-linear phonology [2]. With regard to it! practical realisation we have been influenced by the DELTA system [3].

\subsection*{2.2 The Data Structure LIPT}

The above concept has been implemented in the form of a data structure called LIFT (LIsts For Transcription, an acronym making allusion to the means of going from one level to another). LIFT may hold all the information ocurring in the course of text-tospeech conversion, starting from the graphemic representation and possibly ending with an allophone sequence or even with speech quthesizer parameters (like pitch synthesizer paanequers) pike pitch or formant frequencies). Between them there are tiers containing the morphological structure, syllable boundaries, prosodic information, and so forth. The elements within a tier are bound up with one another to form a list. Furthermore, when ever two elements belonging to different tiera are to be associated with each other, this connection can with each other, this connection can between them.
Figure 1 shows a simplified representation of a section of LIFI generated during the conversion of the german word Lippen (lips). Each
column represents a particular tier All elements on a row with the symbol ' \(w\) on their left side are symbol on their teft side are
linked together, i.e. there is a link linked together, i. e. there is a link
between these elements as indicated between these eleme
by the dotted lines.

\section*{3 THE RULE FORMALISM}

\subsection*{3.1 Motivation}

The multi-linear representation LIFT provides an elegant way to bring together information concerning different linguistic levels. As for actually exploiting this joint repctally explo lingistic processing. resentation in inguiste rule formalwe need an appropriate rule formalis \(m\). which extends the traditional linear description of consecutive segments (e.g. in the well-known SPE-format [1]) to the multi-linear case. In particular, it should be possible to formulate a rule conpext refering to different structural levels at the same time. On tural levela and the rule-writins the other hand, the rule-writing linguist should not be supposed to know any implementational details of LIFT nor to have any program ming experience.


Figure 1: Section of LIFT generated during
of the german word Lippen (lips).

\subsection*{3.2 The Rule Syntax}

In our approach a context-sensitive rule consists of a condition part and an action part. The first comprises one or more conditions, which may be combined by the logic operators ' \(\&\) ' (and) and ' \(l\) (or). The latter contains one or more actions. In the first place these can be thought of as transformations; however, in view of the procedure of rule application we need additional functions to control both the scanning of the input and the transformation process.

\subsection*{3.3 The Rule Interpreter GRIP}

The described formalism has been put into practice by means of the rule interpreter GRIP (Graphon Rule InterPreter) which translates a source textfile of rules into executable instructions.

\subsection*{3.4 Co-operation with LIFT}

GRIP rules operate on a LIFT representation of a given text. They are applied once in a serial order, and every single rule scans an entire text unit (normally a sentence). To be more precise, via a so-called condition pointer a particular tier of LIFT is selected to constitute the input for the rule. (Note that, thanks to the links between elements of different tiers, any structural context associated with a particular element of the selected tier can be tested in the rule's condition part. A second pointer, the so-called action pointer, directs the actions to a second (possibly the same) tier During rule application both pointers are moved further along the tiers.

\section*{4. APPLICATION IN}

\section*{PHONOLOGY AND PHONETICS}

\subsection*{4.1 Example}

To illustrate syntax and processing of rules, consider the following phonological transformations encountered in standard Austrian German:

\section*{ə-deletion}
(1)
progressive nasal assimilation (2)
syllabification of the nasal

These can be formalized as follows:


Using GRIP the rule for e.g. Lippen looks like the following:
\[
\begin{gather*}
{[+E(-1, p) \&+E(0,2) \&+E(1, n)]} \\
\text { del skip }(1, r) \text { chg_el }(p) \tag{7}
\end{gather*}
\]

The condition part (in square brackets) of (3) consists of three conditions that are concatenated by the operator ' 8 '. Whenever processing of a rule is initiated, the condition pointer addresses the first element of a specific tier, in this case the phonetic tier. Subsequently the condition pointer is moved along this tier. As soon as the element ' \(a\) ' is adAs soon as the element ' \(a\) ' is addressed, all three is-element condi-
tions ( +E ) are met since the preceding element is ' \(p\) ' and the succeeding element is ' \(n\) '. This causes execution of the action part. First, the element addressed by the action pointer (' \(e\) ') is deleted (del); next, the action pointer is moved one element further pointer is moved one element further
(skip) (note that whenever the element addressed by the action pointer is deleted, the latter addresses the preceding element.); finally the element ' \(n\) ' is changed into ' \(m\) ' (chg_el).
Taking into acount the context 'pon' and 'ban' only, rule (7) is an elegant way to implement the transformations ( \(1,2,3\) ). Since the rules \((4,5,6)\) are valid for any context, (7) hat to be extended. By exploiting a feature-based representation of phonemes GRIP allows to combine
```

+E(0,0) \&
+F(-1,CONS)\& -F(-1,NAS) \&
+F(1,CONS) \& +F(1,NAS) \&
-E(-1,r) \& -BEG(1,SYLL) ]
del() skip(1,r) chg_F(SYLL)

```
(8) reads as follows:

Every ' \(a\) ', preceded by a non-nasal consonant ( \(+/-\mathrm{F}\) denotes presence/ absence of the specified reature). succeeded by a nasal consonant, is deleted (del) and the subsequent nasal becomes syllabic (chg-F(SYLL))
Note that the sequence 'or' is treated within a separate rule and thus is excluded in (8). Finally the condition -BEG(1,SYLL) serves to prohibit a syllable boundary between ' \(a\) ' and the nasal e.g. genommen (taken) [go'nomən] and not ['gpomon].
With regard to the implementation of (5), basically three seperate rules would have to be written, in order to account for each place of articulation (velar, labial, and labiodental). The elegant notation of (5) is due to the notion of " \(\alpha\)-place". In (9) we therefore introduce "accept". a GRIP action to copy feature bundles from neighbouring phonemes.
```

$[+\mathrm{E}(0, \mathrm{n}) \&+\mathrm{F}(-1, \mathrm{OBSTR}) \&$
$(+\mathrm{F}(-1, \mathrm{ANT}))$
$+\mathrm{F}(-1, \mathrm{HIGH} \& \mathrm{BACK}))]$
accept(-1, HIGH/BACK/LAB/
ANT/COR )

```
(9) reads as follows:
n' preceded by an obstruent which is either anterior or high and back, accepts the features high, back, labial, anterior and coronal from the obstruent. Since these 5 features serve to describe the place of articulation, the nasal is assimilated yielding ' \(\mathrm{m}^{\prime}\), ' m ', ' n ', or ' g '.
Note that in the condition part the palato-alveolar articulation ('S \(\$ \ldots\)...) is excluded. In fact, this should have been done in (5) as well. IPA does not provide for a palato-alveolar nasal, thus (5) takes for granted that in such a case the nearest possible place of articulation will be
chosen. With regard to a computer implementation implicit assumptions of this kind have to be analysed very carefully.
4.2 Conclusion

The above rules primarily refer to the phonetic tier. However, other rules, in particular rules concerning supra-segmentals, obviously depend on various kinds of linguistic information (e.g. morphological and syntactic structure).
Within the text-to-speech-synthesis system GRAPHON, phonological and phonetic rules fill up LIFT, exploiting the information previously generated in the morphological and syntactic analysis (cp. fig. 1). To this end neither condition part nor action part of GRIP rules are bound any longer to a single tier as it was mostly the case in the introducing example in 4.1
The joint processing of context conditions making reference to several structural levels at the same time significantly extends the linear representation of segments in SPE rules. Besides their practical relevance within text-to-speech synthesis, LIFT and GRIP provide the linguist with a powerful tool for rule development and test.
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\section*{ABSTRACT}

The intelligibility of various phonetic classes is examined following vocoding by a formant vocoder and various ( Hz -scaled and Barkscaled) implementations of a channel vocoder. The results suggest that particularly in the case of various consonant classes the 1 Bark channel vocoder performed a litule (but significantly) better than the Hz -scaled channel vocoders and much better than the formant vocoder. The 1 Bark vocoder achieved intelligibity results equivalent to natural speech for most phonetic classes. The natural spopport the idea that channel vocodin resuls suppor are intrinsically capable of techniques are intrinsically capable of achieving natural speech intelligibity and suggest that formant systems may be intrinsically incapable of achieving nat
intelligibity for certain phonetic classes.

\section*{1. INTRODUCTION}

This work arises from a general interest in synthesiser performance and particularly in the performance of competing parametric encoding strategies. The limitations of speech synthesis performance is well recognised and there is a growing body of quantitative evidence \([1,3,6,7]\) as to the nature of these performance limitations. Synthetic vowel performance imitations. Syntelibility is often cquivalent to that of intelligibility is often cquivalent to the natural vowels whilst consonants, on the hand appear to consistently demonstrate other hand appear to consistently demonstrate a shortfall in synthetic relative to natural intelligibility \([1,6,7]\). Most of these studies examined the intelligibility of synthesis-by rule and text-to-speech systems and all examined the performance of formant synthesisers. One question that this study attempts to address is whether these findings reflect merely our limited ability to formulate rules for the generation of consonants using a formant-based synthesis-by-rule system or whether there is a more fundamenta limitation in the potential performance of formant synthesis with respect to consonants. An even greater motivation for the presen
study is an examination of whether channe synthesis also shares with formant synthesis any fundamental limitation in its ability to synthesise consonants and further, which filter configurations produce consonan intelligibility performance approaching that inteligibility performance appre utilised in of natural speech. Vocoders were unmination this study as they allow a direct without the of various cncoding strale and database confounding effects of rule and databas defects potentially inherent in synthesis-byrule systems. Further, vocoder softwar simulations are very flexible allowing eas modification of filter configurations etc.
The present paper is a further progress report on a study outlined at the Tallin conference [2].

\section*{2. PROCEDURE}

The primary means for manipulating the The pric information content of the paramerric speech was via a classical resynuesised speecr wescribed by Dudley 4] a 4]. A channel vocoder wny major a priori is relatively free of any major a prion assumptions about the primacy or otherwise of particular spectral features such as energy peaks or depressions as bearers of phonological information. A channel vocoder comprehensively encodes all spectral components able to be resolved by the frequency resolution (bandwidth) of the frequency resolution vocoder the speech is fitcs. Being a directly from spectral information extracted from a natural speech information extracted frules and databases as signal and not from rules and dasis-by-rule would be the case with synthesis-by-rul systems.
The vocoder (figure 1) is a software simulation residing on a VAX 11/750 computer consisting of band pass (BP) and low pass (LP) FIR filters designed using the well known window synthesis technique This allowed for considerable flexibility in
filter design and numerous filters of different time and frequency domain characteristics have been designed and used over this project. The present paper will only examine a subset of these filter configurations in which the BP channel filter bandwidths are varied in both the Hz -scale and the Bark scale. The pitch and excitation detection algorithms were adapted to the limited input data and all decisions made by that module were confirmed by a experienced phonetician. vere confirmed by a experienced phonetician. It is unlikely that the pitch/excitation module
contributed in any way to the final contributed in any
intelligibility results.


MIGURE 1. B.H.L.R.C. CHANNEL VOCODER

The speech was digitised and bandlimited to 0 to 5 kHz . Four Hz -scaled BP channe filterbank configurations (Bandwidths: 100 200,400 and 800 Hz ) and five Bark-scaled filterbanks (Bandwidths: 0.75, 1.0, 1.5, 2.0 and 3.0 Bark) were utilised in the part of the project described in this paper. The outputs of these filters were passed through identical Hilbert transforms. These Hilber filters were Hinserted before the following LP filters to inserted before the following LP alkelope maintain a constan spectum conditions demodulator (deem filter was varied to in which the LP filer was varied to manipulate the time resolution of the tota system). For the conditions reported upon in this paper the LP filters were fixed at 50 Hz (a time resolution of 10 msecs as defined by the sampling theory) and as this filter was the "slowest" filter in the system it defined the time resolution of all the systems as a constant 10 msecs. In all conditions the BP synthesis filters were identical to the BP analysis filters.

The formant vocoder used in this study was The forman the Joint Speech Research Uni developed a the United Kingdom and was based on an automatic formant, analysis system described by Dupree [5] and coupled
with the highly regarded JSRU formant synthesiser described by Rye and Holmes [8]. The time resolution of this system was the same as that used in the channel vocoder configurations (ie. 10 msecs ).

The test items were 11 vowels in an \(h_{-} d /\) frame and 19 consonants in a CV frame \(\mathrm{V}=/ \mathrm{a}: /\) ) spoken by a native speaker of Australian English. These tokens were recorded to professional audio standards in an echo free room and digitised ( 16 bits) onto and vocoded on a VAX \(11 / 750\) computer. The tests were conducted in a cound treated room using calibrated TDH-49 headphones with standant cushions and cits. The level normalised test circumaural seals. The level normalised test tokens were presented both in silence and in \(+6,0\) and \(-6 \mathrm{~dB} \mathrm{~S} / \mathrm{N}\) (utilising USASI speech-shaped noise) at a presentation level of 70 dB s.p.l. (ref. \(20 \mu \mathrm{~Pa}\) ). There were 20 different listeners for each condition all of whom were native speakers of Australian English, none of whom had any experience with synthetic speech, and none of whom had any history of hearing or speech pathology. All subjects were screened with a simple speech discrimination test which ensured that they were reliably able to identify monosyllabic words presented at 40 dB s.p.l. All relevant pairs of conditions were compared using the chi square test and tested for significant difference at the 0.01 level.
3. RESULTS AND DISCUSSION

The intelligibility results for the unmasked The inellg are summarised in figures 2 to 5 condions ans 1.0 Bark conditions are Since the 0.15 and 1.0 Bark for any phonetic not significanty dirent or is the optimal classes the 1 Bark condition is the opumal Bark-scaled condition (ie. fewer filters for no loss of intelligibility) and is used is the following discussion as the Bark-scaled reference condition. The 100 Hz condition is significantly higher in intelligibily than is 200 Hz condition for some phon considered and so the 100 Hz condition is considere the optimal Hz -scaled condition.

The difference in vowel intelligibility The difference in the natural condition and the 100 Hz and the 1 Bark conditions is not Hz and when presented unmasked but the significant wance of masked 100 Hz vowels is performance lower than the performance of significanle and 1 Bark vowels. The forman both natural andis are moderately, but vocoded vols in intelligibility than the significantly, lo Further the formant vocoded vowels are significantly lower in
intelligibility than the 100 Hz vowels which are in tum not significantly different from the 1 Bark vowels. It should be noted that intelligibility significantly deteriorates (for the vowels) when the frequency resolution drops below 200 Hz and 1.0 Bark.


The intelligibity of the formant vocoded consonants is considerably (and significantly) lower than that of the natural, \(100-200 \mathrm{~Hz}\) and 0.75-1.0 Bark consonants. There is no significant difference between the 100 Hz and the 1 Bark unmasked consonant conditions. Consonant intelligibility does not deteriorate significantly up to 400 Hz and up to 2.0 Bark indicating that consonants are generally able indicating that consonants are generally able
to withstand poorer frequency resolution than are vowels
In figure 3 it is clear that the intelligibity of channel vocoded affricates is unimpaired at all bandwidths whilst the formant vocoded affricates are significantly and markedly lower in intelligibility compared with all other conditions. The stops show a somewhat unpredictable pattern but there is little significant difference between the voiceless and voiced stops and so they will be dealt with here as a single class. Generally all vocoded stops are lower in intelligibility than the natural condition. The formant vocoded stops are generally lower in intelligibility than the channel vocoded stops, but not significantly lower than the 100 Hz and the 1 Bark conditions. Masked 100 Hz voiceless stops are significantly lower in intelligibity

than masked 1 Bark voiceless stops. It is interesting to note that the voiceless stops do not deteriorate in intelligibity with increasing bandwidth whilst voiced stops do
In figure 4 it can be seen that there is no significant difference in intelligibity for both voiceless and voiced fricatives between the natural condition and the \(100-400 \mathrm{~Hz}\) and the 0.75-2.0 Bark conditions. The formant vocoded fricatives, on the other hand are significantly lower than the natural and the channel vocoded fricatives in intelligibity There is no difference between the best Hz scaled and Bark-scaled conditions for both unmasked and masked presentation. Only the voiced fricatives are effected by increasing bandwidth and only for the 800 Hz condition.
Figure 5 details the nasal and approximan results which display very similar pattems to each other and be treated in the following comments together. Firstly, (and predictably) the intelligibity curves behave very much like that of the vowels as bandwidth increases. The best Hz -scaled and Bark increase conditions are not sionificantly differ from the natural intelligibity, and different from the natural intelligibity, and intelligibity drops off significantly when bandwidth exceeds 400 Hz or 2 Bark . The formant vocoded condition is not significantly less intelligible than natural or the best channel vocoded conditions when heard unmasked but is significantly lower in intelligibility than natural tokens when heard


FIGURE 4. O VOICELESS FRICATIVE
D VOICED FRICATIVES
masked. The 1 Bark condition is not significantly less intelligible than natural for both nasals and approximants when presented either unmasked or masked. This is also true for the 100 Hz condition but with the exception that masked approximants are significantly lower in intelligibity than masked natural approximants.

\section*{4. CONCLUSIONS}

This study presents evidence that channel vocoders with a 1 Bark bandwidth filterbank ocoders with a Bark bandwidun fiterbank perform significantly better than formant vocoders. A 1 Bark filterbank vocoder is equivalent in intelligibity to natural speech for all phonetic classes except the stops and the approximants (and in the second case only when masked). It also performs marginally betuer than the 100 Hz fikerbank vocoder (this is only evident when tokens are masked). It cannot be stated with complete confidence that formant systems are inherently less able to parametrically encode speech than 1 Bark channel vocoders (and channel vocoders in general) however this study supports that conclusion and there does not seem to be any evidence in the literature to support the opposite conclusion (pupport with eppect to consonants).It particulary with reap ion vocoder seems likely that a 1 Bark channel vocoder has the intrinsic ability to adequately encode phonologically relevant parametric detail with ufficient accuracy to produce intilg approaching, or equal to, natural speech
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ABSTRACT
This paper describes work done on the Edinburgh University CSTR text-tospeech (TTS) system, a linguistically sophisticated speech output system based around a morph lexicon and a complex morphological decomposition module. The major problem with this and many other TIS systems is the lack of a reliable syntactic parse: this paper outlines a strategy designed to remedy that problem. The approach described here is, of course, still to be proven in application, but it is intended to produce a practical, efficient and flexible parsing strategy for unrestricted text by combining the best of both statistical and linguistic approaches.

\section*{1. PARSING FOR TTS}

From the very crude linguistics-based island parsing of MrTalk [1] to the highly-sophisticated statistical knowl-highly-sophistucated stausucal knowl-
edge used in systems such as CLAWS edge used in systems such as CLAWS
and UCREL [2], almost every conceivable combination of parsing techniques has been applied to the problem of analysing unrestricted text. Until very recently, however, the criteria for deciding what parsing techniques would be implemented in a given TTS system had more to do with the researchers' interests in syntax than with the requirements of text-to-speech conversion: it is only in the last couple of years that some TTS workers [3,4] have advocated sacrificing full syntactic parsing in order to achieve efficient extraction of the information most important to TTS systems, and even most important to TH systems, and even case on applying a particular parsing technique which has been roughly tailored to the perceived needs of a TTS system. There is an important unanswered question at the root of this
approach: what does a TTS system require from syntax? The obvious things are word-class disambiguation ("Is it a noun or a verb?") and syntactic dependencies ("What does this NP dominate?" "Does the PP go with the noun or the verb?'): the former is required to determine stress and pronunciation for many mine stress and pronunciation for many assumed to be crucial for assigning prosody. However, it is clear that neither disambiguation nor dependency relations can be obtained from a purely syntactic analysis. For example, given an NP such as The damned no amount of syntactic analysis can determine with certainty whether damned is a noun, an adjective or a verbal participle: it is an arbitrary choice depending on which rule the parser finds first. Similarly, the wellknown example sentence I saw the man in the park with the telescope. demonstrates the impossibility of assigning PPs a place in a syntactic tree on any principled basis, and hence the impossibility of determining what the NPs are. These are serious problems for any full parse which relies on deterministic rules, but the point is that for any TTS system currently under development it doesn't much matter which of the possible analyses is chosen: the overall performance of the system will not be significantly altered. Unrestricted text includes much more problematic examples than these, of course, but the argument put forward here is that, at least until the end of this century, they are not worth worrying about.
What of the claim that prosody will suffer if such cases are not resolved? Aside from the fact that they CANNOT be resolved by syntax, there are various reasons for believing that the "correct"
syntactic structure is not essential for producing good prosody. Firstly, it. is widely accepted that prosodic structure is much fatter than syntactic structure \([5,6]\). There must therefore be levels of structure in syntactic analyses which are not relevant to prosody, i.e. a many-to-one syntax-to-prosody mapping, and if these levels are omitted in the syntactic analysis there will be no corresponding degradation in the prosodic realisation. Secondly, there is the long-standing problem of the one-to-many syntax-to-prosody mapping [6,7] which results in different accent patterns on what is syntactically the same sentence and provides the basis for the less-widely-accepted view that syntax has very little to do with prosody [ 7,8 ] which is given at least lip service in many TTS systems [3,9,10]. According to this view, it is pragmatics and semantics which determine prosody and any correlation with syntax is an artefact of the syntax-semantics correlation. Thirdly, the syntax of spontaneous speech is known [11] to be much less complex and varied than that of written text: it is not clear that human readers actually realise the types of syntactic structure which can be found in technical writing, and indeed professional broadcasters make frequent errors in reading aloud from even moderately complex material with which they are unfamiliar. To what extent TTS systems should be expected to cope with text which was not designed to be spoken is a difficult question, but it is obviously unrealistic to expect them to perform better than expect them it may well be that users of humans and it may well any successful TTS system would simply any successful TTS sy
not produce such text.
not produce such text. In any case, speech output systems must
be able to respond reasonably to any input if they are to claim unrestricted applicability: even if this does not mean that they should read T. S. Eliot's poetry as well as Eliot himself would have done, it does mean that the parser should be failsafe and that the information available at every stage should be exploited to the full. The strategy which is proposed in the remainder of this paper is an attempt to do just that, and is justified if at all on purely pragmatist grounds.

\section*{2. MULTI-PHASE PARSING}

Given that the information neceessary to produce a "perfect" acoustic realisation of a text sentence is not available to automatic systems, and given that the system must produce as acceptable a realisation as possible for any input text without ever failing altogether, it seems obvious that a simple phrase-structure parser will not suffice: such parsers are quite capable of failing for trivial reasons, and are prone to serious errors if given word-class-ambiguous input of the type generally produced by TIS systems. There is also the question of punctuation, abbreviations, and other non-words. These problems need to be handled before any phrase-structure analysis is attempted, i.e. by some sort of pre-processor, so that the parse is guaranteed not to fail. As was stated above, a purely syntactic analysis cannot determine the attachment of constituents such as PPs or adverbs, and so this level of structure must also be supplied by heuristics. The final analysis must then be passed to phonetic or phonological modules, and there are bound to be elements of structure which the syntax has built up but which are irrelevant to the flatter, more linear prosodic structure: some sort of postparse interface is therefore needed to ensure that the syntactic information is passed on with minimal redundancy. These observations are the basis for the CSTR multi-phase parcing strategy CSTR multi-phase parsing strategy, which includes the following components:
PRE-PARSER: This phase makes use of reliable collocational and other statistical or heuristic information to remove needless word-class ambiguity (e.g. noun/verb ambiguity after determiners, main/aux yert ambiguities), and recognises and verb ambiguitues), ats which the parser pre-proces cle (sentential adverbs, impercannot handie (senes (e.g. determiner + missible sequences (e.g. delet.). It is verb), clitics, punctuation, etc.). It essential that the input to this phase from dictionaries, morphology, text preprocessors, etc. is opumised. for exa ple, the word class of damned in (1) above could conceivably come out of some morphological analysis as fourways (or more) ambiguous (MAINVERB. Ways (or \({ }^{\text {D }}\) ) PARTICIPLE ADJECTIVE NOUN view of the practical
parser it is advisable to apply a
morphological rule along the lines of MANVERB + ed \(\rightarrow->\) EDFORM which would produce the unambiguous wordclass EDFORM as output and leave the parser to determine what type of phrase will be built from the syntactic context. An initial version of this preparser is implemented in our current system. The output of this phase should be guaranteed not to produce fatal errors in subsequent phases, and the pre-processed elements should be passed without further processing to the post-parse phase. PHRASE-LEVEL PARSE: This needs to be failsafe, so it must be kept simple. An intelligent control structure (i.e. not just ordered rewrite rules) would also be advantageous: the problem of disambiguating noun/verb ambiguous items so as to identify the correct VPs requires a solution in terms of search strategies and control structure (stated informally, "Use breadth-first search, and look for verbs before nouns."). The depth of embedding, order of search, and so forth will ideally be variable, at least for development purposes until the rules have been satisfactorily tuned. The main purpose of this phase is to parse its input unambiguously into minimal constituents (NP, VP, PP). Each constituent may contain only one possible head, so that a sequence of three nouns produces three separate NPs: the general principle to be observed is that no spurious structure should be generated at this stage which has to be dismantled by subsequent processes. This phase is currently being implemented as a set of phrase-structure rules taking wordclass-ambiguous input and producing a string of constituents spanning the input in which all word-classes have been disambiguated. The disambiguation of word-class is determined largely on the basis of frequency information, in that if the most frequent word-class for that item results in a possible parse then that word-class will be taken. The phrasestructure rules are intentionally limited in coverage, so that only the most common phrase-types of English are covered (all other constructions must be handled by later phases) and distinctions such as that between adjectives and participles are not preserved: we have found [10] that the effect of such distinctions on prosody is negligible, whereas their effect on parsing time is considerable.

CLAUSE-LEVEL PARSE: This will probably be based more on statistical than on syntactic knowledge, but given a phrase-level parse of the sort detailed above we can certainly make an intelligent guess at the location of clause boundaries. Together with a heuristic approach to the construction of major phrases and their attachments, a flattened clause structure will be produced. This phase will use information such as punctuation and verb subcategorisations, and can be as simple or as complex as is practical, although it must be failsafe and sensitive to the capabilities of the prosody modules. The first step is to collapse the minimal phrases identified in the phraselevel parse into larger phrases, and then the head of the clause must be identified: finally, pre- and post-modifiers will be attached according to subcategorisation information and general default rules. An initial version of this is under development, based on the assumption that there is one VP per clause. This is the phase where PP attachment and compounding are performed. Our current heuristic approach to PP attachment is simply to attach PPs in linear order and as low as possible in the tree, and this seems to produce reasonable prosody most of the time. \(N\)-noun compounds are a more serious problem, as identifying the head is virtually impossible except on a per-case basis [12] and yet incorrect accent placement results in very low acceptability of output. Our current approach involves a version of the Compound Stress Rule [14] with various exception clauses.
POST-PARSE: This phase is necessary to ensure compatability between syntax and prosody. Its main purpose is to remove any prosodically-irrelevant syntactic structure (e.g. internal structure of adjective phrases, complex prepositions and the like) which has been built up during parsing, and to ensure that the structure which is passed on to the prosodic rules is concise and coherent. This phase also slots adverbs, abbreviations, etc. back into place on the basis of the original linear order. The post-parse phase will subsume our current syntax-intonation mapping rules [15], and will contain additional rules to integrate discourse-level information whenever this is avallable. The eventual shape of this phase depends to a very large extent on the details of the
prosodic processing which it feeds, so that notions of prosodic well-formedness and statistical heuristics would be equally appropriate in, say, determining at what level adverbs were attached.

\section*{3. CONCLUSIONS}

The multi-phase parsing strategy discussed above is presented as an alternative to the single-pass or double-pass, purely linguistic or purely statistical parsers common in TTS systems. This strategy is designed both to maximise the use of linguistic and statistical knowledge at each phase and to be a development tool which can be extended as and when required: many phases are under construction already, and the other elements can be functioning/deliverable in a very short time but will allow for development over a longer term.
The pre-and post-parse stages above are clearly highly application-specific, in that they serve as interfaces between the syntactic processing and a specific system: the other phases, however, are seen as application- and domain-general, being limited to a core syntax and being relatively unambitious in the structures they produce. It is therefore anticipated that this strategy could be applied to any TTS system with the minimal problems of designing specific interfaces.
We make no apologies for the lack of theoretical syntactic motivation in this presentation: in our view, the role of syntax in TTS systems is largely as a woefully inadequate substitute for semantic and pragmatic analyses. We therefore consider the mixing of different approaches to parsing as perfectly justifiable insofar as they complement each other, and in the absence of discourse information we believe it is essential for a high-quality speech-output system to make use of all the available knowledge sources in analysing written text.
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[^0]:    ${ }^{2}$ An autosegmental computation is assumed at the level of distributor for spreading redundant feature values. For example, in the vocal fold adduction dimension, one specification of voicedness (for the entire consonant cluster) indicated for each demisyllable will be distributed throughout the time domain of obstruent gestures and affixes.

[^1]:    *Current affiliation: Department of Neurootology, Tokyo Metropolitan Neurological Hospital, Hucyuu, Tokyo, Japan.

[^2]:    4. DIsCussion

    The implication of the finding of a sectral edge feature in synthetic atep vowels for the

[^3]:    The subjective quality of the resultant frequency compressed speech varies with the degree of frequency transposition. The most natural sounding compressed tokens are those

