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ABSTRACT

The structure of vowel systems is dis-
cussed from the articulatory and acous-
tic point of view. Also, the rela-
tion between acoustic and perceptual
properties of vowels is briefly dealt
with. It is shown that the positions of
monophthongs in a vowel system can
be modelled in several ways by means
of ‘ease of articulation’ and ‘sufficient
contrast’. The important models as
found in the literature (e.g. vowel dis-
persion, Quantal Theory) are discussed
in more detail.

1. INTRODUCTION

One of the most important means
of communication between human be-
ings, speech, is actually produced by
accurate regulation of the subglottal
air pressure and manipulation of the
shape of the vocal tract. Consonant
and vowel systems in languages are
organized such that specific linguis-
tic as well as phonetic (articulatory
and perceptuay constraints are met;
consonants and vowels serve as lin-
guistic units but must be pronounce-
able and sufficiently contrastive at the
same time. In this presentation, we
present an outline of the present the-
ories aiming at a structural description
of vowel systems in relation to articu-
latory models. It is split up into three
sections (2) the relation between artic-
ulation and perception, (3) the bound-
ary of the vowel space, and (4) the in-
ternal structure of vowel systems.

2. RELATION ARTICULATION
- PERCEPTION

For a phonetic description of vowel
systems, one must look for articula-
tory, acoustic and perceptual differ-
ences between vowels that possibly un-
derlie the phonological oppositions be-
tween them. At the phonetic side, we
have to consider (2.1) the articulation-
to-acoustics mapping, and (2.2) per-
ceptual aspects of vowel sounds.

2.1 Articulation-to-acoustics

The computation of acoustic output
from the vocal tract shape and the in-
verse problem, the computation of the
shape from the output, constitute one
of the main topics in speech production
research. Most of the speech produc-
tion models are based upon the source-
filter theory. It has been demonstrated
that speech generated by means of such
models is hardly discriminable from
natural speech ([11]).

The problem, how to relate vocal tract
shape and acoustic output can be tack-
led in different ways: (1) in terms of
electric LC-circuits; historically, this
has been the usual paradigm originat-
ing from transmission engineering. (2)
in terms of the n-tube representation
of the tract. An n-tube is a tube with
n segments with length /; and area A4;.
An example of this approach is given
by nomograms (10], and the ‘fibre’-
concept {1, 5, 7]. It is also applied in
the Quantal Theory ([22, 23]). (3) in
terms of articulatory-based tract mod-
els. This approach, followed by Mer-
melstein, Maeda, Lindblom, Sundberg
a.0., is characterized by the choice of
a small subset of ‘higher level’ articu-
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latory parameters that rule the ‘lower
level’ tube parameters. (4) in terms
of eigenfunctions of the Webster horn
equation., This approach has been
dealt with by [12], and, in a more loose
mathematical way, in the distinctive
regions theory, in [19].

These four approaches are in fact
equivalent, as can be seen by consid-
ering the mathematics involved. How-
ever, all models have different starting

" points. Mathematically, the filter be-

haviour is fully described by:

where S(z) and O(z) denote the 2-
transforms of the input and output sig-
nal, respectively, and A(z) the inverse
filter. Ideally, this filter includes ra-
diation, wall losses, etc. Such a point
of view, however, only represents the
technical aspects of the articulation-to-
acoustics relation. It does not yield a
quick insight into the relation between
articulators and acoustic features.

Determination of the tract shape, while
the acoustic output is given, is equiva-
lent to decomposing O(z) into the fac-
tors § and A. It is because of a pri-
ori assumptions and knowledge about
these factors that such a decomposi-
tion makes sense. Thermal and viscous
losses, wall vibrations and radiation ef-
fects are important when modelling the
articulation-to-acoustics relation in de-
tail. On the other hand, main effects
can clearly be demonstrated by rela-
ti\/ﬁly simple tract models ([4, 5, 9,
10)).

An accurate calculation of the acous-
tic output of the tract is numerically
quite involved but essentially straight-
forward. The inverse problem, how-
ever, is much harder to solve. In fact,
up to now, the problem has been dealt
with succesfully in-the case of (sus-
tained) vowels. In the dynamic case,
the dynamic gesture is often reduced
to a sequence of static articulatory po-
sitions.

It is well known that the inverse
problem has no unique solution [1].
The acoustics-to-articulation relation
is ‘one-to-many’. The solution space,
i.e. all vocal tracts producing the same

acoustic output, is said to define a ‘fi-
bre’ in the articulatory space. This fi-
bre concept is well known in the general
mathematical theory of mappings. In
order to specify one unique exemplar
from the fibre, additional constraints
have to be defined. These constraints
may be on the acoustic side (e.g. ad-
ditional constraints on bandwidths), or
on the articulatory side (e.g. minimal-
ity of an articulatory effort function).

2.2 Acoustics and perception.

Apart from the question how tube
shape is related to acoustic output, the
correspondence between acoustic out-
put and perceptual features has also
drawn much attention in the past two
decades. This latter relation is promi-
nent in the discussion on the struc-
ture of vowel systems. Ultimately, the
structure of vowel systems is deter-
mined by linguistic (perceptual) oppo-
sitions between phonemes, and their
(allophonic) realisations are bounded
by physiological constraints. - It has
been shown that the structure of actual
vowel systems is based upon the prin-
ciple of perceptual contrast S.[‘IS, 16];
also [6, 9]). Several approaches have
been suggested in the field of speech
production. In {19] a model is pro-
posed in which the first three eigen-
vectors of the Webster horn equation
play a role in the determination of dis-
tinctive regions along the vocal tract.
Due to the accentuation on symme-

" try along the tract and the criticism it

not being able to describe dynamic de-
tails in some CV transients (/da/, /di/,
du/) ([4]), this theory of distinctive re-
gions still seems susceptible for some
improvement. Strictly, the derivation
of the results of [19] is valid in a neigh-
bourhood of the neutral tract only; one
cannot draw conclusions for more de-
viant formant positions.

A theory which dynamically combines
articulatory gestures and acoustic out-
put is put forward in the Quantal The-
ory (QT, [22, 23]). In its pure form,
this theory states that the articulatory
positions of which the acoustic output
(in a way) is less sensitive to articula-
tory deviations are preferable to other
positions (articulatory plateaus). The
Quantal Theory predicts, in the case
of vowels, the vowels that are likely
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be a member of a vowel system. The
presuppositions of the Quantal Theory,
however, still lead to discussion and
have been questioned by many authors
(cf. Journal of Phonetics, vol. 17),
whereas the results are not convincing
(cf. eg. [8, 14]). It is generally be-
lieved, however, that the speech signal
inherits ‘quantal’ phonetic properties
as a consequence of non-linearities of
the articulation-to-acoustics mapping
and probably, the categorical percep-
tion of speech sounds. If quantality
exists, it is probably a result of close
approximations of formant frequencies
(12, 14, 21, 23]}-‘. In [2], the importance
is stressed of the difference between Fj
and F; (instead of the classical F;) as a
classifier between front and back vow-
els. Approximations of formant fre-
quency values are called ‘focal points’;
there is a relation between these focal
points and the notion of ‘plateaus’ in
the Quantal Theory. The cardinal vow-
els correspond to focal points with re-
spect to the Fy and F, (in case of /u/)
and F; and F, in case of /i/ and a/

It may be clear that for a proper the-
ory of the structure of vowel systems,
based upon articulatory, acoustic and
perceptual features of vowels, relations
must be established between very dif-
ferent spaces each with their own met-
ric, any mapping between them intro-
ducing non-linearities. We must relate
the phonological observations of vowel
systems, with the linguistic notion of
opposition as a primary tool, with the
psycho-physical properties of the hu-
man hearing system, with its spectral
integration and masking behaviour. In
this long sequence, we have to simplify
the mappings we encounter on the way
in order to be able to handle all rela-
tionships.

3. BOUNDARY OF THE
VOWEL SPACE

In [17], the notion of "possible speech
sound” is elaborated. Phonetically, the
set of possible speech sounds is a subset
of the total sound-producing potential
of the vocal tract. From a phonolog-
}cal point of view, however, ‘possibil-
ity’ is a function of segmental features
that are relatable to articulatory and
perceptual attributes. Phonologically,
the boundary of the vowel space is de-

termined by the features [low], [back,
round| and (front, spread], correspond-
ing to the cardinal vowels /a/, /u/ and
/i/, respectively. Along the dimen-
sions |height], [backness| and [round-
ing], all other vowels take an interme-
diate position. Since the vowel coor-
dinates on these dimensions are not
uncorrelated [baclg is positively cor-
related with [round|, [low] with [cen-
tral], etc.), the dimension of the set
of vowels in the phonological 3D space
is somewhere between 2 and 3, rather
than 3. Phonological analyses, how-
ever, are not capable to explain the
actual boundary in the phonetic vowel
space.

By using Maeda’s statistical analyses
of articulatory positions ([18]) it has
been shown ([20]) that the boundary
of the vowel triangle can adequately be
simulated by putting specific lower and
upper bounds to the tube segment ar-
eas. In [5] and [9], this phenomenon
is studied by using the n-tube as artic-
ulatory model. These studies confirm
that articulatory models using the 4-
tube are capable of showing relevant
details of the mapping articulation-to-
acoustics ([4, 5, 9, 10]). In particu-
lar, the boundary of the vowel space
in the 2D formant space can be de-
scribed in terms of articulatory con-
straints. By examining the contour
lines of opening degree of lossless 4-
tubes, it is shown that the lowness of
vowels is determined by this parameter
[6]. The inverse problem can always be
solved uniquely - in the lossless as well
as in the lossy case — by constraining
the tube shape (}9]) by means of an ar-
ticulatory effort tunction, similar to the
one applied in [1].

4. INTERNAL STRUCTURE
OF VOWEL SYSTEMS.

Apart from the question how tube
shape is related to acoustic output,
the correspondence between articula-
tion, acoustic output and perception
has drawn much attention in the past
two decades, particularly in the dis-
cussions on the structure of vowel sys-
tems. This structure may be consid-
ered to be determined by the articu-
latory possibilities and constraints on
the one hand, and the perceptual de-
mands on the other. One of the rules
which vowel systems seem to obey is
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the principle of perceptual contrast.

In [15], such a rule was implemented in
a computational model for the predic-
tion of vowel systems demanding maz:-
mal perceptual contrast. The maximal
contrast had been established by the
minimization of

N
2
=1

where D;; is the Euclidean distance be-
tween any two vowels ¢ and j in the
perceptual space; N denotes the num-
ber of vowels in the system.

The results of the computation show
among others an abundance of high
(central) vowels for higher values of
N. The L&L-model has been further
elaborated in (3], considering a per-
ceptual distance measure based on the
difference between the so-called audi-
tory spectra of any two vowels ¢ and j.
In their paper, B&L adopt two ways
of interpreting the concept of auditory
spectrum: (a) as loudness density pat-
tern, and (b) as auditory filter output.

-1 1
T (1)
i=1 ‘Dlzj

The metric of the perceptual measure’

is no longer Euclidean as in (1) but gen-
eralized to the Ly-metric.

The computations have again been car-
ried out under the constraint of max-
imal perceptual contrast. The modi-
fications appeared to lead to a reduc-
tion of the number of high vowels for
either interpretation of the auditory
spectrum.

The B&L-approach has also been ap-
plied under the constraint of sufficient
contrast in order to compute the best
50 N-vowel systems for some values of
N. The frequency of occurrence has
been computed for each vowel indepen-
dently and it turned out that thereis a
tendency towards more contrast as N
increases.

Both the L&L and the B&L-model do
not take into account the articulation
of vowels. The implementation of a
simple articulatory model like the n-
tube model (where n < 4) already ac-
counts for the most prominent results
obtained for much larger values of n
(cf. [6, 7]). In [6] a2 method is pro-
posed for the prediction of modal N-
vowel systems (i.e. the collection of
most occurrent systems for each N).
The method is based on the assump-
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Figure 1: Vowel system prediction; (a)
shows the (normalized) modal 6-vowel sys-
tem; (b) shows the predicted system.

tion that modal N-vowel systems (de-
noted as MVSy) are hierarchically or-
dered:

MVSy4 = MVSy UNV

where NV is the set of one vowel that
is the most contrastive with all vowels
in MVSy. The boundary of the dis-
cretized 2D vowel space is determined
by matching to normalized vowel data
fg[lﬁ] . ‘Repelling forces’ have been de-

ned in the articulatory space A as well
as in the vowel space F:

da(vi,v2) > AIVN  (2)
de(vi,v)) > B/VN  (3)

where A and B denote constants, and
N the number of vowels. If MVSs
= {a, i, u}, it turns out that the
logarithmic vowel space (especially up
to N = 6) gives the:best results
(cf. fig. 1). It seems that the imple-
mentation of articulatory constraints 1s
mainly important for the definition of
the vowel space boundary, although the
constraints may be used to model non-
modal systems that contain more ‘in-
terior’ vowels.

In [7), a vowel system model is pro-
posed that is based on maximal acous-
tic contrast together with a minimal ar-
ticulatory effort criterion. The vowel
system quality parameter Q is defined

as
Q=D4+S5-(Dp—1)}
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where D, is the total articulatory sys-
tem effort, D is the total perceptual
system discrimination, and S a slack
variable as used in optimization prob-
lems (S being a large positive number).
Dp is computed by means of the in-
tervowel confusion probability between
two vowels

p(v1,v;) = exp(—a - dp(vy,v3))
where a is a scaling factor. Also this
model, which is more fundamentally
based upon probability arguments, is
able to explain the main properties of
vowel systems.
Vowel system models may be fur-
ther elaborated by implementing sub-
models that describe in a more so-
phisticated manner the non-uniformity
of the articulation-to-acoustics relation
and the perceptual contrast. Studies in
the 3D formant space, performed in [9}
and [21], show the great dependency o
the resulting model systems on varia-
tions in parameters controlling the per-
ceptual distances between vowels.
The paper of [13] suggest a refinement
of the metric used for the measure-
ment of the perceptual contrast be-
tween nearby vowels. One of their
results show that the best metric for
nearby vowels is the 2D Euclidean met-
ric after bark transformation of Fy and
F;. Another important goal is the re-
finement of the overall articulation-to-
acoustics relation. The Quantal The-
ory (QT; l22, 23]) gives us some qual-
itative insight into the non-uniformity
of this mapping. Although the name
QT is rather misleading as the relation
is continuous, it shows quite clear its
message that the acoustic change per
‘unit’ of articulatory change is nor uni-
form over the entire formant space, nor
isotropic in each point of the space.
As the anisotropy is greater towards
the /u/ and /i/ edge of the vowel
space, QT might help to increase the
goodness-of-fit of vowel system models
with respect to high vowels.
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