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Tre cuncext of fuictional loced has been used by
wvarious writers in varioos lingmistic fields, It
has omserpiently received differing definitions
ad rettrds of calculation. It has not, howerer,
bern apxlied to the teaching of proamciation. In
this paper are discussed several aspects of
finctional load which may be relevant for the
azzeszert of the relative importance of segrental
features of learmers’ speech.

Introduction

"Suxose you are teaching English to foreign
gtudents, on a tight schedule, with no special time
for prommciation teaching,' writes Gillian Brown
(1] p.53. 'which of the following problems would
;E/Zutc ’casc)'d,e first? Discrimination of /8/ and /2/,

Her answer: 'Vhen time is short it is probably
not worthwhile spending time on teaching /6/ and
/2/ if the students find them difficult, but be
sure that the sounds substituted by the students
are /f/ and /v/ sounds which are acoustically
similar to /8/ and /2/ and bear a low functional
load in English (i.e. don't distinguish many words),
and not /s/ and /z/, which are acoustically very
different fram /8/ and /Z/ and bear a much higher
functional load.'

Many writers have made appeal to the not
functional load (FL), and for various pmsi:.OE
However, the precise definition given to the

has varied fram writer to writer [2]. King
(3] p.831 writes that 'in its simplest expression
functional load is a measure of the number of '
ndnim?i.ipair;ovrvhich can be found for a given
opposition. e generally, in phonol
measure of the work whichytl:wo pkmanecs)g%éri: s 2
distinctive feature) do in keeping utterances apart
- in other words, a gauge of the frequency with
which two phonemes contrast in all possible
envirorments, '

It is not clear how much thought has been gi
to the problem of definition by writers m,;\kinglven
g;;peal to 11:12;31 notion. For instance, we could

sagree w. Brown above, in that eme
/f{ antge/v/ ::b not have FLs in isolgfj(ixgn; itsi;h %
only contrasts between
oo comey v, pairs of phonemes which

King [4] p.7 proposes a formila for the
calculation of FL which 'is the product of two
factors: the first measures the global text

frequercies cf the two ponenes in the copositio;
the secad measires the cdegree to which the two
phoneres contrast in all possible envirarments,
where enwirarent reans, roughly speaxing, one
pfm to the left a3 right'. 2s Vachex [5] p.65
gomts out, although envirament is of covious
irportance, King's definition of this as ane
pronare to the left and richt should have been
stated in finer terms.

The main difference between King's forrulation
anit_hqseofort}mwriters is that it is based on
caﬂltJmal probabilities instead of being an
information theory approach. Wang [6] (see also [7])
ocmpares. forr information theory measures of FL,
concluding 'more important than the develomment of
a measure that is intermally consistent and which
conforms to oertam linquistic requirements is the
task of providing empirical justification for the
measure' (p.50).

'I‘he_valueofthecxnceptoff‘Lhasbeen
recognised in other linguistic fields, including
general descriptive linguistics [8], diachronic
phmology [3], autamatic speech synthesis and
recognition [9, 10] and spelling reform [11]. It
has not, l'xowevzf_r, been applied to the question of
language teachmg In this paper, I therefore wish
?oe(ploreoz_artamaspectsof}?r,michareofuse
in the teaching of pronunciation. This discussion
owes much'to the ideas of Avram [12]. For
illustration, I shall deal in particular with the
following pairs of (RP) phonemes, which are often
omflatedby learners: /i:, 1; 13, ea; e, ®; %, ol
uz, v p, b; 8, d; n, n; tf, d3/.

Cuamlative text frequency
. In the table below, I give the cumilative
tﬁeequgncms for these pairs of RP phonemes based on
[13]f1gures for connected speech given by Denes
P 'I'hus{ for example, the cumilative frequency
or the pair /e, 2/ (11.05%) is calculated by
3dcjing the individual text frequencies of 7.16% for
c:l caxllgt3.89% for /z/. On the basis of these
calaul ions, we may then propose that a pair with
2 o% cunulative frequency (e.g. /e, 2/, 11.05%)
; greater importance than one with a low (e.g.
19, 3/, 1.83%). That is, over one in every ten
vowels is either /e/ or /z/, whereas under cne in
every fifty vowels is either /1s/ or /es/. The
risks, as far as loss of intelligibility is
concerned, of conflating /e, =/ may thus be

considered greater than those of conflating /18, eo/-
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Probability of occurrence

These cumilative frequencies disguise the fact
that one member of a conflated pair may occur much
more frequently than the other. For example,

/i:, 1/ have a high cuulative frequency (25.57%) ;
ane in four of all vowels in connected speech is
either /i:/ or /1/. Given that a learner has
produced a vowel of the [1] type, it is, however,
four times more likely that this corresponds to
/1/ than to /i:/. The basic text frequencies are
21.02% for /1/ and 4.55% for /i:/. .

The closer to 0.50, the more equal are the
individual frequencies, and the greater is the
potential confusion to be caused by the conflation
of the pair. (The probability of the more frequent
member is one minus the probability of the less
frequent): In this way, we may distinguish four
extremes:

(i) pairs with a high cumilative frequency and
relatively equal probability, e.g. /8, d/,

(ii) pairs with a high cumulative frequency
but wnequal prabability, e.g. /I:, 1/, /0, 0/

(iii) pairs with a low cumlative frequency
but relatively equal probability, e.g. /18, es/,
/t1, d3/, and .

(iv) pairs with a low cumlative frequency
and unequal probability, e.g. /o, o1/.

Tt would seem reasonable to rank them as above
in decreasing order of importance for learners
and teachers.

Occurrence and stigmatisation in native accents

Whilst BP has been used as the reference accent
in this paper, certain of the learners’
conflations are to be found in other native
accents. /u:, u/ conflation is widespread in
Scotland; /19, es/ conflation is an increasingly
common phenomenon in New Zealand, the West Indies
and East Anglia; and /&,'d/ conflation is found,
if only sporadically, in the Republic of Ireland,
although it is heavily stigmatised. We may
conclude that listeners are accustamed to making
the perceptual adjustment necessary for
intelligibility of these conflations, but not
for the others.

Acoustic similarity

AS Brown quoted above notes, acoustic
similarity between sounds is a relevant factor.
That is, /0, £/ and /8, v/ are more acoustically
similar than /6, s/ and /3, z/. For example, /9, £/
may be difficult to distinguish in bad transmission
conditions, as on a telephone line; listeners are
therefore already familiar with recognising the
intended sound from context. On ‘the othexr hand,
/8, s/ are more distinct, even on noisy telephone
lines; listeners are therefore unaccustamed to
realising that a misinterpretation or conflation
may have taken place. Camparable acoustic
similarity is found between the nasal consonants

/m, n, n/.

The structural distribution of phonemes

Tt is a phenanenon of English syllable.structure
that /n/ only occurs in syllables containing short
vowel phonemes (/1, &, Ay °/) . /n/, on the other
hand, occurs in syllables with either long or A
short vowel phonemes. Thus, a learner who canflates

/n, n/ will not be open to misunderstanding all the
time; his conflation may only lead to confusion
where it occurs after a short vowel phoneme, since
anz occurrence after a long vowel must be /n/ not
/n/.

In similar vein, it is a feature of English that
stressed word-final syllables do not contain short
vowel phonemes unless they also contain a final
consonant. Thus, /bit/ is permissible (bit), but
not */b1/. Lang vowel are not, subject to
this constraint, e.g. /bl:/, bee. Thus, any vowel
in a stressed word-final syllable without a final
consonant cannot be a short vowel phoneme.

Syllable structure constraints therefore limit
the potential confusion of conflated pairs (/n, n/,
/1:, 1/) in particular ehvirorments.

lexical sets .

We mast not lose sight of the fact that phonemes
canrbine to create the actual words of. the English
lexicon. There are same phonemes which are not
contained in many words. For instance, Wells [14]
p.133 notes that the lexical set for the phoneme
Ju/ is relatively small - around 40 words. The
frequency of this phoneme is a mere 1.95%, and
would be even lower were it not for the fact that
thig lexical set includes a muber of words of very
frequent occurrence, such as put, good, look, would.

‘The number of minimal pairs

The simplest expression of the FL of a phonemic
contrast is the number of minimal pairs which this
contrast serves to distinguish., For some English
phonemic contrasts, there are plenty of minimal
pairs; for others, there are relatively few. For
/Juz, u/, the only minimal pairs involving cammon
modern words are pool, 11; fool, full; who'd,
hood; ‘suit (if pronoun su:t/), soot. Minimal
paits are similarly scarce for /1, 3/ and /8, 8/.
Misunderstanding is therefore very unlikely to
occur for these contrasts and on this basis, we may
consider them to be relatively unimportant. The
following table shows the relative importance of
all the vowel and consonant contrasts introduced
earlier, in terms of the number of minimal pairs
exemplifying the contrasts. The criterion has been
set, scmewhat arbitrarily, at 20 minimal pairs.
Fewer than 20 pairs can be found for those
contrasts marked -, while over 20 pairs can be
found for those marked +. Minimal pairs for
consonants in word-initial position and in word-
final position have been calculated separately.

The number of minimal pairs belonging to the same

part of speech
Following on from the previous section, we may

note that although there are certain contrasts for
which there are several minimal pairs, scametimes
these minimal pairs involve few words fram the

same part of speech. These pairs are therefore
unlikely to cause confusion in the context of a
sentence. For example, there are several minimal
pairs for initial /8, d/. However, it is a
phencmencn of English that words beginning with

/3/ are grammatical words, such as the, those, they,
then, though. They are thus unlikely to be confused
In context with the corresponding /d/ words, which
are virtually all lexical words, such as doze, day,
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1 2 3 4
/is, 1/ 25.57% 0.18 + -
/10, ea/ 1.83% 0.40° - +
/e, =/ 11.05% 0.35 + -
/o:, o1/ 3.28% 0.07 - -
luz, u/ 5.57% 0.35 - +
/p, b/ 6.34% 0.46 + + -
/8, d/ 11.81% 0.42 - - +
/n, n/ 13.72% 0.15 * - -
/1§, d3/ 1.46% 0.2 - - -

Colum 1 = cumlative text frequency, expressed as
a percentage of the occurrence of all vowels,
or of all consonants.

Colum 2 = probability of the less frequent member
of the pair.

Colum 3 = whether 20 minimal pairs can be found.
For consonants, this is given for word-initial
and word-final positions. * indicates that /n/
does not occur initially in English words.

Colum 4 = occurrence in native accents.

den, dough). _

Consideration ought also to be given to the
fact that the. frequency of occurrence of members
of the closed set of grammatical words is higher
than for lexical words.

The number of inflections of minimal pairs

One problem in counting the number of minimal
pairs relying on particular phonemic contrasts is
the use which English makes of inflections such as
the suffixes for plural, past tense, -ing fomms,
Thus, for example, for the /19, es/ contrast,
several pairs take /z/, /d/ and /1n/ endings, e.q.
fear, fare; spear, spare; steer, stare, Whether
these should be counted as”separate minimal pairs
or not in the calculation of FL is a samewhat
arbitrary methodological consideration. ‘

The frequency of members of minimal pairs

Minimal pairs for the English contrast /u:, u/
are scarce. A few examples exist, further to those
quoted above, but in which one member is of such
infrequent occurrence that the minimal pair can
hardly be said to have any importance. Thus, while
the /u/ words would, could, should, lock may be
considered frequent, the corresponding Ju:/ words
wooed, cooed, shoed/shooed, Iuke are so infrequent
as to be almost contrived.

The number of common contexts in which the members
of minimal pairs occur .

It is also worthwhile to consider whether the
members of minimal pairs belong to the same
semantic field or not, i.e. whether contexts can be
easily supplied in which both members of a minimal
pair are plausible alternatives, both gramatically

and semantically. Such contexts are easily supplieg
for English pairs such as fate, faith; trek, trac;
f—l—lﬁ’ 2}1_3%27 shin, chin; cheer, jeer, but this-
Is not possible for the majority of minimal pairs
in English.

Conclusion .

In sumary, ‘it should be clear that more
advanced analysis than a counting of the number of
minimal pairs is involved in the calculation of
Avram [12] sumarises this point succinctly: 'if
we suppose that one opposition is illustrated by
ten minimal pairs and another by twenty, it does
not necessarily mean that the second opposition is
twice as important as the first. Starting from
minimal pairs, the successive application of
certain correctives is essential if we wish to
establish the actual value of an opposition more
clearly' (p.42).

On the basis of the above cbservations on FL, we
may propose that the relative importance of the
phonemic RP contrasts discussed in this paper can
be ranked as follows, most important first: /p, b;
e, ®; iz, 1; B, d; n, n; t, d3; u:, U; 1o, ee;
o, o1/,
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