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“ " ABSTRACT

This paper compares the implementa-
tion of different types of phonological
rules in a system providing 1limited
dialect normalization. Dialect normali-
zation will be sketched briefly, as a
means of simplifying the speaker-
normalization task.

Two phonological-rule implementa-
tions’ are compared: a representative of
parsing by finite-state deterministic
automata similar to those in Koskeniemmi
[1) and of context-free phrase-structure
rules like those proposed by Church [2].

INTRODUCTION

Automatic speech recognition (ASR)
devices for continuous speech are forced
to take account of rule-governed varia-
tion in the acoustic signal in a way
that isolated-word recognizers are not,
In the latter, recognition can be
treated as a problem for sophisticated
pattern matching, Continuous-speech
recognizers, on the other hand, must
attempt to cope with the inevitable
acoustic variation resulting from, among
other things, language-specific reqular-
ities governing the realization of seg-
ments or syllables in specific environ-
ments, ‘that is, phonological rules.

The idea that rule~governed varia-
tion in the speech signal can best be
handled by some analogue to a linguist’s
phonological rules is not in itself new.
Several recognition devices which grew
out of the ARPA project in 1971-1976
used rules to expand base dictionaries
into dictionaries containing (it was
hoped) all possible phonetic realiza-
tions of the dictionary’s words [3].
With a realistically large rule set and
large vocabulary, this sort of expansion
is likely to become impractical. The

.. ‘ o _ Cambridge CB3 9pa
) B SR - . B United Kingdom

implementations discussed here run in
the other direction, that 'is, rules are
applied to a 1labeled, segmented input
string to produce candidates for mapch—
ing to a fixed set of lexical entries.
Our interest here is, however, not the
direction the rules run, but the con-
straints on the power of the rule for-
malism and on constraining their appli-
cation.

LINGUISTICS AND SPEECH RECOGNITION

Linguists’ phonological descrip-
tions of the last quarter-century have
been overwhelmingly cast in the form of
a single set of context-sensitive
transformational rules, that is, rules
which are capable of rewriting the
phrase markers making up a string, in
this case phonetic segments. The direc-
tion of operation should be irrelevant,
so lexical items can be transformed into
surface strings and vice versa.

Such a phonological qgrammar com-
ponent has at least two major problems,
concerning dialect and the formal power
of the rules. 1It is impractical to try
to design a single pandialectal set of
rules for a recognition system to map
inputs onto a single lexicon. Though it
is imaginable that one set of rules
could be written that would correctly
map an input string onto the intended
string of lexemes, it would in the pro-
cess generate a considerable number of
false mappings due to the application of
rules which, by virtue of belonging to a
different dialect, played no part in the
production of the input. Training to an
individual speaker might get around this
problem (assuming for the moment that
the mapping from one dialect’s phonolog-
ical system to another’s is isomorphic),
but at the cost of sacrificing general-
ity that could be captured by the proper
rules. This can be handled by the use
of dialect normalization, in which an
initial training phase establishes not
only idiosyncratic but dialectal charac-
teristics of the speaker, and uses these
to determine what subset of rules is the
most suitable. Thi strategy is used in
the ASR section 6f the Cambridge Alvey
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encoding of phonological processes, many

; honotactically possible. Its altera- point. In contrast to Church’s parser,
: in a phono=« _ . : _of. them conthtua¥1yd depegdent,b into . - gions of input therefore only consist of: the rules are context-sensitive, and the
But even if the rules 1nd for which- ™ '-‘cohtext—ffeﬁ-ful?s is done as 3a Dbypro- the insertion of nonterminal symbols, in parse is left-to-right.
logical component are marked 20F Wl - duct -of ~the pierarchical structuring this case syllable and foot elements. ,
dialect they apply to. the con-® 1- ) 'ucl'cit in the chast parser. The con- . This fails to address the existence of ’ This shares with the context-free
) sensitive transformational rule formal 1mpt:al dependencieé which obtain among . phonological processes involving segment system the advantage of not needing word
ism is itself problematic. Thls_bis tex ssive segments are encoded into the insertion (e.g. epenthetic [t]) and boundaries to be specified in advance,
: pecause it is in some cases impossi € s9c§:r_1eve1 units (syllables and feet), deletion (e.g. disappearance of schwa and so avoiding the problems caused by
i 1 ceconstruct  the  Rre- hig ing the parser to handle many e : the reliance of a whole-word matcher on
to uniquely f the thus enabling ; . vowels). Such rule-governed alterations . . . \
transformation string, because O t text-conditioned ‘processes without " in the segments are also troublesome for reliable word boundaries. It differs,
ili transformational rules to contes enerative capacity of , ; -3, ; i however, in the set of strings it will
ability of tice, this requiring the g F . . their ability to yield surface realiza ) .
modify phrase markers. In practice, face atext-sensitive §ystem.- or example, tions which violate the phonotactics of pass and in the types of Fules that it
can lead to a given rphonetic sur:8ce® o rule in English which aspirates English. To. avoid rejection of such can express. The first difference is
string being traceable to several ststo tgiceless stops  in syllable-initial strings, a.recognition system would have due to the structure of the two-level
B ble phqnologic§l §tr1ngs. iﬁ?i°g§§mi1ar EQSition would be expressed as a phrase to broaden its allowable input, either . parser, and_ s not connected Fo
syntactic a@bxguxty (something les as D tructure rule such as by listing numerous alternative realiza- context-sensitivity in rp}es. Church’s R
can happen with context-free Iu . tions of a word in the lexicon, yielding parser flrst clusters_the 1nput segments
well, -when several structures g;i h | ¢h | Kh . a system like that produced by the lexi- into higher-level units, which are then
. assigned to a given segment §tr1ngﬂ less onset * P con expansion rules mentioned above, or used in lexical search, In the two-level
in practice the problem is much 1€ . by increasing the number of rules to system, the search is an integral part
severe). expanding some nonterminal symbol for allow several optional rewritings of the of parsing the input string. Since the
. . ntax l1lable onset into asp1;ated voxcgless proper non- terminal symbols. Either rulgs are comparing input and lexical
\ As in much recent work in  syn ’ sy when arsing an  input I strings, a parse may fail simply because
i r of tops Thus, p alternative increases the number of - 1 ply
ane solution is to restrict the power stops- egments would be labeled ; one of the input words is not present in
ene tive trin such seg - parses of a string and so reduces the . A :
rules. Aas examples cf context-sensi ive s ?iable onsets, which in turn would advantage of context—free over context- the_ lex;con (compare this with the
transformaticns versus formallg ?cal ailzg the parset to hypothesize syllable sensitive rules. lexicon-independent output of thg Church
constrained rules, two ghene e a Qaries for dictionary lookup. parser). The advantage of this 1is that
parsers will be discussed he: cne boundar Context-sensitive rules many wunusable analyses (consisting of
using exclusively ccntext-ftie :gi;i: chis is fine, as far as it goes. pbonotactically legitimate nonwords) are
~ther allowing scme contex sre - ' . . | filtered out early. The second differ-
Sation. The resfective strensthe nl mowever e SR (e 10" s o xampl APlementation useu here as 2 ence is that' wicn e’ have been
S . s wi erve resents 1 s - hasizin that rul llowed
weaknesses of the two systexms w1l 'as P ecific and system- the ’two-1 1 developed  £i emp 9, ules are allowe
) , rents a roblem, one  Sp e ’'two-level’ parser develope irst which it t  label th
to illustrate scome cf the regquire=s prC neral and based on s T . - ich rewrite segmen abels, us
nonological gramrar needs to fulfill. ecriented, cne more get al and based. by Koskenniemi [1]. Though his inten allowing for the restoration of dele-
ghoneleg 3 h hiloscphy of contex p g. tion was to use it for morphological ; ; i i
the p decomposition of an input strin it has tions, the undoing of neutralizations,
The first difficulty can be charac- qualities which suit it for phogélogical etc.
PHONOLOGICAL FARSERS terized as a perfect-input requirement, rule implementation as well.
rure This refers to the system’s regquirement
context-free rules in a phrase-STIUCEEZ” of perfect, fine-grained phonetic label- The core of two-level parsing is CONCLUSION
T ing, and the consequences both of misla- its encoding of rules into nondeter- .
" jes in reiing, cr even of labeling in too brcad ministic, finite-state automata, which It is the case that many phonologi-
Using only context-free ‘f“ ;:_A,L a fashicn. Let us look at the 121t1a1- simulate context-sensitive rules. Since cal processes often expressed in a
the phonclogical corgonent o2 3 TETTST aspiraticn rule again. If  the context-sensitive rules are formally context-sensitive formalism can be
nizer might seexm hopeless a3t ;1~-;r:§T:v recognizer's front end ever fails to more powerful than finite-state expressed in a more restricted system.
nolagical processses ‘3:3 hev\ixz recagnize a syllable—1n1t1a1 vg1ce1ess machines, it would be possible to write However, the inability of context-free
santext-dspendent. As wiil o R T cton as aspirated, the parse fails. It rules to generate strings which could phonological rules to alter the segments
roontext-free’ system 3IsS = ic unreasonably cptimistic to expect not be correctly analyzed by any which constitute their input puts them
3ses not ignore context, bz it £lawless perforzance freca any frent end. finite-state device. However, phonolog- at a severe disadvantage when faced with
ia such a way that a coInt e -nis cifficulty weighs keavily, because ical processes do not seem to ever pro- the output of those processes in speech
fsrmalism is claimed L2 = a creper parse in this systea depindsgn duce such outputs. _These automata can production which alter segment identity
a ~f 23 the azcurate labeling cf such p:onetlc be envisioned as moving simultaneously (e.g. neutralization) or create surface
he most Jeveloped examp.e oo 7 devail. The prcble= can ke evaded by along two 'tapes’ (hence the name ’two- violations of phonotactic rules through
contexi-frse phomsliggisal opagsar s v- zaxing the rules more general, but this level'’), one representing the input and insertion or deletion of  segments.
ve £aund ia Ihuzah [2). Thers, 2SS was tie acccrpanying cost cof drazati- one ‘Trepresenting a graph through the Though it is possible to create a recog-
ment  iattize  {with w3 o WERST o - cally increasing the rnuzfer ¢k valid lexicon, which has a tree structure such nizer without context-sensitive rules
syllable-bounlazy SpEciziss=i-=3 cacses forzed from any given string. tgat a node contains information about between the input and the lexicon
as xe 1:?2::23‘3.‘"f:;,§i'i;: s am € the initial segaenting and w gtger a ée%;cal entry can end at that (recognizers can function without rules
with a set of comtsxi-fzes pal Even if the in e e point, and if continuation is possible, at all), the wvariation handled by the
suze  rules. e gaisec latsling process were to :'é*len linked what lexical characters can follow. rules must be taken care of somewhere
Nierarchical st 2 Wil is recessary, the secchd ’[';-nlé vould else., In this regard, it is significant
ssgments 3t it ST -8V 2 context-free [arsing 138ty ibed . The rules check whether the current that the context-free implementation
v modss  iden :  sv repain. A parser cf the scrt Cstilis input character can be matched to the discussed above includes a 'canonical-
mansnts syl azave dzciles y:ethet‘a E:xszqf;:ﬁ;% X current lexical character. If. gll the izer’ level (Church, pp. 44-45), which
stress-fact ¢ ailowed (that is, can ':flaa-;ui: cet rules allow the ¢current pairing, the removes phonetic detail and and tries to
iss =wurn as structure), given a particular osed of next character is taken from the input recover altered or deleted segments
lexizIm. Zscause this tule-set 15 SoEET n and checked for any allowable matches in prior to lexical access. This latter
—- . context-Iree ;h:asf-§t£f§;:f§ t:£§2;e¢ the teglcon,h' and ~ the process is amounts to putting in an extra set of
el = revgiting cf segmanl 2322.5 - g repeated. This continues until the end rules to perform operations involving
szsest Z Simse sezment latels cannzt o= aiteres, of the input is reached (a successful rewriting and inserting of phrase mark-
cwnis T e ena ohanasicsical parser’s job fers 1S parse) or no pairing of lexical and ers, i.e. context-sensitive transforme-
isa = ~ = T r2aliy Sz  suigze whather iis input 18 input characters is possible at
ez 3 3T T L% IEs- sEesl < =
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Nonetheless, a context—sens%tlve

formalism cannot be said to,pe opt1maé.

The very power which enables it to ¥n z

i ‘ the effects of processes which defea
‘ ’ " context-free rules also overgenerates
mappings between the input agd the -lexi-

‘ _— con. The obvious next step 15 to fégi
! ) ways to prune these mappings. chat
. - =% °.° 'methods are alrgady in use. One€ i{s .that.

of automaticall cheeking the *lexicon to
see Whethen-,i{ edntainsﬁ.thar—segmeng
sequences which the rules prqduce; az '
.ceasing to follow any hypothesngd og - -
‘put which contains nonwords. ?hg other

is the reliance-on an early decision as

to the speaker’s dialect to determine

which subset of the existing rules will

! ’ be ' applied to an input-string.-rathe{

than simply trying to handle al

dialects with = one large rule set.

Another possibility would be to apply

some rules only when the system foun

evidence of fast-speech  phenomena.

Further reduction in the number of
hypotheses could be achieved by the use

of syntactic  knowledge, to forbid
sequences of lexical items that cannot

be syntactically parsed.
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