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ABSTRACT

This paper proposes normalization of
the speech signal envelope by means of
multiplicative centralization. The method
proposed is based on the assumption that
speech signal analySers of the human nerb
vous System identify such instantenous Spe-
ech signal spectra which can be superimpo-
Sed by means of multiplicative transfor-
mations. The method doesn't involve any
initial classifications (e.g. into male/fe-
male voices, Vocalic/consonantal sounds,
etc.). An alternative representation of
the speech signal spectrum by means of co-
efficients of an extension of the speech
signals spectrum envelope into a power
series is suggested. Such a representation
give us a possibility to get rid off sta-
tionary contributions.

INTROIUCTION

An analysis of the influence of various
distortions on speech intelligibility may
help us to discover some mechanismus of
sound perception. Simple and frequently
met distortions are introduced by e.g. our
electroacoustic equipment. We have no dif-
ficulty in finding out that the level of
recordings being reproduced has almost no
influence on the reception of the content '
being transmitted. Also dislocations of .
the spectrum in the frequency range, due
to the change of the speed reproduction
can reach considerable values with no ef-
fect on intelligibility. As seen from a
formal point of view, these distortions
consist in a multiplication of amplitudes
or frequencies of the spectral components
by certain constants. Apart from the above
mensioned distortions we can also find 11-
near distortions which consist in the at-
tenuation of various spectral components,
especially the extreme ones. 0n the basis
of such observations we can infer that the
received accoustic signal undergoes cer-
tain normalization in the process of per-
ception. The normalization allows us to
compensate for the interpersonal differen-

ces and for the influence of the conditions
of the acoustic wave propagation.

1. A-MATHEMATICAL MODEL

Ihe distortions of the signal caused by
both the change of amplification level and
a non-uniform transmission of spectral com-
ponents (tone quality) pertain to amplitude
and can be described by means of a function
dependent on frequency. Amplitudes of sig-
nal spectral components will be multiplied
by values of that function. A constant com-
ponent of the fUnction will be responsible
for the general amplification level. Dis-
tortions in time can be shown as multipli-
cation of the frequency scale by the con-
stant. Let a(f,t) be a dependence which
shows an envelope of the spectrum amplitu-
de of speech signal. In accordance with the
above remarks we can say that

a(f,t) a b(f)¢(fzr,t). (1)

where b is a dependence which describes
the signal transmitling characteristic,
is an envelope of the primary signal spec-
trum, t denotes time, f-frequency and v
is a constant reSponsible for the.displa-
cement of the signal spectrum in the fre-
quency range. The concept of primary.sig-

-nal will be clarified in the subsequent
-part of the paper. . ' ‘

'As a reSult of such.a formulation of
the mathematical model we will be claiming
that the distortions in question consist in
multiplicative transformations of the sig-
nal in the amplitude and frequency range.
We will show now that, by using multipli-
cative centralization, Fourier transform
of the signal can be reduced to a certain
standard fonm, free from the influence of
these distortions. The centralization con-
sists in dividing the amplitude and multi-
plying the frequency of spectral componentsby an appropriate weighted arithmetic mean.
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2. NORMALIZATION BY MEANS OF MULTIPLICA-

TIVE CENTRALIZATION

' ' e limi-
Disnortions in amplitude will be e

nated according to formula (1) by dividing

the envelope of the Fourier transform 0

the signal by the arithmetic mean

a°(f,t) = a(f,t)[p(f), (1)

where p(f) designates the weighted arith-

n t . mean.
.

ne Ristortions in frequency W111 be elimi-

nated if we multiply the arithmetic mean

of the result of the previous operation

calculated in the frequency dimension.

Thus we have

aN(f,t) =a°(f),1(t) ,t) .
' t‘ lou-

To justify operation (1), let us ca

late, without going into details, the time

mean of the envelope of tne speech Signal

spectrum:

)J(f)=(fg w(t)dt)-1 f5 w(t)b(f)50(fv,t)dt.

td td

Let us substitute w for- jg w(t)dt.

d

Using the properties of the integral, We

can write that

t

)1(f)=w'-1b(f)f’q w(t)y(fvr,t)dt = cv(f)b(r).
t

d
Thus, we can notice that as a result of

operation (1) the multipier b(f) is re-

moved. Let us now calculate the same mean

for the centralized process:

p‘(f)éW'1JFg w(t)a(f,t)/p(f)dt =

' td
t

= 14"“ [9 w(t)b(f)50(fv,t)/
t

d

t
(TI-113(f) [5-5 w(t)¢f(fv,t)dt)dt =

td

= (f?- w(t)(f(fzr,t)dt)-1fg w(t)y)(f7r,t)dt=1.
t t

d d

Hence, the next multiplicative centraliza-

tions will have no influence on the resul-

ts. It follows from the above that the

primary process V is one which'is invaria-

ble in relation to the multiplicative cen-

tralization of its amplitude, and that

C¢(f) = 1

. Let us calculate now the mean normali-

zing the position of the spectrum in the

frequency dimension. Frequency is an inde-

pendent variable; the only information on

. uenc range the instantenous Spec-

2:3: :gggriseg is‘given to us by amplitudes

of the components. For that reason it was

decided to uSe them as a Weight for each

point in the frequency dimesnion. Such a

selection of the Weight function makes it

ossible to average only the Process norma-

lized in the amplitude dimension, becauSe

linear distortions will have a significant

influence on the normalization in the fre-

quency dimension. Thus we calculate

f -1 1”g
' g f t)fdf. 2mung unudr) {1W 9 ( )

d

If we further substitute f for S/v3 We

obtain
' S

y(t)=(fgm(s/zr,t)/vdS)-1 fgy(S/2r.t)s/v2ds.
5d 5d

3
Using W for gfg¢(s/y,t)ds, we write then

d

that

1I'1 8 .
p(t)= 5 N g: m(sfiv,t)sds

This result can be briefly written in the

form .

P”) ’ 2" C71;

w then calculate the weighted mean (2)

fir :he process already centralized in the

frequency and amplitude domains, we will

find that it will be equal to 1. It follows

from it that

C =1.

7’1:

Thus, we can say that primary envelope 9

of the speech signal spectrum is one wh ch

does not change under the influence of

multiplicative centralization in the ampli-

tude and frequency ranges.

3. SOME DETAILS OF THE NORMALIZATION
PROCEDURES

- I want to show now how to compute the

means p(f) and }i(t). It turns out that

the computations will not be complicated

when We use the extension to the power

series of the spectrum envelope

a(f t) -= {I [Jan 141:5
' =0 3:0 13

3.1. Normalization in the amplitude range

. Without affecting severely the previo-

us considerations we can assume a week de-

pendence of the function b on time. In
consequence, a running mean p(f,t ) Will
be computed. to denotes the curreng moment.
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The averaging of a signal by means of the

running mean is equivalent to its filter-

ing by means of a low-pass filter (Steig—
litz 1977). In order to define the requi-
red averaging time, it suffices to deterh

mine the parameters of an equivalent fil-

ter. The parameters of an equivalent fil-

ter depend solely on the shape of the wei-

ghting curve w(t), i.e. on the so called
time-window. Choosing the time-window of

cos2 t‘ e we obtain the amplitude charac-
terist c of the equivalent filter showed

in fig. 1 (Plucinski 1986).
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Fig. 1.

In effect the normalization,frequencies
lying in the pass band of the equivalent
filter will be compensated. Since the arti-
culation time of individual speech sounds
at normal speech tempo rarely goes over
100 ms, we can assume that changes in the
spectrum envelope slower then 10Hz should
be eliminated. Thus, as can be seen from
fig. 1, the averaging time should not be
longer than 200ms. The running mean for
the time-window of c052 type, i.e. if

t-t (—
. . 2 o 1-
w(t) = COS (....__._ )

tO-td 2 ’

can be calculated according to the formula

J .1-11..7‘.
p(f,to=0)= 3f; ((3:T(fir)a+ (J!Sln(%J) +

. . I
+ {Z 'ks(g)<-W>J‘ksin<§m))tg {O diJ-fi)

= l:

(c.v. Ryzyk 1964: 132, formula 2.513.l+).

3.2. Nonmalization in the frequency range

The weighted mean over the frequency
can be calculated according to the formula”

I
P<t3)=(1{o dij(r:+1-r§+1).)'.1.

I a
.g-O 1:23 ”2+2 _ fie),

where f and fd denote borders of integra-

tion in the frequency range. This range
should cover_the acoustic band. '

h. A PARAMETRIC REPRESENTATION OF THE
SPECTRUM

In the computational technique applied
here a development of the envelope of the
instantaneous spectrum into a power series
is used. The coefficients of this develop-
ment can be used for a parametrical repre-
sentation of changes of the signal spectrum
in time. This has the following adwantages:
1) it allows for an uniform representation
of both vowels and consonants by means of
a trajectory in the space of those coeffi-
cients,
2) all information on the spectrum envelo-
pe, i.e. on the position of both maxima
and minima, their amplitudes and widths is

‘contained in this representation.
One can also expect that coefficients

“03 and “1j of this development will not

have any significant influence on automa-
tic speech recognition. Using such a repre-
sentation, we can easily remove from the
spectrum a time independent component re-
presented by coefficients “10 In the re-

0

presentation proposed herein we simply re-
ject these coefficients which results in -
elimination of stationary noises.

We can find the parameters of the run-
ning polynomial approximation calculated
on the basis of n samples taken at equal
(time) intervals by the analysis of charac-
teristics of an equivalent digital filter
(Plucifiski (1986)). In fig. 2 there are'
shown amplitude characteristics of filters
equivalent to running approximation by me-
ans of the third-degree polynomial (J=3) on
the basis of seven samples. There are shown
amplitude characteristics for three typesV
of time-windows, namely for:
1) rectangular time-window, i.e. w(tk)=1,

2) cos2 time—window, i.e. '

w(tk) = cos2j((k-n)9T/(2(n-1)),
3) Gauss time-window, i.e.

w(tk) = exp (((k—n)2/(n-1)2)lnp),

where k=1,...,n, n=7, p stands for the
cut-off level of the Gauss curve, p=0.01.
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Fig. 2.

DISCUSSION

Hitherto known procedures for normaliza-

tion of spectrum parameters concern fonmant

frequencies. In order to motivate their

proposals some authors refer to the ana-

thomy of the organs of speech (Wakita

(1977)), some authors to the properties of
hearing (Syrdal (1986)) while others in-

form us only about the efficiency of a

procedure of some kind (Lobanov (1971),

Miller et a1. (1980)). While forming nor-

malizing rules, we aim at giving such ru-

les which can help us identify some of nu-

merical sets or sequences. fherefore, when
analysing the rule that has been proposed

by Lobanov, i.e. F? -(F3-F3)/53, where 7;

stands for a mean of i-th formant frequen-

cies over all_vowels and 6 stands for

standard deviation, we find out that this

rule identify all numerical sets with ele-
ments y=ax+b, where a and b are any
arbitrary constants. It may be proved by
substituting F by aF1+b. Analogously we

1

~can prove that Miller’s formula - F¥j =
‘3

= F13' £1115” 3 , where i stands for

the number of the vowel and j for the

number of an observation - identify numeri-

cal sets with elements y=ax. The same con-
cerns formulas proposed by (among others)
Syrdal, fiakita and van Dijk. Like in the
case of Miller's rule the procedure pro-

posed in this pacer identifies numerical
seauences with elements y=ax. It is also
a nonuniform procedure.
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