ACADEMY OF SCIENCES OF THE ESTONIAN S.S.R.

INSTITUTE OF LANGUAGE AND LITERATURE

© Academy of Sciences of the Estonian S.S.R., 1978

Pl 2.1

Pl 2.2

Se 21

Se 21.1

Se 21.2
Se 21.3

Se 214
Se 21.5

\
Se*22°

Se 22.1

Se 22.2

Se 22.3 -

Se 224

Se 22.5

© D. Krull

P. J. Alfonso, S. Horiguchi
Vowel-Related Lingual Articulation in
/3CVC/ Syliables as a Function ef
Stop Contrast

R. S. McGowan

Some Properties of an Aeroacoustics
Characterization of Phonation

M. Ohala, J. J. Ohala _
Laboratory-Induced Speech Errors in
Hindi

S. A. J. Wood

The History of the Classical Vowel
Articulation Model: A Reply to
Catford and Fischer-Jgrgensen

T. Pettersson, S. A. J. &/ood

Model Experiments on Vowel
Reduction in Bulgarian

MODELS OF SPEECH PERCEPTION 2 61

S."A. Shamma

The: Auditory Features of Vowel and
Fricative Phonemes

Evaluation of Distance. Metrics Usin
Swedish Stop Consonants - - -
J. C. T. Ringeling, W. Eefting

A Case for Global Listening
Strategies

R. Bannert

From Prominent Syllables to a
Skeleton of Meaning: A Model of
Prosodically Guided Speech
Recognition

V. P. Bondarenko, V. R. Moor, A. N
Chabanets

The Analysis of Speech Perception
Mechanisms on the Models of
Auditory System

CONTENTS
M. Karjalainen Se 23
Auditory Models for Speech
Processing . 11
B. H. Repp Se 23.1
Integration and Segregation in
Speech Perception 21
Se 23.2
CONTROL OF ARTICULATORY Se 23.3
EVENTS | . 41
Se 234

Se 23.5

Se 24
Se 24.1

Se 24.2
Se 24.3
Se 244

Se 245

Se 25
Se 25.1

Se 25.2
Se 253

SPEAKER-INDEPENDENT SPEECH
RECOGNITION ' 81

A. Plucinski '

The Normalization of the Speec
Signal Spectrum Envelope

C. Hoequist, Jr.

Phonological Rule Implementation in
Speech Recognition

W. Barry

Adaptation to Regional Accents in
Automatic Speech Recognition

D. H. Deterding

Use of the ERB Scale in Peripheral
Auditory Processing for Vowel
Identification

B. H. Masyp

Pacno3HaBaHHe peUH TNPOU3IBOJLHOIO
AHKTOpAa MO KJACTEPHHM 3TAJOHAM

GENERAL PROBLEMS OF
PHONOLOGY t 101

R. Delmonte

The Realization of Semantic Focus
and Language Modeling

D. L. Everett

Ternarity in Piraha Phonology

K. W. Church

Three Classes of «-» Boundaries
C. Stojanovic ,

The Serbo-Croatian Phonological
System. and Problems in Presenting
It to Foreign Learners

G. B. Chikoidze

A Phonologic-Phonetic Component of
a Dynamic Linguistic Model

HISTORICAL PHONETICS AND -
PHONOLOGY 1 119

V. K. Zhuravlyev
Prolegomena to Diachronic
Phonology
A. Steponavitius
On Methods of Reconstruction
D. 1. Edelman
Articulatory Phonetics and
Reconstruction Verification
(Indo-Iranian Data)

‘¥



Se 25.4 G. S. Klychkov, L. G. Hertzenberg
Dynamic Feature Model of Syllabic

Structure: A Possible Breakthrough . . |

in Reconstruction Theory

Se 26 DESCRIPTIVE PHONETICS:
CONSONANTS 2 132

Se 26.1 H. E. Weiss
Acoustic Characteristics of the Glottal
Stop in Kayabi

Se 26.2 J. Ingram, B. Rigsby
Glottalic Stops in Gitksan: An
Acoustic Analysis

Se 26.3 S. B. Voronina
Affricatization of /t'/, /d’/ in the
Modern Literary Pronunciation of
Moscovites

Se 26.4 S. V. Kodzasov
[l;harﬁm%eal Features in the

aghestan Languages

Se 26.5 R. P. Dixit ghag
In Defense of the Phonetic Adequacy
of the Traditional Term «Voiced

Aspirateds
Se 27 METRICAL THEORY 149
Se 27.1 E. Strangert

Major Determinants of Speech
Rhythm: A Preliminary Model and
Some Data

Se 27.2 J. T. Jensen

English Stop Allophones in Metrical

Theory
Se 27.3 M. Stong-Jensen

Length and Syllabification in
Icelandic

B. Pompino-Marschall, W. Grosser,

K. Hubmayer, W. Wieden

Is German Stress-Timed?
Vowel Compression A Study on

Se 274

Po 1 SPEECH SYNTHESIS

164
Po 1.1 é Stgvijérvi, R. Aulanko
ynthesis of Logical A i
Po 1.9 Different Langugges_ cce!ltuatlon n

Y. B. Karnevskaya

I‘{‘lhelt!‘ll!.]agUiStic Aspect of

. ulti-Language Speech i

Po 1.3 B. J. Williams, P. lg Alderss)g::hes's
gpplymg the Tonefic Stress Mark
ystgm to the Synthesis of British
English Intonation -

K. Bolla, G. Kiss

'!R‘lll‘e !’honetic Basis of Artificial

i sstan  Speech, Its Generation b

Jomp-uter and Its Application d
- ImioJczyk, R. Ciarkowski

Prosodic Aspect i
Synthesis pects of Polish Word

Po 1.6 E. Kiinnap
Researches on the Field of Synthesis
of the Estonian Language

Po 1 ACOUSTICS OF SPEECH PRODUCED
UNDER DIFFERENT CIRCUMSTANCES
188

Po 1.7 E. Vilkman, O. Manninen , E.-R.
Lauri , T. Pukkila
Vocal Jitter as an Indicator of
Changes in Psychophysiological
Arousal

Po 1.8 Z. S. Bond, T. J. Moore
Speech Produced under Adverse
Circumstances

Po 1.9 P. Janota , Z. Palkova
The Evaluation of Misinterpretations
of Speech Segments under Noise-Test

Conditions
Po 1.10 K. Slethei
C_ategorical Perception and Difference
Limens in Helium-Oxygen Speech
Po 1.11 M. Dohalska-Zichova
Analyse de la communication verbale
dans différents milieux de travail —
problémes de la perception
Po 1.12 B. M. Kolesnikov, L. M. Zakharov

{\coustics and Perception of Speech
in Various Modes of Articulation

Se 28 NATURALNESS AND INTELLIGIBILITY
1

OF SYNTHETIC SPEECH 1 2l
Se 28.1 B. J. Malsheen, M.
Amador-Hernandez , M. J. Yue, J. T.
Wright

Intelligibility of English, French,
German, and Spanish Consonants
Generated by Rule over Simulated
Telephone Bandwidths

Se 28.2 J. E. Clark, R. H. Mannell , D. Ostry
Time and Frequency Resolution
fotnlsltira;)nts on Synthetic Speech
ntelligibili

Se 28.3 N. Bacri v

Perceptual Spaces and the
Identification of Natural and

Se 28.4 Synthetic Sentences

. K. Mackie, Ph. Dermody, R. Katsch

Assessing the Intelligibility and
Processing Speed of Processed
Speech

Se 28.5 C. Basztura

Likeness Functions of the Acoustic

Patterns as an Index for Objective

Estimation of Speech Transmission

Quality

Se 29

Se 29.1

Se 29.2

Se 29.3

Se 294

Se 29.5

Se 30

Se 30.1

Se 30.2

Se 30.3

Se 30.4

Se 30.5

Se 31

Se 31.1
Se 31.2

Se 31.3
Se 314

Se 31.5

SPEAKER RECOGNITION AND
NORMALIZATION 1 230

W. A. van Dommelen _ .. °

Speaker Recognition from Phonated

vs. Whispered Vowels under Different
Filtering Conditions

J. Zalewski

Speaker Recognition by Means of
Short Speech Segments Analysis
Using Time-Varying Linear Predic-
tion in Lattice Formulation

W. Majewski, C. Basztura, J.
Jurkiewicz

A Method of Automatic Speaker
Recognition in Open Sets

B. Harmegnies, A. Landercy, M.
Bruyninckx

An Experiment in _Inter-Languages
Speaker Recognition Using the
SDDD Index

J. B. Millar

Quantification of a Multi-Speaker
Database of Spoken Australian
English

GENERAL PROBLEMS OF
PHONOLOGY 2 249

B. L. Derwing, M. L. Dow, T. M.
Nearey

Experimental Evidence for Phonolo-
gical Units

S. Grzybowski

Towards the Phonological Model for
Contrastive Analysis

F. J. Weisalow

Probleme der Phonemvarianten in der
gegenwirtigen Phonologie

J. Wierzchowski

Die Forschungen der Phonemreali-
sation und die bedeutungen der
Wortform

A. P. Yevdoshenko

The Metalanguage of Phonology

HISTORICAL PHONETICS AND
PHONOLOGY 2 269

J.-O. Svantesson

Tonogenesis ia Northern Mon-Khmer
J.-M. Hombert

Phonetic Conditioning for the
Development of Nasalization in Teke
B. Bascom

Tonogenesis in Northern Tepehuan
H. K. Werner, N. G. Schablo

Uber die Natur der vokalischen
Alternationen in der ketischen
Sprache

S. Sara i

Pharyngeal Split in Syriac

Se 32
Se 32.1

-y
-—

Se 32.2
Se 32.3

Se 324

Se 32.5

Se 33
Se 33.1

Se 33.2

Se 33.3

-Se 334

Se 34
Se 34.1

Se 34.2

Se 34.3

Se 344

Se 34.5

SYLLABLE ’ 288

J. J. Spa

_ Arguments en-faveur d’un traitement

non’ unitaire_de la typologie
syllabique - . -

D. Michaels =

Syliables and Consonants

R. Noske

Directional, Lexical and Postlexical
Syllabification and Vowel Deletion
A. Giannini

On the Relationship Between
Coarticulatory Effect of Lip Rounding
and Syllabic Boundary in French

V. G. Rudelyov

Phonological Conception of a Syllable
(Applied to the Languages with
Phonic System)

APHASIC SPEECH 306

W. Ziegler, D. von Cramon

VOT Production in Aphasia:
Contextual and Lexical Influences
W. Ziegler, Ph. Hoole

Naturally Occurring VOT Continua in
Aphasic Speech: Perceptual
Correlates

A. Salasoo, R. S. Berndt

Normal and Aphasic Processing of
Sentence Structure and Intonation
A. Y. Panasyuk, I. V. Panasyuk

An Experimental Investigation of
Speech Perception in Motor Aphasia

CHILD SPEECH 2 322

M. E. Loots

Phoneme Discrimination and Third
Language Learning

B. de Boysson-Bardies, L. Sagart ,
P. Hallé

The Influence of Target-Language on
Vocalic Space in Ten-Month-Old
Infants

J. Palesova

Phonetic and Phonological Properties
of Child Language

Y. L. Isenina

Development of Child Speech Hearing
at the Onset of Speech

Z. N. Japaridze , Y. A. Strelnikov ,
I. Y. Strelnikov

On Spectral Differences in the Cry
of Newborns of Different
Nationalities




————

s

Se 35 . RELATIONS BETWEEN VOCAL TRACT
- AND ACOUSTICS 1 340

Se 35.1

Se 35.2

Se 35.3

Se 354

Se 36

Se 36.1

Se 36.2
Se 36.3

Se 36.4

Se 36.5

Se 37
Se 37.1

Se 37.2

Se 37.3

~H. Y. Wu, P. Badin, Y. M. Cheng,
B. Guerin
Continuous Variation of the .Vocal

Tract Length in a KELLY- *" - =%~

LOCHBAUM Type Speech Production
Model .

G. Feng, C. Abry

Nasalization of French Vowels.
Contribution of the Nasopharyngeal
Tract and the Sinuses

R. Majid, C. Abry , L.-J. Boe , P.
Perrier : '
Contribution a la classification
articulatori-acoustique des voyelles:
etude des macro-sensibilites a I'aide
d’'un modele articulatoire

P. Badin, L.-J. Boe

Vocal Tract Nomograms: Acoustic
Considerations. A Crucial Problem:
Formant Convergence

METHODS OF SPEECH SIGNAL
ANALYSIS 2 356

F. J. Koopmans-van Beinum , R. P.
de Saint Aulaire
Dynamic Determination of Acoustic
Vowel Contrast
M. A. Randolph, V. W. Zue
The Role of Syllable Structure in the
Acoustic Realizations of Stops
D. A. Seggie
The Use of Temporal Frequency in
Speech Signal Analysis
G. Zhao
A Pri-mary Experience: The Vector
Quant.lzation Technique Is an
Effective Tool for Phonetic Research
P. F. Marteau , J. Caelen, M. T.
f\ansm-Giorgetti

pectral Warping Model. A
of French Nasal Vfwels Study

SPEECH SOUND RECOGNITION 1 376

M. Yanagida, Y. Yamashi
Kakushog ashita, O.
Detection and Identification of
Plosive Sounds in Words
&c O’Kane

ation and Recognition of Plosj
Consonants in. Continuous Speechve
H. E. Franco , J. A. Gurlekian

Context Dependent
Spanish Stops Recognition of

Se 38
Se 38.1

Se 38.2

Se 38.3

Se 38.4

A. Marchal , A. Foti
Caractéristiques acoustiques de . [
premiére consonne dans un groupe de
deux occlusives

M. ®. Boxpnapenko, A. H. T'aspaurenko
06 onnoM noaxoae K Bonpocy
doneTHuecKOR HAEHTHOHKALKH rpynn
-HIeJEBLIX COTrJAcHbX H addpuxkar
PYCCKOro s3biKa

HISTORICAL PHONETICS AND
PHONOLOGY 3 397

R. S, Mahadin

Doublets in Arabic: Notes Towards a
Diachronic Phonological Study

K. V. Gorshkova

On Reconstructing Phonological
Systems and Patterns of Their
Development

V. A. Dybo

On the Origin of Morphonemicized
Accent Systems

A. b. INenbkoBckui

®oHETHYECKHE JOJrOThi TJACHHX B
pycckoM si3nike: GoHOJNOrHYECKas
CYUIHOCTb H HHTEpNpeTauHs
CBA3AHHBIX C HHMH SIBJICHHH
(RHAXPOHHYECKHA H CHHXPOHHYECKHR
acnekTh)

Se 39 PHONOLOGY AND MORPHOLOGY ¢4l!

Se 39.1 T. Szende
Phonetic Change, Phonemic Status
and Morphophonological Alternations

Se 39.2 V. Y. Plotkin

: The Ultimate Phonological Unit as

the Smallest Morpheme Shape

Se 39.3 M. V. Rusakova
On the Morpheme Boundary as a
Criterion of Phonemic Divisibility

Se 394 L. G. Zubkova
Aspects of the Sound Form of the
Word

Se 40 CONTRASTIVE STUDIES 1 421

Se 40.1 E. Foldi ‘
La palatalisation et la
pharyngalisation en polonais dans
une comparaison entre plusieurs
fangues

Se 40.2 G. Kozma
Experiment in Interlingual

Se 40.3 Typological Examination of Vowels

M. A. Teopruesa

Onno3uuug
RanaTanbHOCTh/HEManaTaabHOCTD
PycckoM u Goarapckom KOHCOHAHTH3IME

Se 40.4

Se 40.5

Se _4|

< +Se 41.1

Se 41.2

Se 41.3

Se 414

Sy 1
Sy 1.1

Sy 1.2
Sy 1.3

Sy 14
Sy 1.5

Sy 1.6
Sy 1.7

Sy 1.8

Sy 1.9

Sy 1.10

JI. Hukonopa

PeasM3aLUHsi COTNACHHIX NPH CAHAXH .

(Ha cThiKe KJAHTHK H 3HAMEHATEJbHOTO
cnoBa) B pycckoM H Goarapckom
A3bIKaX

Y. Baaynypu

ApTixyasuuonnan 6aza (AB)
PYCCKOr0 si3biKa B COMOCTABAEHHH C
AD XHHIM H €e THNOJOTHYECKHE

0co0eHHOCTH
SPEECH DISORDER_S 2 , 448
ar F..Mitleb~

Generative Accounts of
Misarticulations of Two Jordanian
Children

Z. Simada , M. Koike, A. Okamoto,
S. Niimi

Lateral Release in the Articulatory
Closure of the Velar Stop Sounds
[k, g]: An Acoustic Study

Z. Tarkowski, A. Lewandowski

The Articulation Disorders in
Mentally Retarded Children

K. Kapaen

3aBHCHMOCTb METOAHKH OOY4YEHHS
nucbMy M uTeHWIo OT ocobennocred
A3biKa

INTONATION 463

C. Bonnot, 1. Fougeron
Intonation et thematisation en russe
moderne
I. Fonagy
Semantic Diversity in Intonation
P. Ivic
Properties and Functions of the
Prosodic Phenomena in Languages
C. B. Koasacos
Tonaabnaa smM¢paza B pPycCKOM fA3biKe
O. F. Krivnova

_ Intonational Phrasing and its Role in
Speech Communication
T. M. Nikolayeva
The Intonology of the 80-es
C. Sappok
Phrasierung: Zentrum und Peripherie
der prosodischen Kontur
N. D. Svetozarova
Sentence Intonation In Language and
Linguistics
I. G. Torsuyeva-Leontyeva
Intonation and World Concept in a
Literary Text
O. T. Yokoyama
Towards a Unified Framework of
Russian Intonation

s,’



e .. . , N McGowan, R. S. . Se21.2 ~ Wieden, W. . . Se 27.4 o .
) - Py S ' ’ ' Michaels, D. Se 32.2 Wierzchowski, J. Se 30.4 -
. B : . , - Millar, J. B. Se 29.5 Williams, B. J. - Po 1.3
- b e .- - . ) ) Mitleb, F. : Se 41.1 -—— . Wood, S. A. J. Se 21.4, Se 21.5
\ \,\\ : INDEX OF AUTHORS " Moor, V. R. S Se 225 - Wright, J. T. Se 28.1
b : Moore, T. J. Po 1.8 Wu, H. Y. Se 35.1
_— ‘ Nearey, T. M. Se 30.1 Yamashita, Y. . - . - Se 37.1
- e - Niimi, S. - - Se 41.2 Yanagida, M. - “ 7 Se 37.1
. _ L e 2 A N!kolayeva, T. M. ‘ Sy 1.6 Yevdoshenko, A. P. Se 30.5
Abry, G Se 35.2, Se 35.3 Grosser, W. - Se274 ! ﬁi,ksilf R - % 323 53‘2”&‘“? T Yo
Alderson, P. R. Po 1.3 . Grzypowskl, S. - A Se 302 . O’Kan,e. M. Se 37.2 Zakharov, L. M. Po 1.12
Alfonso, P. J. Sé 21.1 Guerin, B. Se 35.1 7 -'ORhala, J. J. " Se 21.3 - Zalewski, J. ' Se 29.2 -
I .ﬁrr}adﬁ,r-ﬂernandez, M. Se .1 - , . Gurlekian, J. A. Se37.3 . . Ohala. M - =——=-— ~- Se2l3 . Zhao, G.-- Se 36.4
Bg;l{l & R: go 2!;3 galie, P 5 : Se 342 - Okamoto, A. Se 41.2 Zhuravlyev, V. K. Se 25.1
Badin' p' Se 35-1 a5 Hartmegtl;lteS, L. G Se 294 Ostry, D. Se 28.2 Ziegler, W. Se 33.1, Se 33.2
Balupuri, C Se 405 S 34 ngqz:igter(g:’ Jr. Se 3:23 Patesova, J. Se 34.3 %”bk(\’}'awL‘ G. e 32'4
g - » e JT e 23. Palkova, Z. Po 1.9 ue, V. W. Se 36.2
» W . >, Fh. Se 33.2
Bascom, B. Se 31.3 Horiguchi, S. se 92 Panasyuk, I. V. Se 334
Baszt C e 21.1 Penkovsky, A. B. Se 384
ura, C. Se 28.5, Se 29.3 Hubmayer, K. Se 27 ié
Berndt h 4 Perriér, P. Se 35.3
Bern L'-JR' S. Se 33.3 ImioJezyk, J. Po 1.5 Pettersson, T. Se 21.5
poe, L. Se 35.3, Se 35.4 Ingram, J. Se 26.2 Plotkin, V. Y. Se 39.2
bon 2. Po 1.4 Isenina, . I. Se 34.4 Plucifski, A. Se 23.1
Bondarenko, M. F. Se 375 Jam’)t-éiorgetti, M T Sy 1.3 Pomglno-Marschall, B. Se 27 .4
Bondarenko. V. P, Se 295 J Se 36.5 Pukkila, T. Po 1.7
Bonnot C. " e 22. anota, P. Po 1.9 Randolph, M. A. Se 36.2
Bruyninckx, M. gg 5914 j:g:gjdz‘?, % N. Se 34.5 Repp, B. H. Pl 2.2
Caelen, J. . en, J. 1. Se 27.2 Rigsby, B. Se 26.2
Chabanets. A. N S 505 jurkiewicz, J. Se 29.3 Ringeling, J. C. T. Se 22.3
M ' usho, O. Se 37.1 Rudelyov, V.-G. Se 32.5
S‘Qf;(,g,d;’e P Se 351 ﬁﬁs'ai;‘f"' M. Pl ol Rusakova, M. V. Se 393
? ) . p, K. Se 41.4 Sagart, L. Se 34.2
Cramean & % po 35 Iéz{"e,:’sﬁaya» Y. B. Po 1.9 Salas0, A Se 333
Cl T 9 atsch, R. 28. Sappok, C. Sy 1.7
dealgléa’g'sol;:l.-Bardies B S 28.2 Kiss, G. Is)z 1§44 Sa?g, S. SZ 31.5
de Saint Aulaire, R, P. ge ggz Klychkov, G. S. Se 25.4 Schablo, N. G. Se 31.4
Defmonte. R ¥ F Sg 24.{ ﬁgidkzasgg', S. V. Se 26.4, Sy 14 Sﬁggie, D. A. Se 36.3
Dermody, Ph. . e, M. 41.92 Shamma, S. A. Se 22.1
Derwi%gy, é)‘hL‘ : ge §(8)4 Kolesnikov, B. M. ]S)(e) 1.12 Simada, Z. Se 41.2
Deterding, D. H. Sg 231 §00pmar(1}s-van Beinum, F. J. Se 36.1 Slethei, K. Po 1.10
Dixit, R. P. : ozma, Q. Se 40.2 Sovijarvi, A. Po 1.1
gghalil;éfichové, M. xsnﬁ %6151 §ILVIT°‘§ O.F. Sy 1.5 §?§p J. J-,é_ A ge ggé
w, M. L. ruil, D. Se 22.2 onavitius, A. e 25.
Dybo, V. A. Se 30l Kiinnap, E. Po 16 Stojanovi¢, C. Se 24.4
Edelman, D. . Se 953 Landercy, A. Se 29.4 Stong-Jensen, M. Se 27.3
Eefting, W. Se 22-3 Lauri, E.-R. . Po 1.7 Strangert, E. Se 27.1
l[;lverett, D. L. Se 249 tewtanizwskn, A : Se 41.3 Strelnikov, 1. Y. Se 34.5
eng, G. : oots, M. E. ) Strelnikov, Y. A. Se 34.5
Fonagy, I. ge ?522 Mackie, K. g: gg‘i Svantesson, J.-O. Se 31.1
Foti, A y Mahadin, R Svet N. D Sy 1.8
Fou’ger.on I ge 374 Majewsk} WS. ge 3583113 Sz:n%z:r%va, T SZ 39.1
Foldi, E. y Ll Majid, R e Tarkowski, Z. Se 41.3
Franco, H. E. gg g?é Malsheen, B. J. g: gg? Torsuyeva-Leontyeva, 1. G. Sy 19
Gavrashenko, A. N. : Mannell, R. H. | van Dommelen, W. A. Se 29.1
: Se 37.5 Se 28.2
Ggorg}eva, M. A. Se 403 Manninen, O. Po 1.7 Vilkman, E. Po 1.7
Giannini, A. Se 394 Marchal, A. So 374 von Cramon, D. Se 33.1
Gorshkova, K. V. Se 389 Marteau, P. F. Se 36'5 Voronina, S. B. Se 26.3
: ‘ Mazur, V. N. Se 235 Weisalow, F. J. Se 30.3
€ <9. Weiss, H. E. Se 26.1
Werner, H. K. Se 314




Ve ~ ) | | AUDITORY MODELS FOR SPEECH PROCESSING

- " Matti Karjalainen '

- - pie e A

T - | | ' | ' : Helsinki University of Yechnology- _ _
- - : g : _ Acoustics Laboratory, OtakaariSA ©~ . - - - - =
' SF-02150 Espoo  FINLAND - -

1

ABSTRACT

Computational modeling of the auditory periphery has
become an integral part of hearing and speech research in recent
years. This reflects the importance of computers and computa-
tional models as a research tool for experimenting flexibly in the
domain of complex auditory phenomena. Both our general un-
derstanding and the fragmental knowledge of details known from
hearing research can be reconstructed and tested in the form of
functional models.

This paper approaches the auditory models primarily from
another aspect: their applications within speech processing. Al-
though there are almost no existing practical applications where

.systematic modeling has proven to be superior to traditional

methods, the approach as such is seen as promising and neces-
sary. Several approaches to auditory modeling are viewed in the
paper with the main emphasis on functional and psychoacoustical
properties, including some principles proposed for higher-level
processing. Potential areas of applications are discussed with
examples taken from our own studies.

INTRODUCTION

The theories, models and applications of speech percep-

tion are without any doubt lagging behind the level of knowledge

in speech production. The main reasons for this are due to the
complexity of the hearing system and the difficulties in experi-
menting with it, the lack of basic understanding of the higher-
level processes and the problems in the implementation of
experimental models to simulate the auditory system.

What is (or could be) auditory mo_deling?

The development of computers and software-based
simulation makes it more and more attractive to experiment with
principles of hearing. To some extent electronic and even
mechanical models have been tried but the computer has become
a superior tool for the task. The concept of auditory model is
used normally to refer to a computational model of the peripheral
hearing system. The physiological functions of the basilar
membrane and other cochlear processes up to the neural levels
argdcclmsidcred as the primary subject to be simulated by the
models.

Another theoretical and experimental basis for auditory
modeling comes from psychoacoustics, where the correspond-
ence to the underlying physiology is not direct anymore.
Perception thresholds and psychophysical "transfer functions”
are more central to the approach. Psychoacoustical concepts like
pitch and loudness that are related to the peripheral hearing are

well developed and exact to a high degree. They have been
verified by subjective listening experiments. More abstract
properties exhibit fuzziness and random behaviour but can be
included in computational models if they are stable enough.

The third approach to modeling is to hypothesize
functional principles that possibly could be found in the hearing
system. They may not be verified by direct physiological or
psychological experiments. Most auditory models concerning
higher levels of hearing will probably be of this type because the
physiological basis is too complex and hard to access, and even
the psychological approach does not test and validate the models.
The borderline between auditory modeling and general informa-
tion processing principles is not very clear at these levels.

Why auditory models?

Auditory modeling is attractive as a research tool because
it presents the possibility to test hypotheses and experiment with
new ideas flexibly in a proper context. The hearing system
consists of complex subsystems that tend to be nonlinear and
contain feedback loops, which makes it practically impossible to
apply analytical modeling methods except to small subproblems.
Computational models are useful also in conceptualizing the
signal and information processing aspects in hearing apart from
the underlying physiology.

The basic research of hearing is only one of the motiva-
tions for auditory modeling. Major challenges for future work
are to be found in potential applications, especially in speech
recognition. The human hearing system is the best processor to
recognize speech messages; why not to try to duplicate it in
technical form. The results so far show that this will not be done
easily. In principle, however, this approach is promising and
necessary, at least to gain a deeper insight into the many
problems of speech recognition.

This paper reflects the point of view of the author towards
auditory modeling. Physiological models are not seen as the
only, and even not the major subject of research, when it comes
to applications. Especially for speech processing we need
flexible functional models based on signal processing and
artificial intelligence. The rest of the paper will tie together a
number of subproblems in auditory modeling along with some
applications and experiments performed by our own research

group.

MODELS OF THE PERIPHERAL HEARING SYSTEM

External and Middle Ear Models

Computational modeling of the hearing system begins
from the acoustics of the external ear. Localization of sound and
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the frequency sensitivity of the ear are greatly influenced by the

" acoustical details of the pinna and ear canals. The experimental

studies and measurements [1] that have been mgdc have led to
successful results in computationally reconstructing an authentic
sound environment sensation {2]. In combination wm! cocplcar
and neural modeling this could lead to better directional
selectivity and sound localization [3] e.g. in speech recognition
devices. Otherwise the role of the external and middle ear is a
relative simple, almost linear filter as a part of a complex auditory
model, contributing to the frequency sensitivity properties. .

Cochlear Modeling - ) )

The physiology of the inner ear [4] - [8] is a main source
of knowledge providing a concrete basis for present auditory
modeling. This area of research is fairly rich in results and
approaches, see {9] - [14], but no comprehensive and systematic
cochlear models exist in computational form.

Modeling of the inner ear can be divided into several
subproblems. The mechanics of the basilar membrane has
received considerable attention since the studies of von Békésy
{7]. The mathematically elegant principle of the nonhomogene-
ous transmission line must be cnhanced with nonlinear processes
and complex interactions with hair cells and neural processes
[15] - [17]. Some recent results propose interesting computable
models of interaction to improve the sensitivity and selectivity of
the inner ear, Zwicker [18] and Lumer [19]. The acoustic
emission, see Kemp [20], [21], should also be included into a
full-scale model. The mechanical to electrical and neural trans-
duction takes place in the hair cells and can be modeled in
physiological detail or functionally including the random nature
of single cell firings, e.g. Schrider and Hall [22], Lyon [23].

Towards Higher Levels

As the computational modeling domain moves towards the
neural levels, more functional principles must be used instead of
physiological facts. Mixing of physiology, psychology and
highly hypothetical ideas in the form of computer programs is an
important approach. Some models are more oriented towards the
study of advanced computational implementations and applica-
tions than the hearing process as such, e.g. Lyon [23] - [25].
Reaching higher abstiaction levels in relation to physiology by
comiputer programs may prove to be valuable when studying the

representation of speech and complex stimuli in the hearing
system. -

The problem of neural representations of speech signals
has become a subject of remarkable research in recent years,
[10], [26] - [28]. There are different explanations of how the
spectral and temporal information is coded into the neural signal.
The saturation effect of a single nerve fiber in sending amplitude
data must be taken into account. The computational models try to
capture the essentials of this process in different ways: e.g. the
synchrony model proposed by Seneff [29], [30] is based on the
firing synchronism principle found in the auditory nerve to avoid
the spectral structure from being flattened. Seneff also made a

gg{);r&agfnon of the principle so that it can be applied to pitch

Psychoacoustical Models

Some existing computational models find thei i
and experimental basis primarily in psychoacglll;stt};zgre'tll'iil
concepts of Bark scale (critical band scale), loudness and
loudness density spectrum, masking curves, temporal time
c?nstaqts etc. [31] cannot be entirely reduced to the physiolo
of hearing. Examples of auditory models that are closely relat%?i
to psychoacoustics are given e.g. by Schroder et al. [32] and

Zwicker [33]. Both of i i
aolicaors 1 Both of them were developed thh technical

Including Phonetic Aspects  «~ .

Some research groups have worked by experimenting and
modeling the perception of speech and its phoneticatly relevant
features. Peripheral models of hearing tend to be nonspecific jn
relation to speech. How should the formants and formant
transitions be processed by auditory models, and how should the
phonetic features and categories be reflected in them? These
problems are important from the point of view of applications,
especially speech recognition.

Carlson, Granstrom et al. have discussed these questions

and proposed several models for auditory speech analysis [34]- -

[36]. Klatt has a sifilar approach and he suggests a phonetic
distance measure for comparison and classification of phonemes
[371 - [39]. Principles aind models relating auditory concepts to
higher-level perception of speech are studied by Chistovich et
al.,, [40] - [42]. Among them is the concept of center of gravity,

Auditory Modeling and Traditional Speech Processing

Many technically oriented systems for speech processing
contain features that model the human hearing to some extent but
some widely used methods do not exploit auditory features at all.
It has been shown that linear predictive coding (LPC) in the
original form is not optimal because it is based on a linearly
weighted frequency scale. With Bark and loudness scaling its
performance could in principle be considerably better [43] - [45].
Hermansky et al. have presented novel modifications of LPC
analysis to include many important auditory features that can be
applied to speech recognition [45] - [46].

AUDITORY SPECTRUM COMPUTATION

Most auditory models analyze audio signals by returning
something we could call an auditory spectrum. This is natural
becausq the inner ear (basilar membrane, hair cells) also forms.
some kind of a spectrum analyzer, even if it is different from
technical devices and algorithms for the Fourier transform.

) The models for auditory spectrum analysis can be divided
into two classes according to the processing of temporal
dynamics. If we are not especially interested in the detailed time
constants of the resulting (short-time) spectrum representation,
we can first apply the Fourier transform and then warp the
fnj,quchy scale to the Bark scale. Otherwise, we need a trans-

mission-line or filter-bank type analyzer to allow more freedom
in the design of temporal features.

Auditory Spectrum by Fourier Transform

The human auditory system may be seen as a spectrum
analyzer that differs from Fourier analyzers in many ways. The
most 1important differences are:

spectral emphasis by the inverse of the equal loudness
curves,

use of the Bark scale (critical band scale) instead of the Heriz
frequency scale,

frequency domain resolution of about one Bark,

masking effect in the frequency domain and spreading of the
spectral components, and :
time d_cmam_dynamics: temporal integration and masking
effect in the time domain (forward and backward masking)-

w W (S )
. . . . .

but th All these properties are known from psychoacoustics [3!]
ut there have not been very many attempts to apply them it

practical applications. Schroder & al. have used a computation

model when evaluating signal-to-noise ratios in speech trans

mission [32]. We adopted thei i Jation with
minor modifications aspfollowsl;r mathematical formu
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* Computation of the Fourier transform with a 35 ms

Hamming window.

*  Emphasis of the spectrum by an approximation of the

frequency sensitivity curve of the ear (inverse of the equal
loudness curve).

*  Transformation of frequency f fo Bark variable x by:

x = 7 arsinh(f/650Hz) . co

*  So called "excitation function" E(x) is found by smoothing

the Bark-scaled pre-emphasized power spectrum S(x) with a
"spreading function" B(x):

E(x) = S(x) * B(x), (* indicates convolution)
where B(x) in our model is a piecewise linear approximation
of the Schrider et al. spreading function

10log(B(x)) = 15.81+7.5(x+0.474) - 17.5‘/ 1+(x+0.474).2

by linear slopes (+ 25 dB/Baik, -10 dB/Bark) and power
series approximation for the top of the curve (see Fig. 1b).

*  dB-scaled E(x) is the final auditory spectrum used in the
study. Two examples of such spectra of simple signals are
shown in Fig.1. The spectrum of an impulse (1a) has a form
which is similar to the frequency sensitivity of the ear. The
auditory spectrum of a sine wave (1b) gives the masking
curv)e and an approximate form of the spreading function
B(x).

0 1 kHz 2 3 4 5

-10 -4
-20 A a)
-30
-401 b)

=50
aB

| SR SR S S G S R RED BN HD M SD B N SN AN IR BN
0 S 10 15 Bark,

" Fig. 1. Auditory spectra of simple test signalsg (a) impulse

spectrum and (b) sine wave spectrum.

Some examples of auditory spectra with corresponding
Fourier spectra for speech sounds are plotted in Figures 2 and 3.
The Finnish vowel /a/ shows cleaily how the harmonic structure
in a Fourier spectrum is smoothed out but the main formants are
retained in an auditory spectrum (Fig. 2). In the fricative /s/ the
random variation of the Fourier spectrum is also smoothed and
the "fricative formant" shows up in the form of a normal vowel
formant (Fig. 3). )

/
Auditory Spectrum by Filter-bank Modeling

It was found to be difficult to include proper temporal
dynamics when using the Fourier transform sechniques. The
filter-bank principle is well suited to auditory Spectrum analysis
because the human auditory system - basilamembrane and hair
cells - also consists of a multi-channel paalyzer. The bandwidth
of the overlapping channels is aboutefie critical band or 1 Bark.
Instead of thousands of hair cells in the biological system it is
enough to have 1 - 4 channels pef one Bark in a computational
model. This means 24 - 96 chapnels covering the 24 Bark audio

/

/

/

/

0ds
-10 Fourier spectrum -
-20 ( -
-30 4 -
I -
-50 ] o v -
—60 4 : o
Wy
T T L] T T
0 1 2 5 3 s Ekiix
o 1 2 3 4 ke
OdB A {—
- Auditory spectrum
-60 r T rrTTrT T T rrrrr vt
0 1Y 10 15 Bark

Fig. 2. Fourier spectrum and auditory spectrum for a
Finnish vowel /a/.
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Fig. 3. Fourier spectrum and auditory spectrum for a
Finnish fricative /s/ (in context /assa/).

range. With 0.5 Bark spacing our model has 48 channels, which
seems to be a practical compromise between good resolution of
spectral representation and a low amount of computation. -

Each channel consists of a bandpass filter, a square-law
rectifier, a fast linear and a slower nonlinear lowpass filter, and a
dB-scaling stage (Fig.4).
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Fig. 4. A 43-channel filter-bank model for auditory spectrum
coraputation. B.P.=bandpass, L.P.=lowpass filter,
x2-. square-law detection, LOG = dB-scaling.

Bandpass filter bank

Bandpass filters with 0.5 Bark spacing and about 13
Bark bandwidth give the desired frequency selectivity to the
model. Each bandpass is a 2561 order FIR-filter, carefully
designed to have a frequency response which is the mirror image
of the spreading function B(x) given by Schrider et al.

This filter bank design gives a good approximation of the
desired masking properties in the frequency domain. Computa-
tion of the filter bank was implemented as a matrix multiplication
in an array processor (Floating Point Systems FPS 100). Even
an array processor could not run it in real time. By a proper IIR-
filter design the speed of the computation could be more than 10
times faster but accurate design of these filters is a difficult task.

Not only frequency selectivity but also the frequency
response (sensitivity) of the ear must be built into the filter bank.
The simple way we used is to let the relative gains of the
channels be proportional to the inverse of the equal loudness
curve (60 dB-level).
Rectification SN

_ The rectification effect in the hair cells of the inner ear is
primarily of the half-wave type. Since a square-law element was
needed for temporal integration in our model, we ended up using
it without any half-wave rectifier. We found that in the auditory
spectrum analysis of speech this makes no noticeable difference.

A constant level is added after the rectification to simulate th
threshold of hearing. o i

The remaining two filters are for smoothing the outputs of
the rectified bandpass filters. The faster one is a fg'lrst-ord?r low-
pass with a time constant of about 3 ms. The second one is more
important. Its purpose is to implement many effects: temporal
integration and pre- and postmasking effects.

Temporal integration is realized by linear first-order low-
pass filtering (time constant of about 100 ms) applied to the
cutput of the square-law rectifier. Premasking is not a very

important and critical phenomenon. No additional 1i
necessary to match it well enough. modeling was

) Postmasking was found to be more difficult to i

in sufficient detail. A linear lowpass filter with a t1001(;n rlr’}: %1;1:
constant yielded postmasking effect that was many times too
long. We used a nonlinear (logarithmically linear) behaviour of
the filter for masking conditions (X4 < X5). The form of the
temporal masking pattern is now close to the actual one found in
psychoacoustxca{ studies [31] but a delay of about 10 ms present
in the real masking effect is lacking in the model. The overall
response of the slow nonlinear lowpass can be stated now:

7

X5(n) = K1¥X4(n) + (1-K1)*X5(n-1), if X4 2 X5,
X5(n) = X5(n-1)*exp(K2*log(X4(n)/X5(n-1)), if X4 <XS5,

where X4 and X5 are the input and output of the filter, K1 and
K2 the filter coefficients, and n the discrete time variable. A good
value for K1 was found to be 0.0005, and 0.0007 for K2 when
the sampling frequency is 20 kHz.

Auditory short-time spectra computed by the model cari be
displayed in many forms: spectral series, spectrograms, etc.
Examples of these are given later in this paper.

AUDITORY FORMANTS AND FORMANT SPECTRA

The auditory spectrum, as was analyzed by the models
above, is not a speech-specific representation. Attempts to utilize
it or other similar preprocessing methods in speech recognition
have shown only moderate results, see €.8. [47]. 1t is obvious
that some further processing of auditory spectra is needed to
exhibit speech-specific features and more "phonetic-like" audi-
tory representations of speech.

Some hints and guidelines can be found e.g. from the
studies of Klatt [37] - [39], paying special attention to the
formant peak regions in the auditory spectra. Global properties
such as the slope of the spectrum have only a minor effect on the
phonetic quality of a sound. Klatt suggested the use of phonetic
distance measures [39] based on local properties of the formants
in auditory spectra. Another concept that is closely related to
z[lzg]itory formants is the center of gravity by Chistovich et al.

Emphasizing and Sharpening the Auditory Formants

Possible conclusions that may be drawn from the results
of using short-time auditory spectra in speech recognition could
be that the perceptually important formant peaks are excessively
smoothed and the local properties of the formants are not prom-
inent enough. Is it possible to compensate for these effects?
There are neurophysiological principles that are candidates for
the gpectral sharpening effect: lateral inhibition is one such
candidate. A strong excitation at a certain place along the basilar
membrane tends to suppress the neighbouring channels.

. The formant features can be sharpened or emphasized
computationally in many ways. We can perform highpass or
bandpass filtering of the auditory spectrum in the Bark domain to
supress the global forms (e.g. spectral tilting) and to emphasize
the local formant peaks. This can be realized by convolving the
loudness-scaled auditory spectrum by a proper spatial (Bark
domain) bandpass filter impulse response. Figures 5 and 6 show
original auditory spectra for a vowel /4/ and fricative./s/ along
with the resulting auditory formant spectra, as we call therh.

» _In both cases the auditory formant spectrum exhibits
clearly the formant peaks so that the global spectrum structure
does not have a major dominance. Serial displays of auditory
spectrum and auditory formant spectrum are shown in Fig. 7 for
the vowel combinations /aiai/.

The Concept of Auditory Formant

... The perceptual relevance of the peaks in auditory spectra
implies thq usefulness of the concept alt)tditory forman? It must
be recognized as different from the acoustic and articulatory
%iPCCtS of formants even if there is a clear correspondence
' :wecn them. A useful characterization of the auditory formant
§ to state it as any peak or relatively localized high-loudness
region, a kind of landmark inan auditory spectrum.

Several studies have been done on the perceptual behavior

of auditory formants and formant groups, see e.g. Chistovich
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Fig.5. Finnish vowel /4/: (a) auditory spectrum,
(b) derived auditory formant spectrum
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Fig, 6. Fricative /s/: (a) auditory spectrum, (b) auditory
formant spectrum.

[40]. The integration of closely spaced formants, the concept of
center of gravity, etc. are principles that should also be imple-
mented in computational models.

Is it possible to extract auditory formants and to describe
them as discrete units? The auditory formant spectrum aboveisa
good data source for this extraction. In Figures 5, 6 and 7 a
spatial bandpass filtering with a one Bark resolution was applied
to give a proper pre-emphasis to the spectrum. A peak-picking

algorithm easily finds the formants as the local maxima of the
curves. Fig. 8 illustrates how the short-time auditory spectrum of
the utterance /kuusi/ (Fig. 8(a) dB-scaled, Fig. 8(b) loudness-
scaled) is transformed to an auditory formant spectrum, Fig.
8(c). The formant peaks are finally plotted and shown in a
spectrogram-like display (Fig. 8(€)).

The one Bark resolution does not always work. Closely
spaced formants may give a better response e.g. to a 2 Bark
resolution filtering, Fig. 8(d). (See also the 2 Bark formant
spectrogram in Fig. 8(f)). This finding shows the need for
different resolutions in different contexts. According to
Chistovich the auditory system can integrate neighbouring
formants up to a distance of 3.5 Barks [40]. This corresponds to
about a 2-3 Bark resolution in our bandpass filtering. -

Since there is no single optimal resolution a better strategy
is to use multiple resolutions in parallel. This means that the
formant peaks are picked to form several formant lists. Later on
it is possible to utilize the data that seems to be the most reliable
based on the context.

We can also visualize the multiple resolution auditory
formant data in a spectrogram form by using different gray levels
or colors for the formant trajectories of different resolutions. Fig.
9 shows the mixed result of 1 and 2 Bark auditory formant
analyses for the word /kuusi/. The general principle of multiple
resolution analysis is discussed below.

TIME — )

Auditory spectrum BARK~-
i T PR
i (spektrienvail_20 ms ... AlAL-- )
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korostus .. AlAL...

Fig. 7. Spectral series for the vowel combination /aiai/:
(a) auditory spectrum, (b) auditory formant
spectrum.
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perception the absolute values of these parameters are not as
important as the relative changes they exhibit. For instance, large
static spectral tilting is allowed with only minor change in the
phonetic quality of a vowel [39].

Spectral tilt or center of gravity can also be computed over
any limited range in the Bark domain. An interesting special case

is to analyze closely the effective movement ranges of the lowest

formants, e.g. over 2 to 6 Barks for F1. The values of these
parameters describe the average slope or the approximate posi-
tion of the formant in the defined range. Fig. 10 shows the
results of such an analysis for the full audio range, F1, F2, and
F3&F4 range, along with the loudness function and a two-
resolution auditory formant spectrogram for the Finnish word

[viisi/.

(75 msec/line Auditory formant Soectrum 7)

{c) (d)

T
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Fig. 8. Auditory spectrum presentations for the word /kuusi/:
(a) original dB-scaled spectrum, (b) loudness-scaled
spectrum, (c) auditory formant spectrum with 1 Bark
resolution, (d) auditory formant spectrum with 2 Bark
resolution, (e) formant spectrogram of 1 Bark resolu-
tion and (f) formant spectrogram of 2 Bark resolution.
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Fig. 9. An auditory formant spectrogram with two overlayed
c(igpla)ys for resolutions of 1 Bark (black) and 2 Barks
ay).

Local vs. Global Features of Auditory Spectra

. Both the auditory formant spectrum and the i
;hscretc _formapt parameters emphasize the prom‘ijrféiinl(())r;:lf
eatures in auditory spectra. We could also analyze and charac-
terize the global properties. An average spectral slope and th
center of gravity over the whole audic range are good exampl .
of such global attributes. From the point of view of spc};:tsl

FORMANT SPECTRPGRAM |

TIME —-»

(a)

LOVONESS
157 277 396 516 636 755 875 Q05 {115
ELOBAL SLOPE

F1 SLOPE

T2 SLOPE

F3IRY SLOPE

\\_—‘_ﬁ/_/’h’

Fig. 10. Several different analyses for the Finnish word
Miisi/: (a) formant spectrogram, (b) loudness func-
tion, (c) global slope and the local spectral slopes
for the formant ranges F1, F2 and F3&F4.

Analysis of Formant Movements

It is known that the hearing system is especially sensitive
to changes in sound. It is also known that the auditory system
contains specialized analyzers for frequency sweeps and formant
movements [48]. Such detectors may have an important role in
the perception of speech signals and they should be included in
ccgmputauonal auditory models. To some degree, the derivatives
%‘h the slope funtions above represent this kind of information.

e output of an advanced detector could be a series of "formant

movement events" similar to the time structure analysis method
in the following section.

TIME STRUCTURES AND
MULTIPLE RESOLUTION ANALYSIS

dimengg:: ixs one of the most difficult and least unc'lcr.stoqd

real speech 1 speech signal analysis. The rhythm and timing it

straig}k);ctforw‘;ﬁes Wwidely according to the context and therefore

The transfo methods of segmentation do not work reliably.

discrete u ~tm3a“(.’“ from continuous-time representations o

& MItS in time should be studied more carefully so that
me resolution is seen as one parametric scale. _

Let us consider a set of . .

¢t of parametric or feature functions as

?Sr?lcjt/lz:r? go m a speech signal. Fig, 11 shows the total loudness
(rolative hum of all the ﬁlter-bank channels), nonstationarity
change 1n short-time auditory spectrum) and the glObﬂl
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Fig. 11. Auditory formant spectrogram and multiple temporal
feature functions for the Finnish word /yksi/: (a) total
loudness function, (b) nonstationarity function and
(c) global spectral slope. ’

spectral slope as a function of time, along with the formant
spectrogram for the utterance /yksi/. What is a flexible and
reliable way to do "segmentation" based e.g. on the loudness
function?

If proper bandpass filtering is applied to the loudness
function the "events" that match best to the impulse response of
the filter are emphasized. The samie principle is used as was for
the filtering of formants in tie frequency domain. An example of
a useful impulse response for a resolution filter is shown in Fig.

T AT

1W RESOLUTION
-10 . SPAN

Fig. 12 An example of an impulse response for a resolution
filter.

12,

Any single filter emphasizes the events of its correspond-
ing time resolution the most. The extrema (maxima and minima)
of the response are easily picked up as prominent events in the
time structure of the signal. To be more flexible a set of resolu-

tion filters can be applied to the loudness function in parallel. In
this multiple resolution analysis each resolution filter channel
¥roduces a list of potential loudness events. Other parametric
unctions like the global spectral slope create their own event lists
and list structures. The idea of multiple resolution analysis has
some resemblance to the scale-space filtering proposed by Witkin
[49].
"' As’an example of using the principle, nine filters with time
resolutions ranging from 10 to 320 ms were applied to the
loudness function of Fig. 11. The convolution results are plotted
in Fig. 13. A continuous scale of resolutions is in principle the
ideal case but a series of filters with resolution ratios of about
1:V2 was found to be practical. The method of multiple resolu-
tion analysis leads to an excessive amount of computation in
comparison to single resolution (single window, frame, etc.).
This is the cost to be paid for more flexibility. In highly parallel
neural networks such computational redundancy is easily
achieved but with present digital signal processing hardware it is
a problem.

l.oudnessfr\

10 ms f\: [ AL e

40 ms

120 ms}

160

241 356 470 585 700 815 929 1044 ms

Fig. 13. Resulting curves from the multiple resolution
analysis of the loudness function. Vertical lines
indicate potential event positions.

Event-based Approach to Auditory Speech Analysis

Each feature to be used in a speech analysis system and
each resolution of feature produces a corresponding list of
events, containing much redundant information. In Fig. 13 e.g.
the maxima of the neighbouring channels are closely interrelated.
By a proper method we can discard many of the peaks as masked
by more prominent neighbouring peaks. The potential events can
be organized into the form of complex event list structures and
processed further by rule-based and other artificial intelligence
methods. This approach is discussed in more detail by Altosaar
and Karjalainen in [50].

The event-based approach may be useful at several levels
of auditory modeling. We could apply it at the auditory nerve
level by picking up the most prominent peaks from the multiple
resolution filtering of a single critical band channel in the model
of Fig. 4, point X4. Here the range of interesting time resolu-
tions is within a typical pitch period of speech. At the output
level of the model (point X5) the resolution range corresponds to
typi- cal speech segments of 10 to 300 ms. The prosodic features
reveal still longer event objects. By parallel processing and
concurrent programming techniquesa realization of this approach
could be undertaken.
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TEMPORAL FINE STRUCTURE ANALYSIS
OF SPEECH SIGNALS

Itis still a common belief that the temporal fine structure
of speech signals within a pitch period (below 10 ms span) and
the phase properties are irrelevant to speech perception. This
belief is mostly due to the interpretations of the studies by
Helmholtz [6]. Even if this'is true as the first approximation
several findings suggest a more important role for these detailr.
For example, the success of the so-called multi-pulse LPC {51]
in comparison to the simple impulse source and all-pole
modeling shows how much the detailed time structure may affect
the sound quality. In our Finnish speech synthesis studies we
found that a careful zero-phasing (i.e. setting the phase of all
harmonics to zero) of a natural utterance /illi/ changed it to be
heard sometimes rather like /inni/.

Concepts Related to Temporal Fine Structure

The auditory spectrum output in our filter-bank type
auditory model (Fig. 4 ) does not represent the temporal fine
structure of speech signals at all. It is therefore possible to obtain
identical auditory spectra for a voiced and an unvoiced sound
from this model. The degree of voicing and pitch for voiced
sounds are certainly concepts with close relationship to the
temporal fine structure. This information should be analyzed
from the fast response of the auditory filter bank, i.e. the point
X4 in Fig.4, corresponding to the first neural stages of the
hearing system.

Lyon [23] has presented computational auditory models to
analyze the periodicity properties of speech signals by following
the principles proposed by Licklider [52]. The models rely on
correlation and coincidence functions from neural firings.

The phase properties of speech signals are difficult both to
analyze and to interpret meaningfully. A traditional way of
looking at phase has been by the Fourier transform of the signal.
The phase in this sense is, however, very sensitive to noise,
reverberation and other disturbances in speech. If any concept of
auditory phase can be formed, it must be defined in a totally
different way. ‘

A step towards auditory phase could be to interpret it from
the point of view of the modulation envelope in different critical
band channels (Fig. 4). The fast response corresponding to the
output of the hair cells in the hearing system carry this informa-
tion. In the case of voiced speech sound these outputs exhibit the

.fundamental frequency of the speech. The relative phase shift of

these pitch modulations between the neighbouring channels

_ could be useful as the auditory phase function, The same data

could be expressed also in the form of auditory group delay.

Sound Separation

The role of auditory analysis of temporal fine structure '

takes on a new appearance when we set the i

goal of modeling to
be the phenomenon of sound separation. People can eagily
follow a single speaker in a high noise environment (e.g. the
cocktail party effect). To make machines recognize speech at or

below the level of background noi h
sound separation is nee dgcfj, oise, a successful modeling of

This is a fairly new subject for serious co i

; ] mputat
modeling. Weintraub [53] has made remarkable contﬁtl:utiorll(s)[{;l
studying some peripheral processes of auditory analysis in sound

separation. He has emphasized i
tosaive his mrape phasized the need for a multilevel strategy

Some special cases of sound separati

r C paration can be i-
;_nlentebd with eas11y.. We used the fast response outputse())(tP er
;1 ter- Iz;nk model (Fig. 4) and computed the cepstrum for each of
them. If there was a voiced speech sound that dominated a Bark

channel, the corresponding pitch period was easily found as a
dominant peak in its cepstrum. By summing the cepstra of all the
channels the pitch periods of the individual sounds in a mixed
signal were possible to be separated. After this it is feasible to
estimate the spectrum of each speech sound in those frequency
areas where the signal is not totally masked by other sounds.
Such methods tend to be computationally so excessively heavy
that it prevents their use in any real-time applications now or in
the near future.

APPLICATIONS OF AUDITORY MODELS

There are very few if any practical applications of compu-
tational auditory models. This is quite natural because the subject
of research is complex and relatively new. Some preliminary
results of using them e.g. in speech recognition have shown
poor or at best only marginal results. This has been discouraging
but it has not stopped either basic research or application-oriented
work in the field. If the human hearing system performs as the
best as a speech recognizer, why couldn't a good model of it be
the best speech recognizer as well.

Speech recognition has been an explicit motivation in the
development of several practically oriented auditory models [33],
[36], [46], [54] and implicitly in many ¢ther cases. One of the
earliest works was documented by Zagoruiko and Lebedjev [53].
Only recently has there been signs of obtaining better results than
with traditional methodology, see e.g. Cohen [54]. It is pre-
mature to draw conclusions about the real status of auditory
models in speech recognition. It seems to be evident that no
fundamental problems can be solved without models covering
many or even all essential levels from acoustic signals to liguistic
processing. One area of preprocessing where auditory models
could help is in high background noise conditions.

Speech analysis in phonetics and basic speech research
can gain from applying computational models of hearing. For
example, auditory spectra give a picture of the important spectral
features in speech signals from the point of view of perception.
Carlson and Granstrém [35] and Klatt [38] among others have
discussed the development of an auditory spectrograph. Tradi-
nonqlly th.e articulatory and acoustic aspects have been more
dominant in speech analysis because of better instrumentation
and tools for experimental work. With modern signal pro-
cessors, personal computers and new programming techniques it
was possible to develop a speech research workstation called

ISA [56] that utilizes many of the representations described in
this paper.

Speech synthesis is a process where auditory models can
not be used directly. In the development of speech synthesis,
however, we have been succesful in applying them. The micro-
phonemic method by Lukaszewicz and Karjalainen [58] showed
how the auditory formant spectrogram exhibited just the informa-

tion needed for extracting pitch period prototypes from real
speech. The use of the Bark scale vx?as esser}:tial. P

. In speech coding the auditory models could be applied in
the analysis phase, as a design tool, and in performance analysis,

. see Schréder et al. [32]. It is shown that the compactness of

LPC-analysis could be impoved if auditory features could be

- integrated into the coding [43] - [45]. Unfortunately the auditory

analysis tends not to preserve the properti needed for
easy resynthesis of speech. properties that are

. Measurement of sound quality (especially nonlinear dis
tortion) in speech transmission%vas 3’ughe% by usy to find a bettef
correlation between subjective and objective measures, Karjalai
?}:m (581, [59] and Helle and Karjalainen [60]. We have shov™
that an auditory spectrum distance of 2 dB corresponds to the
Just noticeable level of nonlinear distortion in speech signals.
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prototype of a microprocessor-based distortion measurement
system was also developed.

Technical audiology and phoniatrics are other areas of

potential applications. In the delopment of hearing aids and
cochlear implants it is evident that some kind of auditory models
will be used in the future. In phoniatrics the’ properties of
pathological voice can be analyzed based not only on articu-
latory and acoustic measurents but also on advanced auditory
models [S6].

CONCLUSION

This paper has presented an overview of auditory

modeling from the point of view of speech processing research
and applications. Both physiological, psychoacoustical and
higher-level functional models are needed to gain a deeper under-
standing of the underlying phenomena and to be able to apply
this knowledge to speech technology. Auditory modeling is a
difficult area of research where progress is not always rapid. It
also takes time to transfer the results into practice. Within the last
ten years the interdisciplinary studies of computational auditory
modeling have shown trends to expand and grow. Without any
doubt this tendency will continue as the computational capabili-
ties of modeling rapidly develop.
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INTEGRATION AND SEGREGATION IN SPEECH PERCEPTION

BRUNO H. REPP

- .
In this paper I present, an ,o?érview _of some
recent research on speech perception.. To reduce my

task to manageable size, I have chosen to focus “on

the topics of perceptual integration and
segregation, which have guided, more or less
explicitly, a considerable amount of speech

perception research and theorizing in recent years.
This will be a selective review, therefore, but I
hope it will nevertheless convey some of the flavor
of contemporary ideas and findings, even though
that flavor will be tinged with my own favorite
spices.

CONCEPTUAL FOUNDATIONS

Integration and segregation are
perceptual functions (or processes)
physical structures in the world with mental
structures in the brain. An integrative function
maps multiple physical units (trivially, a single
physical unit) onto a single mental unit, whereas a
segregative function maps multiple physical units
(sometimes, paradoxically, a single physical unit)
onto different mental units. Though  mutually
exclusive for any particular physical structure at
any given time, these two processes nevertheless
cooperate in sorting a complex stream of sensory
inputs into an orderly sequence of perceived
objects and events.

hypothetical

These definitions seem rather straightforward,
but they rest on four important assumptions: (1)
The physical and mental worlds are not isomorphic.

(2) There are objectively definable units in the
physical world. (3) There are units in the mental
world that are different from the physical units.

(4) There are perceptual functions or processes
that accomplish the mapping between the two types
of units. I will briefly defend each of these
assumptions; at the end of this presentation, I
will consider the consequences of abandoning some
or all of them.

The first assumption, that the mental world is
not isomorphic with the physical world, reflects
the facts that physical variables are filtered and
transformed by sensory systems, that perception is
a function not only of the current sensory input
but also of the past history of the organism, and
that there is often an element of choice in
perception which permits alternative perceptual
organizations for the same sensory input. Without
this assumption, it would be difficult to say
anything meaningful about perception, except that
it happens.

that 1link

- Haskins Laboratories, 270 Crown Street, New Haven, CT 06511-6695

The second assumption, concerning th
existence of physical units, is necessary in orde

to be able to talk about perceptual integration
These units or dimensions are what 1is bein
integrated. Perceptual segregation, too

ordinarily implies that certain objective lines of
division can be found in the sensory input. It 1is
always possible to find a physical description that
is more finely grained than our description of the
perceptual end product. The fact that the machines
we use to assess physical characteristics of speecl
are mere transducers (or, at best, model only
peripheral auditory processes) generally assures ¢
mismatch between physical and perceptual
descriptions even when the grain size is comparable
(and even though our visual perception is engaged
in interpreting the machine outputs). Although
there are different ways of characterizing the
physical energy pattern, they are all equally valid
for descriptive purposes. It is an empirical
question whether or not perceivers are sensitive to
any observed physical divisions, 1i.e., whether
these divisions can serve as the basis for
perceptual segregation or whether they are bridged
by integrative processes. Research of this kind
may enable us to find a physical description with a
simpler mapping onto perceptual units.

The third assumption concerns the existence
and nature of perceptual (mental) units. There is
no theory of speech perception that does not assume
mental units, usually the ones supplied by
linguistic theory. The argument has been over the
"perceptual reality" of syllables, phonemes, and
features, and over their relative primacy in
perceptual processing (see, e.g., [69, 83, 95, 102,
146]). However, which 1level of the 1linguistic
hierarchy is perceptually and behaviorally salient
depends very much on the task and the situation a
perceiver is in. As McNeill and Lindig ([102],
p. 430) have aptly put it, "what 1is ‘'perceptually
real' is what one pays attention to." The validity
of the basic linguistic categories, questions of
detail aside, is guaranteed by the success of
linguistic analysis. Linguistic units provide wus
with a vocabulary in which to describe the time
course of accumulation and perceptual processing of
linguistic information. Even though the perceptual
processes themselves may be of an analog nature, we
need discrete concepts to theorize and communicate
about these processes. From this perspective, 1t
is  not an empirical issue but a fact that
perceivers process features, phonemes, syllables,
words, etc., since they are what speech is made of.
Their awareness of these categories 1is another
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‘one. This is true in so far

P
matter that shall not concern us here. (See [90,
99, 106).) Clearly; "sp&%ch “perception generally

proceeds ‘without awareness of all but the highest

levels of description (i.e., the meaning of the
message) . e ST S

The fourth assumption is that there are
perceptual processes in the brain that map sensory
inputs onto internal structures. While such
processes have been traditionally assumed in
psychology since the demise of radical behaviorism,
a new challenge (to the other-assumptions as well)
comes from the so-called direct realist school of
perception, which c¢laims that perceptual systems
merely "pick up" the information delivered by the
senses [54, 60]. I will return to this-issue
later. Here I merely note that the same input 1is
not always perceived in the same way. Contextual
factors, past experience, expectations, and
strategies may alter the perceptual outcome, and
this seems to require the assumption.of perceptual
processes that mediate between the input and the
perceiver's interpretation of it. Whether these
processes (and indeed, integration and segregation
as such) are thought of as neural events with
actual time and space coordinates or as abstract
functional relationships between physical and
mental descriptions 1is irrelevant to most of the
research I will discuss here. ’

Having attempted to justify the four principal
assumptions, it remains for me to mention two
issues that are important in much research on
perceptual integration and segregation. One is the
question of whether the processes inferred are
specific to the perception of speech or whether
they represent general capacities of the auditory
or cognitive system. By a speech-specific function
I mean one that operates .on properties that are
unique to speech. There 1is no question that
general capacities to integrate and segregate are
common to all perceptual and cognitive systems,
Speech perception presumably results from a
combination of general and speech-specific
perceptual functions (see, e.g., [39]). Jjust as
speech resembles other sounds in some respects and
differs in others. One frequent research strategy
therefore, is to determine whether or noé
particular instanqes of integration or segregation
can be observed in both speech and nonspeech
perception. This question can be asked only if th
physical characteristics of speech and nonspeeci
stimuli are comparable--a condition that i
notoriously difficult to satisfy (see, e °
{112]). The mental descriptions of speéeh gt;c'i
nonspeech are, - by definition, different at some
higher level; thus the empirical question i
whether that level 1is engaged in a particul :
integrative or seyegative.pr’ocess.- e

The other issue 1is whether a

integrative or segregative function is gzigisglar
or optional. This question is ‘sometimes %inzgg
w%ch that of speech-specificity in that
h1g§er—1evel, speech-specific function might .
easier to disengage than a lower-level audizzs$
as adopting the
O speech as if it

difficult to

deliberate strategy of listening t
were nonspeech (which is often

X especially when there are few

achieve) may have the effect of eliminating certain

- forms of integration or segregation. It 'seems to

be difficult -or impossible to disengage phonetic
processes through conscious strategies within the
speech mode (e.g., by linguistic parsing [135,
136]). Moreover, it has been suggested [86] that

some speech-specific  functions do not really

represent a "higher" level of perception but rather
a mqde of operation that, because of its biological
significance, takes precedence over nonspeech
perception, and if so, these functions may indeed
be difficult to manipulate. On the other hand, in
the auditory (nonspeech) mode listeners often have
a variety of perceptual strategies available,
ecological
constraints on the stimulation, even though certain
functions of peripheral auditory processing are
surely obligatory. Thus, although it is useful to
gather information about the relative flexibility
of a process, this may not bear directly on the
question of speech-specificity, as both speech and
nonspeech perception are likely to involve levels
of varying rigidity.

One final prefatory remark: Although one may
legitimately talk about the integration of
syllables into words and of words into sentences,
or about the segregation of syntactic constituents
from each other, I am not going to consider such
higher 1linguistic processes in the present review.
By ' speech perception I mean primarily the
perception of phonetic structure without regard to
lexical status or meaning, and my review is
restricted accordingly.

INTEGRATION

The function of jntegrative processes is to
Srovidg coherence among parts of the input that
belong together" according to some perceptual rule
or criterion. Auditory integration occurs within
the physical dimensions of time, (spectral)
frequency, and even space (in the case of’
artificiglly split sources); thus it creates
temporal, spectral, and spatial coherence of sound
ig:g;eii In part this is due to the limited
re utlon of the auditory system along each of
co:se dimensions, but auditory events will often
wit:;: t::en when there are discriminable changes
it notem. tThe larger these changes are, the
o us ;gr hy the integrative process will seen
1nvoIv. € perception of phonetic structure

©3, 1in addition, integration of relevant

information across all physical dimensions of the

S .
Dg:Z:ht signal--a ‘function requiring higher-level
ptual or cognitive mechanisms. )

Temporal integration

Basie processes o
auditory organization eﬁs
of any relatively homo
ineluding components
integration-is 80 obvi
comment , Thus
periods of 3 véwe
together (i.e., as
even though ‘their g
may  change ag

sensory integration and
ure the temporal coherence
geneous auditory  input,
of speech. This form of
Ous as to hardly deserve
for example, successive pitech
1 are perceived as belonging
a single vowel, not two or many)
uration and spectral composition
a  function of - intonation,
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diphthongization, and coarticulation. While there
may be a physical basis for subdividing a sound
into smaller units such as individual pitch pulses
or transition -versus steady state, therrate and
extent of change from one unit to the next are too
small to disrupt sensory integration.
Nevertheless, changes occurring within such units
(e.g., transitions 1in a vowel or fricative noise)

‘may have perceptual effects, That 1is, perception

of temporal coherence does not imply insensitivity
to changes over time, only that these changes are
not large enough to cause perceptual segregation.

© Growth of ‘loudness. Temporal integration at
this most elementary level has the consequence
that, as the duration of a relatively homogeneous
sound increases, its perceived loudness or
perceptual prominence will also increase, up to a
certain limit. In psychoacoustic research, the
lowering of the detection threshold and the growth
of 1loudness with increasing stimulus duration are
well-established phenomena (see, e.g., [26, 192]).
The time constant of the (exponential) integration
function is about 200 ms, which encompasses the
durations of virtually all relatively homogeneous
speech events. While loudness Judgments or
explicit threshold measurements are uncommon in
speech perception research, the effect of an
increase in the duration of a signal portion can be
shown to be phonetically equivalent to that of an
increase in 1its intensity, especially when the
relevant signal portion is brief.

One example is provided by studies 1in which
the duration and relative intensity of aspiration
noise were varied orthogonally as cues to the
voicing distinction in synthetic syllable-initial
English stop consonants [31, 1261]. Although the
trading function obtained was much steeper than the
typical auditory temporal integration function, it
bore some similarity to integration functions
obtained in an auditory backward masking situation
[189], which 1is not unreasonable in view of the

.following vowel. It seems likely that the observed
time-intensity reciprocity reflects basic
properties of the auditory system, rather than
speech-specific processes. Indirect support for
this hypothesis comes from a study showing that the
trading relation between aspiration duration and

intensity holds regardless of whether or not -

listeners can rely on phonemic distinctions in
discriminating speech stimuli [131]. In another
recent study, stop consonant release burst duration
and intensity were varied in separate experiments
as cues to stop consonant manner in /s/-stop
clusters [134]. Since both parameters proved to be
perceptually relevant, a trading relation between
them was implied. An analogous conclusion may be
drawn from an older informal study [88], in which
the duration and intensity of stop closure voicing
were varied as cues to the perceived voicing status
of an intervocalic stop consonant.

Auditory short-term adaptation. An effect
closely related to temporal integration is that the
auditory nerve fibers responsive to a continuous
sound become increasingly adapted. Auditory
adaptation is a topic of great interest to
psychoacousticians and auditory physiologists, who

have identified at least three different time
constants of adaptation in -animals- (see, eig.,
[45]). So-called auditory short-term adaptation,
with a time constant of about 60 ms, seems the most
relevant to phonetic perception. Although ongoing
adaptation seems to have no direct perceptual
consequences, the recovery of auditory nerve fibers
following the  offset of a relatively homogeneous
stimulus reswte fn-reduced §QQ§1§1vigy. to other,
spectrally similar inputs for % 'short- time period.’
Consequently, -the auditery representation of- a
speech component whose spectrum overlaps that of a
preceding segment will be modified. A striking
demonstration of such an interaction was provided
in recordings.from cats' auditory nerves responding
to synthetic /ba/ and /ma/ syllables {34, 35].
Even though the two syllables were identical except
for the nasal mwmur in /ma/, the auditory response
at vowel onset was very different. The murmur,
having strong spectral components in the
low-frequency range, effectively acted as a
high-pass filter, reducing the neural response in
the low-frequency region at vowel onset. Recent
experiments suggest, however, that this particular
auditory interaction has no important consequences
for perception of nasal consonants under normal
listening conditions [138]. In a more artificial
situation, Summerfield and colleagues [160, 162]
have demonstrated an auditory aftereffect
attributed to short-term adaptation: A sound with
a uniform spectrum was perceived as a vowel when
preceded by a sound whose spectrum was the
complement of the perceived vowel's spectrum.
Generalizing to natural speech, these authors
pointed out that auditory adaptation effectively
enhances spectral change and thus may aid phonetic
perception in adverse listening conditions.

One general 1lesson to be learned from
psychoacoustic research on temporal integration,
adaptation, and other auditory interactions is that
adjacent portions of the speech signal should not
be thought of as mutually independent in the
auditory system. Whenever a particular component
is singled out for attention in careful analytic
1istening (to the extent that this is possible),~
influences of surrounding context on the perceived
sound must be reckoned with. It is important to
keep in mind, however, that listeners normally do
not 1listen analytically but rather attend to the
continuous pattern of speech. All peripheral
auditory transformations are a natural part of the
pattern and, because of past learning, are also
represented in a listener's long-term memory of
phonetic norms, which provide the criteria for

phonemic classification in a language. Since
auditory input and central reference both
incorporate the distortions imposed by - the
peripheral auditory system, these distortions

cannot be said to either help or hinder speech
perception [138]. Only a change in auditory
transformations, as might be caused by simulated or
real hearing impairment, would prove disturbing to
listeners; in normal speech perceptlon, peripheral
auditory processes probably do not play a very
important role.
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Spectral integration

- -9 .

Most speech sounds have complex spectra
determined - by the resonance frequencies of the
vocal tract. Formants are wusually visible as
prominent energy bands in a spectrogram or as peaks
in a spectral cross-section. Why are these bands
perceived as a single.sound with a complex timbre
and not as separate soungs with simpler qualities?
why, indeed, are’ the® individual harmonics of
periodic “Speech sounds not heard as so many
simultaneous tones? Even though these questions
are provoked by our instrumental and visual methods
of spectral analysis, they are not unreasonable,
since the ear operates-essentially as a frequency
analyzer. One answer to these questions is that we
do proeess these spectral components, only we are
not conscious of them and find it difficult to
focus selectively on them when asked to do so.
Multidimensional statistical analyses of vowel
similarity judgments have confirmed that the lower
formants function as perceptually relevant
dimensions, even though they seem to blend into a
complex auditory quality (56, 115, 119], and
psychoacoustic pitch matching tasks have revealed
that listeners can detect a number of lower
harmonics in a complex periodic sound (e.g., [110,
114]). Some central integrative function must be
responsible for the perceptual coherence and unity
of all these spectral components.

Critical bands. Some spectral integration
does take place in the peripheral auditory system.
A ,large amount of psychoacoustic research has
established the concept of critical bands, i.e.,
frequency regions over which spectral energy is
integrated, and whose width increases with
frequency in a roughly 1logarithmic fashion [10s5,
190]. It 1s now quite common to represent speech
spectra on a critical-band frequency scale (the
Bark scale) to better take account of the resolving
power of the auditory system. However, critical
bands cannot account for the fact that formants are
integrated into a unitary percept, because the
lower formants of speech are usually several
critical bands apart, and thus potentially
Separable. Even the lower harmonics, especially of
female and child speech, are spaced more than 1
Bark apart. Critical bands may explain why higher
harmonics and higher formants are not well resolved
auditorily, but these spectral components do not
contribute much phonetic information.

It 1s difficult, therefore, to point to any
direct consequences of critical band limitations
for speech perception, except in hearing~impaired
listeners, whose critical bandwidths are abnormally
large. A recent study by Celmer and Bienvenue [21]
may serve as an example. These investigators
digitized speech materials, degraded their spectra
by simulating ecritical band integration ranging
from one-half to seven times the normal . widths,
converted the manipulated spectra back into sound,
and presented them to groups of normal listeners
and to hearing-impaired listeners believed to *have
abnormally wide critical bandwidths according to
independent psychoacoustic tests. The results
shored that the degree of critical bandwidth

v

-. filtering required to cause an 1ntelligibili£y

‘décrement “was "directly . related to the subjects
measured critical bandwidth. Thus, normal subjects
were sensitive to filtering at twice the normay
bandwidths, while hearing-impaired subjects, though
their intelligibility scores were lower to begin
with, tolerated up to five times the normal
bandwidths before any decrement in 1ntellig1bility
occurred. Many other studies, too numerous to
review here, have examined correlations between
measures of  critical UBandwidth (or frequency
resolution) and measures of speech perception in
hearing-impaired individuals, with mixed results
(see, e.g., [44, 152]). The 1looseness of the
correlation may be accounted for by the facts that

speech perception engages higher-level functions -

that help overcome peripheral limitations, often
requires only relatively coarse spectral
resolution, and relies on other physical parameters
besides spectral structure.

Integration of harmonics. Given that the
lower harmonics of a periodic speech sound are not
automatically integrated by the peripheral auditory
system, not to mention the lower formants
themselves, the question of why they are grouped
together in perception still needs to be answered.
The most general answer is that they share a
"coqpon faten: They usually start and end at the
same time; they are at integral multiples of the
fundamental frequency; they have similar amplitude
envelopes; and there is no alternative grouping
that suggests itself. Below I will have more to
say about the factors that may cause segregation of
harmonjcs. Principles of auditory organization
have received much attention in recent years (see,
e.g., {10, 28, 184]), and one interesting
conclusion from that research is that, even at such
a relatively early stage in auditory processing,
speech-specific criteria begin to play a role.
They are speech-specific in the sense that a
listener's tacit knowledge of what makes a good
speech pattern influences the perceptual grouping
of auditory components, as presumably  does
knowledge of other familiar auditory patterns. Yet
another answer to the question of why harmonics
(and formants) are grouped together is, therefore:
They make a speech sound--that is, a complex sound
that could possibly have emanated from a human
vocal tract.

If it is the case that formant frequencies are
salient  parameters of speech perception (an
assumption that is not made by some researchers who
favor a whole-spectrum approach; e.g., [T, 1541),
then it 1is of interest to ask how listeners
estimate the actual resonance frequencies of the
vocal tract from the energy distribution in the
relevant spectral region, This question i3
especially pertinent with respect to the first
formant (F1) in periodic speech sounds, for which
critical bands are narrow and frequency difference
limens are small. This means that the actual FI
frequency often falls between auditorily resolvable
harmonics.  Early work by Mushnikov and Chistovich
[107] suggested that the brain takes the frequency
of the single most intense harmonic as the estimate
of Fl. Later studies [1, 18], however, have
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indicated that the subjective F1 Trequency
corresponds to a weighted average of the two most

intense harmonics, - and one experimertt [30] Ras ™
shown that the perceptual boundary between /I/ and:
/e/ can be affected by the intensity of as many as

five harmonics between 250 and 750 Hz, spaced 125
Hz apart. This indicates that the weighting
function applied by the speech perception system in
estimating formant frequencies extends over several
critical bands (which are 100 Hz or 1less in this

'frequency region). The function is also
asymmetric, giving more weight to higher than to
lower harmonics,* which may reflect a

speech-specific constrajint related to the fact that

.. Changgs in actual F1 frequency affect primarily the
amplitudes of {the higher harmonics in the vieinity

‘of the spectral peak [1]. Listeners thus seem to
have tacit knowledge of the physical constraints on
the shape of the vocal tract transfer function
[29].

Integration of formants. This leads us to the
more general question of whether the speech
perception system integrates over adjacent formants
(or ‘any two peaks in the spectrum) when they are
close in frequency but not within a critical band.
It has been known for a long time that reasonable
approximations to virtually all vowels can be
achieved in synthesis with just two formants, and
even with a single formant in the case of back
vowels [33]. Delattre et al. [33] noted that the
approximations were best when the two formants
replaced by a single formant were close in
frequency (F1 and F2 in high back vowels; F2 and F3
in high front vowels), and that the best
single-formant substitute tended to be intermediate
in frequency, suggesting that closely adjacent
vowel formants form a perceptual composite or
average. This idea was 1later elaborated by the
Stockholm research group [18, 19] into the concept
of Fe', a hypothetical effective formant
intermediate in frequency between F2 and F3 (except
for /i/, where it falls between F3 and Fl). These
authors developed a formula for calculating F2¢
from F1, F2, F3, and F4, which gave good
approximatiions to the results of perceptual
matching experiments.

More recently, Chistovich and her
collaborators have conducted a number of
experiments on the "center of gravity" effect--the
demonstrable phonetic equivalence of a single
formant to two adjacent formants of varying
frequency and/or intensity (see [22] for a review).
One important question concerned the critical
frequency separation of the two formants beyond
which no satisfactory single-formant match could be
achieved; it turned out to be about 3.5 Bark, i.e.,
3.5 critical bands [23]. This finding has received
considerable attention. For example, the 3.5 Bark
limit has been related to the separation and
boundaries between English vowel categories in
acoustic space [166], and it has been used,
together with the center of gravity concept, to
explain perceived shifts in the height of nasalized
vowels, which often have two spectral prominences
in the F1 region [4].

It is noteworthy, however, that already
Delattre et al. [33] were unable _to achieve
satisfactory single-formant matches to arbitrary
two-formant patterns that did not correspond to
familiar vowel categories., This finding, which was
replicated by Traunmiller [172, 17U4] suggests that
spectral integration over 3.5 Bark is tied to the
perception of phonetic (or phonemic) categories.
Specifically, it may reflect the resolution of the
auditory long-term memory in which phonetic

‘reference patterns are stored [174]. Indeed, it is

an opefnn question’ whether the 3.5 Bark 1limit.
explains the acoustic spacing of vowel categories
[166], or whether it is the other way around. A
recent study by Schwartz and Escudier [151],
however, provides evidence that the 3.5 Bark limit
is not the consequence of phonemic categorization.
Their data suggest that there is indeed a higher
level of auditory representation that serves
phonetic classification and includes wide-band
spectral integration. The cause of this
integration is unknown at present.

Redintegration of artificially separated
spectral components. Ultimately, it must be a
higher-level process that deciles whether a
spectral array constitutes a single event or
several. Integration over the 'whole spectrum is
the natural state of affairs, since most natural
sounds have complex spectra and could not easily be
recognized if integration were not the default
operation. Even an unrelated set of pure tones is
perceived as a single complex structure when
sounded simultaneously, as long as no alternative
organizations suggest themselves [63, 77]. Such
integration is disrupted by temporal or spatial
separation of signal components, however; for
example, the "auditory profiles" studied by Green
and his coworkers are not well perceived when the
sinusoidal components are divided between the two
earphone channels [64]. With familiar natural
events such as speech, perceptual coherence of
spectral components may be centrally guided and
hence greater and more resistant to disruption.
One possible example of this is the phenomenon
called spectral-temporal fusion [27] or duplex
perception [84], which has been studied extensively
in recent years.

Precursors of this research are found in
experiments where the formants of synthetic
syllables were separated and presented to opposite
ears (e.g., F1 to one ear and F2 and F3 to the
other). It was found early on that this
presentation gave rise to an intact speech percept,
with little or no awareness of separate stimuli in
the two ears [14]. Similar fusion of dichotic
stimuli into a single perceived sound is . Observed
with complete synthetic syllables in the two ears
[122] and even with harmonically related tones
[37]. More surprising is the finding that
perceptual integration continues to occur even when
listeners are aware of separate stimuli in the two
ears., Thus, Cutting [27] presented the
dichotically separated formants at different
fusdamental frequencies and observed that subjects
still reported thé percept corresponding to the
combination of the formants. (For similar effects
with diotic presentation, see [28]). In what is
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now called the duplex perception paradigm, Rand
[120] - - presented  .the formant transitions
distinguishing twg: synthetic consonant-vowel
syllables (such -.as "/da/ and /ga/) to one ear and
the remainder _common’ to the two syllables (the
"base"5 to “the opposite ear. In this situation,
listeners continue to report one or the other
syllable depending on which formant transition 1s
presented, even though that etransition .s. also
heard simultaneously as a %ateralized nonspeech
"chirp." The intact syllablé€ “(rot ~the Dbase) is
heard in the ear recelwing the base. Thus,
subjectively at least, auditory fusion takes place
despite the auditory s®gregation of the chirp--a
paradoxical. situation. This —fusien continues to
operate When the two signal components are
presented at different fundamental frequencies [27]
or with slight temporal offsets [139]. A very
similar phenomenon can be produced diotically by
making the critical formant transition audible
through temporal offset [139], amplification [1871],
or different fundamental frequencies (informal
observations). None of these manipulations, within
certain limits, destroys the fused speech percept.

One interpretation of these findings [86] is
that a specialized speech "module" is responsible
for the perceptual integration and apparent fusion,
whereas the general auditory system is responsible
for the separate chirp percept. Bregman [11], on
the other hand, has proposed that the paradoxical
co-occurrence of fusion and nonfusion arises from
conflicting cues for integration and segregation in
the general process of "auditory scene analysis."
He and other students of auditory organization have
stressed the relative independence of What and
Where decisions in auditory perception (13, 28, 38,
784J. It seems that auditory components that have
been segregated can nevertheless be recombined in
the perception and classification of familiar sound
structures. That this recombination in the duplex
perception paradigm is genuinely perceptual and not
cognitive is indicated not only by the subjective
impression of an intact syllable but by the fact
that the components (chirp and base) presented by
themselves generally do not suggest the "correct"
phonetic percept [142].

Integration of phonetic information

Speech consists of a sequence of diverse sound
segments which, as everyone knows, do not
correspond directly to linguistic wunits. Lhanges
in spectral structure are often very rapid and lead
to great spectral heterogeneity over time. Equally
striking is the alternation of qualitatively
different sound types (periodic vs. aperiodic, as
well as silence). Nevertheless, listeners perceive
a coherent event, and thus believe speech to be a
coherent stream of sounds. Since there 1is
absolutely no reason to assume that very disparate
sound structures are automatically integrated by
the auditory system, the subjective impression of
auditory continuity must be due to higher-level
articulatory and linguistic properties of
cohesiveness that capture the listener's
attention--a kind of categorical perception (see
[132]).

How can our brain perform integrative feats in _

speech perception that exceed the capabilities of
the auditory system? One possibility is that there

exists a biological speclalization "in humans, a .

vspeech module,™ which performs this task [49, 85]

Alternatively, the answer may be ° mental’

precompilation as a consequence of perceptual
learning [75])--an assembled module, as it were,

What distinguishes speech. Berception from the-

auditory perception of arbitrary tones and noises
(but not necessarily from the perception of ‘other

ecologically significant udditory events) is that

the input can be mapped onto meaningful -units of
various sizes, The 1integration of the auditory
components relating to each unit represented in the
perceiver's long-term memory has taken place long
ago during the process of speech and language
acquisition; it may be instantiated neurally as a
flexible (context-sensitive) system of
interconnections [46, 75]. These precompiled units
then enable a perceiver to immediately relate a
number of functionally independent auditory
features to a common phonetic percept. Some
interesting (and arduous) attempts to simulate this
process of perceptual learning and wunit formation
in nonspeech auditory perception have been reviewed
by Watson and Foyle [183], who  stress the
importance of central processes in the
identification and discrimination of complex
stimull. Experienced Morse code operators exhibit
similar skills of "integrating" the acoustic dots
and dashes into larger wunits [17], and so do
probably perceivers of other meaningful acoustic
events in our environment [70, 180], although in
none of these instances does the auditory stimulus
structure recede as much from awareness as it does
in speech perception. From this perspective,

speech is unique not so much because it requires

specialized perceptual and cognitive functions but
because it is structurally different, having
originated in the articulatory motor system. Ow

biological specialization may simply 1lie in the

fact that we can mentally represent a system that
complex.

"Integrated" auditory properties. The ability
to integrate over dynamically changing sound
patterns has occasionally been attributed to the
auditory system. Thus, Stevens and Blumstein [8,
153, 154] nypothesized that the onset spectrus
following the release of stop consonants provides
invariant acoustic correlates of place of
articulation. Since there are often rapid spectral
changes immediately following the release, and
since a  spectrum cannot be computed
instantaneously, the hypothetical auditory onset
spectrum must derive from an integrative process.
Stevens and Blumstein hypothesized that the hunal
auditory system integrates over about 25 ms and
thus extracts the acoustic property relevant to
place of articulation.

The work of Stevens and Blumstein has coB¢
under criticism in recent years. Kewley-Port {73l
has argued that, for all we know, the auditory
system tracks spectral changes over time interval
shorter than 25 ms and presumably delivers
information about these changes to phoneuc
decision mechanisms. Perceptual studies [8. T
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. have. suggested that listeners are indeed sensitive

s0-° spectral changes”Immediatelyv,following .the
release of stop consonants.
themselves do not appear to be as invaripnt as was
originally claimed [81, 164]. Blumstein an& her
students meanwhile have abandoned the search for
invariant properties in onset spectra and have
instead gone on to define integrated properties
based on the relationship between spectra. or
intensity measures obtained some interval apart
{71, 79, 81]1. Even though some of these properties
are quite complex, their derivation 1is still
attributed to the auditory system by these
researchers., However, since it seems highly
implausible that .there are general auditory
functions which yield so specialized a result, the
epithet "auditory"™ should perhaps be understood as
referring merely to the input modality.
out of the infinity of possibilities, particular
relational properties are selected on the basis of
phonetic relevance. The integrative computational
process thus is specific to speech perception.

Integration of silence and other signal
components. Even though it seems unlikely that the
auditory system integrates over spectral variation
in the speech signal lasting tens of milliseconds,
this hypothesis has some measure of plausibility,
given the basic continuity of the signal changes.
There are many more abrupt changes in the speech
signal, however, such as changes in source (from
voiced to voiceless, or vice versa), in spectrum
(such as /z/ followed by /u/), and in intensity
(into and out of closures filled with nasal murmur,
voicing, or silence), usually in several of these
dimensions simultaneously. It would seem absurd to
attribute to the auditory system the capability to
integrate across such dramatic signal changes,
since the task of auditory perception is to detect
changes, not to conceal them. Nevertheless, there
is ample evidence from perceptual experiments that
listeners can integrate phonetic information across
such acoustic discontinuities in the signal.
Clearly, this integration must be a higher-level
function in the service of speech perception.

Perhaps the most striking instance is the
perception of silence in speech. (I have in mind
brief silent intervals of up to 200 ms duration,
not longer pauses.) From an auditory perspective,
silence 1is the absence of energy, a gap, an
interruption that separates the signal portions to
be perceived. In speech perception, however,
silence is bridged by, and participates in,
integrative processes. Rather than being the
neutral backdrop for the theater of auditory
events, silence i3 informationally equivalent to
energy-carrying signal portions. Relative duration
of silence has been shown to be a cue for the
perception of stop consonant voicing [76, 87, 1161,
manner [3, 134, 141], and place of articulation [3,
116, 133]. Why does silence function in this way
in speech? The answer must be that it is an
integral part of the acoustic patterns that a human
listener has learned to recognize. Being an
acoustic consequence of the oral closure connected
with (voiceless) stop consonants, it has become a
defining characteristic of that manner <class.
Lawful variations in its duration as a function of

Clearly,

voicing status or place of articulation also have
agsumed the function of perceptual "cues." A

The " onset-sp®cira *~ ‘listener' ’longktermm}epresentation of "the acoustic .

pattern corresponding to wa':; step - consonanc thus
- includes the spectro-temporal‘ properties-~6f~ Che™
signals preceding and following the closure as well
as the closure itself. (The precise nature of that
mental representation, or rather of our description

" of 1it, need not concern us here; it suffices to

note that listeners behave as if they knew what
acoustic pattern to expect.) The silence thus is
not really "actively”
surrounding signal portions; rather, the
integration has already taken place during past
perceptual learning and is embodied in. the
percelver's long-term knowledge of speech patterns
to which the input is referred during perception.

Not only is silence integrated (in the sense
Just discussed) with surrounding signal portions in
phonetic perception, but acoustically rather
different components of the signal are integrated
with each other. Thus, for example, the 'spectrum
of a fricative noise and the adjacent vocalic
formant transitions both contribute to perception
of a prevocalic fricative consonant [91, 185], the
formant transitions in and out of a closure
contribute to stop consonant perception [168], etc.
Just as articulation distributes acoustic
information about individual phonemes over time,
perceptual integrative functions collect that
information and relate it to internal criteria for
linguistic category membership. An especially
interesting demonstration of +this was provided
quite recently by Tomiak et al. [1711. Using a
well-known technique [59] 'for testing listeners!'
ability to selectively attend to stimulus
dimensions, they showed that the "fricative noise"
and "vowel" portions of noise-tone analogs to
fricative-vowel syllables were processed separately
by subjects who perceived the stimuli as nonspeech
sounds, but were processed integrally by subjects
who had been told that the stimuli represented
syllables. These latter subjects were unable to
selectively attend to either of the two stimulus
portions, even though coarticulatory interactions
were not present in the nolse-tone stimulil.
Listeners in the "speech mode" thus seem to process
auditory components of speech in an integrative
manner even some of the information to be
integrated is not actually there; they are scanning
for it, as it were.

Independent aspects of the speech signal that
contribute to the same phonemic decision combine
according to a simple decision rule, as
demonstrated in many experiments by Massaro (e.g.,
[36, 98]). It is possible to trade various of
these cues, changing the physical parameters of one
while changing those of another in the opposite
direction, without altering the phonemic percept.
This phenomenon, often referred to as "phonetic
trading relations,"” has been demonstrated in a
large number of studies (reviewed in [129]). Fitch
et al. [47] showed that listeners have great
difficulty discriminating two phonemically
equivalent stimull created by playing off two cues
against each other, and they argued that this
reflects the operation of a special phonetic
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process that makes auditomy- gli-fjerences.unavailable.
to perception. Whether - the process of pponetic
information integration 'is  speechispRcifica, .18

debatable [138], even though it is agreed that uui’

information being integrated is_'%pegch-specific,
Listeners’ difficulty in discriminating
phonemically equivalent stimuli is familiar from
classical categorical. perception research (reviewed

in [132]). Experiments on phonetic trading
relatiaons that include identification and
discrimination tests [6, U47] are generalized

categorical perception tasks, in which several
physical parameters are varied simultaneously. ‘If
each parameter variation by itself is difficult to
discriminate except when it cues a category
distinction, - then joint variations- in these
parameters will be almost as difficult to
discriminate unless a phonemic contrast 1is
perceived. This does not mean, however, that
auditory discrimination of such variations 1is
impossible. Appropriate training and use of
low-uncertainty discrimination paradigms has been
shown to reduce or eliminate categorical perception
of single dimensions [20, 128], and it is likely
that similar training would enable subjects to
discriminate simultaneous variations in several
cues, thus demonstrating that their integration
does not take place in the auditory system (see
also [6]). There is also evidence that certain
phonetic trading relations ‘occur only when
listeners can make phonemic distinctions, but not
within phonemic categories [131].

In summary, the various forms of phonetic cue
integration seem to represent, for the most part,
speech~specific functions in so far as the
articulatory processes and the corresponding
linguistic categories that cause the integration
are specific to speech. This idea is embodied in
Massaro's "fuzzy logical model" of phonetic
decision making [98], which assumes that, for each
phonemic category, listeners have internal criteria
for the degree of presence of various acoustic
features in the speech signal. Diehl and his
colleagues have recently argued that many trading
relations may have a general auditory basis [39,
109]. While their research may show that some
trading relations (especially those within a
physical dimension) indeed rest on auditory
interactions, this is unlikely to be true for the
many trading relations that cut across physical
dimensions. Although phonetic perception is
certainly not immune to auditory interactiens, cue
integration appears to be mainly a function of
speech-specific classification criteria.

Phonetic context effects. Perceivers not only
integrate cues directly pertaining to a particular
phoneme or complex of articulatory gestures, but
they adapt their perceptual criteria to the
surrounding phonetic context. Examples of such
phonetic context effects are the shift in the
/8/-/]/ category “boundary depending on the
following vowel [78, 91] and the shift in the
/b/~/p/ voice-onset-time category boundary
depending on the speaking rate or duration of the
surrounding segments [65, 103, 157]. For reviews,
see [103, 129, 140]. As in the case of phonetic
trading relations, some of these effects may have

general .auditory processing explanations; thus, for
example, the effect of vowel duration on perceptior
of the /ba/-/wa/ distinction :[104] probably is not
speech-specific, as a comparable effect has -also
been obtained with nonspeech stimuli [113]. Many
oéher;effects, however, seem to reflect 1listeners'

tacit knowledge of coarticuldtory dependencies in

speech production, For example, the differgnt

"/s/-/[/ . boundaries in the context of:roundeg and

unrounded vowels may be related to the occurrence
of anticipatory liprourdding during the constriction
phase in utterances such as- "soup" but not ‘in
"sap." In a series of experiments using
cross-spliced fricative noises and vowels, Whalen
[186, 188] has shown that even when the fricative
noise itself “is quite unambiguous, subjects!
reaction time in a fricative identification task is
influenced by the following vocalic context, being
slower when the fricative noise spectrum is not
exactly what would be expected in that context (cf.
the study by Tomiak et al. [171] reviewed above).
In an unpublished series of experiments, Repp [123]
demonstrated an effect he dubbed "coperception,"
which consisted of slower reaction times to decide
that the two consonants are the same in the
stimulus pair /aba/-/aba/ than in the pair
/aba/-/abi/, even though the pre-closure (VC)
portions of these synthetiec VCV stimuli were
identical in both cases. That 1is, even though
subjects could have made their decisions after
hearing /ab/ in the second member of a stimulus
palr, they somehow had to take the CV portions of
the stimull into account and then were slowed down
by the inequality of the vowels. All these studies
show that perceivers integrate all information that
possibly could bear on phonetic decisions, and this
integration often seems obligatory in nature. It
requires special instructions, special
(nonphonetic) tasks, and usually some amount of
training to disengage phonetic integration
mechanisms in the laboratory [6, 127, 128, 136].

Cross-modal integration. In natural speech
communication, humans make use not only of auditory
but also of visual information, if available.
Audiovisual integration at the level of phoneme
perception has been a research topic of
considerable interest since the discovery by McGurk
and MacDonald [101] that subjects presented with
certain conflieting auditory and visual speech
stimuli report that they '"hear" what they see.
Their findings have been replicated and extended in
a number of studies [89, 97, 157] and others).
Massaro [96, 97] has shown that a general rule of
information integration based on the degree to
which signal features match expected feature values
can explain audiovisual integration, auditory cue
integration, as well as many other forms of
perceptual integration outside the domain of
Speech.  This suggests that we may be dealing with
@ general function following basic laws of decision
theory.,  Liberman and his collaborators (85, 1411,
on the other hand, have argued that integration of
Speech cues, within or across modalities, occurs
because they represent the multiple, distributed
consequences of articulatory acts or gestures.
Some internal reference to processes of speech
production’ is thus implied, as in the "motor
theory" of speech perception [86]. However, this
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account 1s complementary rather than antithetiec to
Massaro's model: It is a theory of why integration
occurs, whereas Massaro is concerned with how
integration works. The phonemes of a language are

articulatory events which have characteristic
acoustic and optiec consequences, and perceivers
presumably have tacit knowledge incorporating both
of" these aspects. If a portion of the -speech input
satisfies certain auditory and visual criteria for
phonemic category membership (as- in Massaro's
model) this also implies that the gestures
characterizing a particular phoneme have been
recovered (as in the motor theory). Whether the
sensory or the articulatory aspect is stressed in a
particular theory is largely a matter of philosophy
and perhaps of economy. A complete theory must
include both.

Audiovisual integration at the more global
level of word, sentence, and discourse
comprehension has, of course, been of interest for
a long time in connection with hearing impairment
and communication in noisy environments. Research
on this topic has received a boost in recent years
with the advent of modern signal processing
technology and of cochlear implants. (See [158]
for a review.) The information provided by residual
hearing or by electrical stimulation of the
auditory nerve supplements that obtained from
lipreading to yield enhanced comprehension. 1In
many respects, these two sources of information are
‘complementary, with the auditory channel providing
information that is difficult to see, and vice
versa. What is of special interest in the present
context is that audiovisual comprehension
performance often seems to exceed what might be
expected from a mere ~ombination of independent
sources of information. Thus, Rosen &t al. [143]
demonstrated . that speech  intelligibility is
‘mproved substantially when lipreading in hearing
subjects is supplemented with the audible
fundamental frequency ‘contour, or even Just with a
constant buzz representing the occurrence of
voieing. (See also [9, 62].) Since this auditory
component by itself provides virtually no
information about phonetic strueture, it must be
the temporal relationships between the auditory and
visual channels that contribute to intelligibility
[100]. Thus audiovisual speech perception is often
more than the sum of its parts; in terms of
Massaro's [96] model, the separate sources are
integrated before central evaluation. The close
integration .of inputs from the two modalities is
witnessed by anecdotal reports that
voicing-triggered buzz accompanying lipreading may
assume phonetic qualities [159].

The theoretical issues raised by audiovisual
integration have been discussed thoroughly by
Summerfield [159]. He, too, concludes  that
auditory and visual cues to linguistic structure
are integrated before any categorical decisions are
made., There are four ways of conceptualizing how
this integration occurs: (1) The two channels make
independent contributions to linguistic decisions,
but temporal relationships provide a third source
of information. (2) The wvisual information is
translated into an auditory metric of voecal tract
area functions. (3) The auditory information is

" vocabulary * in ' which fo

‘information

translated into a visual metric of articulatory
kinematics, (4) Both are translated into an
abstract representation of dynamic control
parameters of articulation. This last-mentioned
approach [15, 72] may ultimatelv provide the most
economic description of speech information in both
modalities, and thus may yleld the most appropriate
describe ~ intermodal
integration.

Higher-level integration. Human listeners not
only integrate auditory and visual information
about a speaker's articulations, but they also
bring phonotactic, lexical, syntactie, semantic,
and pragmatic expectations to bear on their
linguistic decisions, provided the auditory and/or
visual input is sufficiently ambiguous to give room
to effects of such expectations. Some well-known
demonstrations of effects in this category are the
"phoneme restoration® phenomenon discovered by
Warren [181] and studied more recently by Samuel :
[145], in which 1lexical expectations fill in
missing acoustie information, - as it were; the
lexical bias effect reported by Ganong [58] and
replicated by Fox [57], which causes a relative
shift in the category boundaries on acoustic
word-nonword (e.g., DASH~TASH versus DASK~TASK)
continua in faver of word percepts; and the "fluent
restorations" in rapid shadowing of semantically
anomalous passages [94]. These phenomena, and a
host of related ones oftten referred to as
"top-down" effects, may be considered general forms
of cognitive information integration in speech
perception. Indeed, Massaro [96] has argued that
the rules by which such higher-level information is
integrated with the "bot t om-up" information
delivered by the senses are the same by which
acoustic (and optic) speech cues are integrated.
Others argue that top-down influences should be
strictly separated from bottom-up processes--that
they represent general cognitive functions that
operate outside the autonomous speech module [49,
86]. According to this second view, integration of
bottom-up cues to phoneme identity is a
fundamentally different process from the
integration of bottom-up and top-down information.
My own view in this matter is  that speech
perception at every level requires domain-specific
knowledge stored in a perceiver's long-term memory.
The processes by which this knowledge is brought to
bear upon the sensory input are part of our
metaphoric representation of brain function and
thus are bound to be general [138]. 1In the absence
of a radically different vocabulary in which to
characterize the processes within a module (though
such a vocabulary will perhaps emerge from the
study of articulatory dynamics and coordination),
the postulate of a speech module harks back to the
"black box" of behaviorism. It is quite likely, of
course, that phonetic perc¢eption is modular in the
sense that integration of phonetic cues precedes,
and is not directly influenced by, higher-level
factors. This issue can be addressed empirically
(49, 58, 145, 165]. My point here is that
integration, whether it occurs inside a module or
outside it, is conceptually the same thing: a
many-to-one mapping. Indeed, Massaro's (e.g.,
(96]) extensive research suggests that the rules of
integration are independent of
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modularity.

SEGREGATION

The preceding section has illustrated the
pervasiveness of integrative processes in speech
perception. Much of perceptual and cognitive
processing is convergent, with multiple sources of
information contributing to single decisions, be
they explicit or implicit. Nevertheless, we also
need hypothetical mechanisms to prevent all
information from converging onto every decision
n"node." Even though a perceiver's internal criteria
for linguistic category membership will
automatically reject irrelevant information,
information that does not belong is nevertheless
often potentially relevant . Thus, in the
often-cited cocktail party situation, the voices of
several - speakers must be kept apart to avolid
semantie and phonetic  confusions. Various
environmental sounds could simulate phonetic events
and need to be segregated from the true speech
stream. In the speech signal itself, information
pertaining to speaker identity, emotion, room
acoustics, etc., needs to be distinguished from the
phonetic structure, and the overlapping
consequences of segmental articulation need to be
sorted out. These segregative processes have an
important complementary role to play in speech
perception: They ensure that integration |is
restricted to those pieces of information that
belong together. Logically, segregation precedes
integration, even though functionally they may be
Just the two sides of one coin. The more
physically similar and intertwined the aspects to
be segregated are, the more remarkable the
segregative process will seem to us.

Temporal and spatial segregation

Without any doubt, .there are several factors
that enable perceivers to distinguish different
sound sources or events, regardless of whether they
.are speech or not. One of these 1is temporal
separation. Sounds occurring a long time. apart
will usually not be considered as belongitig to the
same event, although they may come from. the Same
.source, In speech, a few seconds are usually
enough to segregate phrases or utterances, and a
few hundreds of milliseconds of separation usually
prevent integration of acoustic cues into a single
phonemic decision. One demonstration of this fact
may be found in studies of the distinction between
single and geminate stop consonants. In a classic
experiment, Pilckett and Decker [111] asked
English-speaking subjects to distinguish between
utterances such as "topie" and "top pick", varying
only the duration of the silent /p/ closure.
Between 150. and 300 msec¢c were needed to obtain
Judgments of two /p/s (and two words) rather than
Jjust one; the precise duration depended on the
overall speaking rate. (See also [108, 124, 125].)
If two different stop consonants follow each other,
as 1in the ,nonsense word /abda/, about 100 ms of
silent closure are needed to prevent integration of
the two sets of formant transitions into a single
stop consonant percept [43, 124]). Dorman et al.

[43] cued the perception of /p/ in "split" solely
by inserting a silent interval between an /s/ noise
and the syllable "1it" (a percept that may be said
to be a pure temporal integration illusion), and
subsequently investigated how much silence was
needed before subjects reported hearing gt
followed by "lit." This duration turned out to be
as long as 600 msec. A’ subsequent replication
[136] obtained a shorter but still surprisingly
long interval of 300-400 msec. To cite a final
example, Tillmann et al. [170] investigated how
much temporal offset of optically and acoustically

presented syllables was needed to destroy the

audiovisual integration effect discovered by MeGurk
and MacDonald [101]. It turned out to be 250-300
msec. These various situations have 1little in
common, which explains the different results. The
precise duration of the critical interval for
segregation surely depends on many factors and does
not reflect any general limits of temporal
integration. Rather, within the auditory modality
it may be related to the closure durations normally
encountered in natural speech [111, 130].

Temporal asynchrony is a helpful cue in
distinguishing speech from other environmental
sounds. This was elegantly demonstrated in a
series of studies by Darwin [29, 32], who
investigated under what conditions a pure t{one
added to one of the (pure-tone) harmonics of a
synthetic vowel was treated by listeners as part of
the vowel spectrum or as a separate nonspeech
event. Darwin showed that, when the tone coincided
with the vowel, 1t affected the perceived vowel
quality. However, when the onset of the tone
preceded that of the vowel or, to a lesser extent,
when its offset lagged behind that of the vowel,
listeners excluded it from the phonetic
information. Similar principles of segregation or
"auditory stream formation" have been demonstrated
in the perception of nonspeech sounds [12].

Another factor that may cause segregation is
spatial separationn In real life, the separation

of sevural simultaneous voices or of speech from’

background noises 1is often possible because they
are perceived as coming from different locations.
In the laboratory, presentation over the two
chainnels of earphones has been used to 1induce
segregation. - QOne interesting case in which this
form of spatial separation does not seem to prevent
integration 1s split-formant or duplex perception,
discussed above. Note, however, that In duplex
perception one component of the speech signal (the
"chirp") is segregated and heard as a separate
auditory event; the paradox is that this event is
still, at the same time, integrated with the speech
in the other ear. (See [11].) There are many other
instances, however, particularly those in which
there is no temporal overlap between the two
signals, where spdtial separation is sufficient to
disrupt  perceptual integration. For example,
informal observations suggest that, if the
artificial "split" created by concatenating "s" and
"1it" with some intervening silence is divided
between the two ears, so that "s" occurs in one ear
and "lit" in the other, this is exactly what
listeners report hearing; that is, there is no /p/
percept any more. Similarly, when
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nasal-consonant-vowel syllables such as /mi/ or
/ni/ are divided between the two ears, so that the
nasal murmur occurs in one and the vocalic portion
containing the formant transitions in the other,
listeners have great difficulty identifying the
consonant, or in any case do not perform better
than 1f the two components were presented by

themselves T137]. Of course, it is always possible

to integrate independent sowces of information at
a cognitive level. These two examples 1lluStrate
the role of spatial separation as a segregating
factor. Unfortunately, in real life both temporal
and spatial separation are often unavailable as
segregating agents, .and listeners need additional
means of sorting out the incoming stream of
auditory information.

Spectral segregation

When irrelevant (speech or nonspeech) sounds
are superimposed on speech, listeners have
basically two means of segregation at their
disposal:¢ Segregation according to local spectral
disparity, and according to spectro-temporal (and,
in part, speech-specific) criteria of pattern
coherence., There are, of course, many sounds in
the environment, including those produced by most
musical instruments, that are sufficiently
different from speech to be perceived immediately
as different sources. Local spectral segregation
is not always effective, however, and for good
reason: First, some nonspeech events (e.g., the
pops of bottles or the hisses of steam valves) are
gpectrally similar to speech sounds and thus are
difficult to-‘ separate from them locally. Second,
and more importantly, speech itself is composed of
acoustic segments of diverse spectral composition,
and 1t would be counterproductive if listeners were
prone to segregate them, because these segments
more often than not map onto the same 1linguistic
unit. Indeed, perceptual segregation of spectrally
dissimilar natural spéech components can usually be
demonstrated only under special conditions, which
rarely occur outside the laboratory. Thus, Cole
and Scott [24] rapidly iterated fricative-vowel
syllables and found that listeners sometimes
reported two streams of events: a train of
fricative noises, and a’"train of vowels, especiélly
when the vocalic formant transitions were removed.
A similar phenomenon was obtained with the repeated
syllable /ska/ by Diehl et al. [40] who then used
their findings to explain the different effects of
/spa/ or./skd/ stimull as adaptors (or precursors)
in selective adaptation and pairwise contrast
paradigms [147, 148]. The selective adaptation
task requires cyclic repetition of a single
stimulus, the adaptor, and thus may produce
"streaming" of signal components, so that /spa/ 1is
heard as /s/ and /ba/, with the phonological status
of the stop consonant altered. Repp [128] was able
to induce 1listeners through some training to
segregate a fricative noise from a following vowel
and "hear out" the spectral quality of the noise.
Even the 1individual formants of vowels may
segregate under certaln conditions. Following
earlier studies showing that it was difficult to
perceive the correct temporal order of four rapidly
cycling steady-state vowels [169, 182], Dorman et
al. [42) found that this was because in such

artificial sequences individual formants tend to
group together and form separate auditory streams.
There are anecdotal reports of phoneticians being
able to "hear out" individual formants of vowels
(e.g., [66, 150), but this ability has remained
rare. Still, these various findings underline the
fact that spectrally diverse components of the
speech  signal are potentially segregablé;
fortunately, however, they are perceptually
integrated under normal circumstances.

When two different speech streams co-occur,
differences in fundamental frequency, intonation

- pattern, or voice quality may provide cues for

separation, in addition to higher-level factors
such as syntactic and semantic continuity. Effects
of this kind have been found in classical work on
selective attention (reviewed in [176]). More
recently, Brokx and Nooteboom [16] obtained a
beneficial effect of differences in fundamental
frequency and intonation on the identification of

meaningless sentences presented against a
background of a read story. In the much more
artificial situation of two simultaneous

steady-state vowels, Scheffers [149] and Zwicker
[191] found an  improvement in recognition
performance when a fundamental frequency difference
was introduced. Since the magnitude of the
difference beyond one semitone did not seem to play
a role, the function of FO differences in this case
seems to be to prevent fusion of the two sounds.
Similar, though small, effects of FO on
identification scores have also been obtained in
dichotic . 1listening studies using synthetic
syllables [67, 121, 167] or vowels [191].

The potential of fundamental frequency (FO)
and voice quality cues to segregate successive
portions of speech has also been demonstrated in
the laboratory. The mechanisms studied here must
be involved in separating different speakers from
each other. Several relevant studies have used
stimuli in which perception of a stop consonant
rested on the duration of a silent. closure
interval. Dorman et al., [43] found that when the
speech on each side of the silence was produced by
different voices, the silence lost- its perceptual
effectiveness; that is, listeners did not integrate
across it. On the other hand, it has’  been shown
[118, 177] that silence retains its effectiveness
between syllables produced by male and female
voices if the general articulatory and intonational
pattern 1is continuous across the two speakers
(achieved by cross-splicing two intact utterances).
When the second syllable was spliced onto a first
syllable originally produced in utterance-final
position, however, the phonetic effect of the
silence was disrupted. Thus it seems that dynamic
spectro-temporal information about articulatory
continuity can override differences in FO or voice
quality. A disruptive effect of discontinuities in
intonation on stop consonant perception has also
been reported [117], but such an effect was absent
in a recent study [135)] in which a constant
fricative noise preceded the critical silence,
suggesting that the breaks in the FO contour are
effective only when voiced signal portions
immediately abut the silent closure interval.

»
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Segregation of linguistic and paralinguistic
information

So far I have discussed segregation of two
kinds: One separates speech from other, irrelevant
sounds (including competing speech streams), and

the other dissociates consecutive parts of the same

speech stream--a laboratory-induced phenomenon to
be avoided in natural speech communication. These
segregative processes are "literal"™ in that they
result in the perception of separate sound sources.
Segregative processes are also essential, however,
when 1listening to a single speech source, and for
two reasons. °First, the speech signal’ convéys in
parallel, and largely over the same time-frequency
channels, information about phonetic composition,
speaker characteristics (vocal tract size, sex,
age, identity, emotion), and room or transmission
characteristics (reverperation, distortion,
filtering). A listener needs to separate these
three kinds of information, which Chistovich [22]
has termed "phonetic quality,"™ "personal quality,"
and "transmission quality," respectively. (See
also [175].) Second, the acoustic information for
adjacent phonemes is overlapped and merged, a
phenomenon commonly referred to as coarticulation
or "encoding."™ If phonemic wunits are to be
recovered, the information pertaining to one

_ phoneme needs to be separated from that for

another--or so it * seems. Both these kinds of
segregation are not literal in the sense that they
make a speech stream disintegrate perceptually;
rather, they separate different aspects of a
coherent perceptual event by relating these aspects
to different conceptual categories or dimensions
represented in long-term memory. They operate on
the ' information in ‘the signal, not on the signal
itself.

or the various types of information
segregation of the first kind, that-of separating
vocal tract size information from phonetic
information has received the most attention under
the heading of speaker normalization. An explicit
solution to this problen i%”of vital importance to
automatic speech recognition as well  as-. to any
theory of speech pérception. In fact, the focus
has been so exclusively on the speaker-independent
recovery of phonetic information that it is
sometimes forgotten that listeners extract several
kinds of information _in parallel. Rather than
"normalizing" their internal representation of the
speech wave and discarding information in the
process, they presumably use all available kinds of
information to mutual advantage.

Studies of speaker normalization have, for the
most part, been concerned with vowels rather than
consonants, and with acoustic analysis and
automatic recognition rather than with human
perception. Older normalization algorithms often
required knowledge of a speaker's whole vowel space
or average formant frequencies (see [41]), whereas
more recent work has focused on perceptually more
relevant transformations based on parameters that
are immediately available in the incoming speech
signal (e.g., [163, 166, 1731). * There have been
relatively few perceptual studies on this topic;
the general assumption has been that it is

sufficient to derine acoustic properties that are
relatively speaker-invariant and also plausible in
the 1light of what is known about the auditory

system. Demonstrations of "perceptual
normalization™ usually show a performance decrement
in a listening situation where speaker

characteristics are varied
unpredictably, compared to one in which the speaker
remains constant [80, 161, 178]. Although emphasis
is sometimes placed on the perceptual "advantage"
resulting from effective normalization, the
negative consequences of presenting contrived and
misleading stimuli are perhaps the more salient
outcome of this research (which is :7y no means
unique in this respect).

Analogous experiments have been conducted on
normalization in the temporal domain--that is, on
the perceptual separation of speaking rate from
phonetic length (reviewed in [103]). An especially
interesting question arises 1in research on tone
languages, where the listener must segregate
lexical tones from the overall intonation contour
[25] and from speaker-dependent variation in FO
[82]. In that connection, it is noteworthy that
there is mounting evidence (reviewed in [144]) that
tone and intonation perception (and production) are
controlled by opposite hemispheres of the brain.

. At least some forms of linguistic/paralinguistic_
may thus have a basis’ 1in~

segregation
neurophysiological compartmentalization. A general
conclusion to be drawn from research on perceptual
normalization is that the auditory parameters
'nderlying phonetic classification are not absolute
quantities but relationships in the spectral and/or
temporal domain, computed over a relatively
restricted temporal interval, whereas properties
signalling  speaker sex or identity, emotion,
speaking rate, etec., accumulate over longer
stretches of speech and/or are based on more nearly
absolute quantities. ’ T

Segregation of intertwined linguistic information

- contextual

The emphasis on linguistic information in the

vast majority of speech perception studies makes it

difficult to find . good examples of research on
perceptual segregation of linguistic and (rather
than from) nonlinguistie information. Examples of

segregation of equivalent information are easier to

find when only linguistic information-is involved.
This leads me to the final topic, one that has been
of enormous significance in speech® perception
research--the problem of segmentation, that is, the
perceptual separation of ~the overlapped acoustic
correlates of adjacent phonemic units, particularly
of vowels and consonants.

One traditional view of the listener's task
has been that it 1is one of phoneme (or feature)

- éxtraction, including "compensation" for contextual

influences on a segment's acoustic correlates (see
[54]). Numerous studies have shown that listeners
perceive segments as if they knew all. the
modifications their acoustic
representations undergo (129, 140). Thus, for
example, a fricative noise ambiguous between /s/
and /f/ in 1isolation is perceived as /s/ when
followed by /u/ but as /f/ when followed by /a/
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rapidly . and,

[91]. One way of describing this finding is that
listeners "know" that anticipatory liprounding for
/u/ may lower the spectrum of a preceding fricative
noise, so they adopt a different criterion for the
/s/-/§/ distinction in that context. This view,
which emphasizes the role of tacit phonetic
knowledge 1in speech perception, has recently been
¢laborated by several authors (e.g., [48, 138]).
The perceptual accomplishment seems more
integrative than segregative from that perspective.

An alternative view, having an equally 1long
history, has a recent proponent in Fowler [53, 54,
55] who has likened the separation of overlapping
segmental information to mathematical vector
analysis. According to her theory, listeners
literally subtract or factor out the influences of
one segment on another, so that invariant segments
are '"heard." Fowler conceives of phonetic segments
as articulatory events, not as abstract mental
categories (see the exchange on coarticulation
between Fowler [50, 52] and Hammarberg [68]),
though 1listeners are assumed to be able to judge
their "sound" [53]. Several experiments ([51, 53,
55] were intended to demonstrate this. They showed
that subjects judge acoustically different
representations of a segment to be more similar
than acoustically 4identical ones 1if the former
occur in their original contexts while the latter
have been spliced into inappropriate contexts.
However, since only the former match what listeners
expect to hear in a given context, these results
are also compatible with an alternative account
based on tacit knowledge of contextual effects in
speech production [129, 138]. That is, rather than
having access to the sound of segments [53],
listeners may have made their Jjudgments on the
basis of the discrepancy of the input from
context-sensitive mental norms or prototypes.

Other recent experiments iIn a similar vein
have addressed the separation of nasality and vowel
height information in nasalized vowels. Kawasaki
[7T1a] showed that English listeners judge vowels in
/m m/ environment as increasingly nasal as the
surrounding nasal murmurs are attenuated; that is,
when the nasal consonants are ‘intact, the vowel
nasality is attributed to (coarticulation with) the
nasal consonants, as it were, and is "factored out"
from the vowel percept. Bullding on this result,
Beddor et al. ' [5] first established that there are
different ' category boundaries -on synthesized
/btd/~/bwd/ and /b¥d/-/b¥d/ continua. English
listeners apparently interpret some of the spectral
consequences of nasalization as a change in vowel
height. However, when an appropriate "conditioning
environment" was added in the form of a postvocalic
/n/, the - category boundary on the .resulting
/b¥nd/~/b%nd/ continuum was identical with that on
the /bed/-/bed/ continuum, as if listeners
attributed the vowel nasality to (coarticulation
with) the nasal consonant and "factored it out" in
Fowler's sense. The result is equally compatible,
however, with a theory that postulates
context~sensitive vowel (or syllable) prototypes.

. Indeed, it may be difficult to come up with any

decisive experiments. Mentalism and realism may
simply represent different metatheoretical
perspectives.

Current efforts at Haskins Laboratories to
model articulation as a sequence of overlapping
segmental gestures (e.g., [15, 72]) may ultimately
provide ways of recovering these gestures from the
acoustic signal and thus provide a -machine
implementation of Fowler's vector-analytic concept.
A promising mathematical technique for achieving

“the ' same goal, based ‘oh" principal® “components

analysis of vocal tract area function parameters,
has been proposed by Atal [2] and is currently
being explored ([92, 93]. The recovery of
articulatory parameters from the acoustic sighal
remains a central problem in speech research
because phonemes and alphabets surely represent an
articulatory, not an acoustic classification.
However, while a solution of this problem would
bring us a great step forward, processes of
integration and segregation would still be needed
to translate the articulatory "score" into a
sequence of discrete segments.

SPEECH  PERCEPTION  WITHOUT INTEGRATION AND

SEGREGATION?

In the introduction, I discussed fow basic
assumptions: the separation of the physical and
mental worlds, the existence of physical units, the
existence of mental wunits, and the existence of
processes relating the two kinds of units. Can a
theory of speech perception do without them? The
assumptions are not independent, of course: If the
physical and mental worlds are distinct, they must
receive different descriptions; to be easily
communicable in the scientific world, these
descriptions must be in terms of discrete concepts
or units; and this results in certain functions or
relationships between the two descriptive domains.
If the physical and mental worlds were isomorphic,
there would be no need for a theory of perception.
If one or the other description were without units
(more likely an error of omission than a deliberate
theoretical choice), then perception would seem
either entirely integrative or entirely
segregative--not an attractive state of affairs.
Denial of functions, however abstract, linking the
two domains would merely impoverish perceptual
theory. Certainly we need these functions in
theories of auditory processing and organization.
As to the perception of phonetic information,
however, an alternative approach has been proposed.

. This approach, stated most eloquently by
Studdert-Kennedy [155] and Fowler [54], follows the
"direct-realist™ - perspective - of ecological
psychology [61, 179]. Although it affirms the
existence of 1linguistic wunits as articulatory
events, 1t essentially abandons the distinction -
between the physical and mental domains. The
segmental structure of speech (as characterized by
the linguist or phonetician) 1is assumed to be
ever-present on its way from the speaker's to the
listener's brain.  There is assumed to be a direct
isomorphism between physical and mental
descriptions of speech events (such as phonemes),
though it 1is acknowledged that the appropriate
physical and motor-dynamic descriptions have not
been fully worked out. Thus this school of thought
rejects the idea that the 1input is divided into

. | a Pl 2.2.13

33



parts that need to be integrated or segregated by
the listener; rather, the input units are taken to
be identical with the perceptual units--that is,
they are already integrated or segregated with
respect to more primitive acoustic or auditory
units. The deliberate strategy of this philosophy
is to eliminate classical problems in perceptual

research (such as segmentation and invariance) by-

redefining and redescribing physical events.
Rather than being attributed to the perceiver's
brain, the burdens of information integration and
segregation thus fall upon the investigator trying
to find an "integral" description of "separate"
speech events. However, this effort is equivalent
to that of finding a principled explanation of
perceptual integration and segregation: If we can
show that certain pieces of input are always
integrated, we might as well call them integral and
treat them as a single piece in our
descriptions--if we only had names for them.
Behind the rhetoric and the different terminologies
of mentalistic and realistic approaches lies a
common goals to arrive at the most economic
characterization of linguistic structure in all its
physical incarnations. Clearly, even speech
research propelled by a mentalistic philosophy
(still predominant in the field) must strive to
minimize the work attributed to a
speaker-listener's mind. But will we be able to
relieve it of its entire burden +to integrate and
segregate? What we take away (in theory) is likely
to re-emerge .as logical conjunctions, disjunctions,
and relational terms in our physical
characterization of speech events. As long as we
scientists communicate in conventional language,
integration and segregation at some stage in our
theories will be difficult to avoid.
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VOWEL RELATED LINGUAL ARTICULATION IN/ 8CVCZ

SYLLABLES AS A FUNCTION OF STOP CONTRAST

Peter J. Alfonso .

Univ. of Connecticut and Haskins Laboratories
Storrs (06268) and New Haven (06511) CT, U. S. A.

ABSTRACT

Lateral cineradiographic pellet-tracking of tongue blade
and tongue body movements along with formant frequency
trajectories show that articulation of the vowels /i/ and
/u/ in /@CVC/ syllables vary by as much as 8-10 mmas a
function of the'stop consonant environment in which they
are produced. The magnitude of the variation is related
to the identity of the stop and vowel.

INTRODUCTION

This study represents one of a set of experiments com-
pleted or underway at Haskins Laboratories that aim to
study the dynamics of vowel articulation. What distin-
guishes the set of studies from previous work is that the
dynamics of vowel articulation is studied by examining
data representing the four accessible measurement lev-
els of speech production, namely 1)muscle activity (by

hooked-wire electromyography), 2)corresponding movements

of the speech structures (primarily by tracking the move-
ments of lead pellets glued to the lips, tongue, and jaw by
lateral cineradiography or x-ray microbeam), 3)represen-
tative speech acoustic signals, and 4)perceptual testing of
selected auditory segments to determine whether or not
the underlying articulatory movements provide relevant
linguistic information. In the first experiment to use these
measurement techniques, a single subject’s productions of
disyllables of the form /8pVp/, where V represented one
of eleven vowels, were analyzed. As an example of the con-
clusion that- can be drawn from multi-level analysis, the
results showed that vowel-related tongue horizontal and
vertical movements can have different time constraints
in labial environments. When fronting and raising oc-
cur together they are necessarily time-locked since they
are caused primarily by the same muscle, genioglossus.
Backing and raising, on the other hand, can and do occur
independently, since they are caused by different muscle
groups. While vertical movements for all vowels and hori-
zontal movements for front vowels always began about the
moment of implosion for the initial stop, horizontal move-
ments for back vowels began much earlier, even before the
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acoustic onset of the schwa. Acoustic and perceptual anal-

ysis indicated that anticipatory tongue movements were
linguistically significant since listeners were able to iden-
tify the vowels when presented with only a portion of the
schwa segment.

More recently, a second subject has been run following
the same procedures but increasing the data base in two
ways: 1) the same set of vowels were produced in labial,
alveolar, and velar stop environments, and 2) more ex-

- tensive tongue EMG insertions representing the complete

set of lingual extrinsic and accessory muscles. Analysis of
EMG data from the second subject in general supports
the temporal differentiation in vertical-horizontal tongue
movements in the first subject in that the muscles of the
tongue appear to be distinctly organized for front ver-
sus back vowel production [2]. Biomechanical descriptions
of tongue dynamics, such as the relationship between ge-
nioglossus and fronting-raising in the first subject, will be
enhanced significantly by mapping the EMG data for the
second subject onto his x-ray data. While the overall pur-
pose of the combined EMG and x-ray runs is to study the
dynamics of vowel articulation in a fashion similar to the
initial experiment [1], the paper presented here will focus
on the x-ray run. The purpose of the paper is to give
a quantitative description at the movement and acoustic
levels of the variation in vowel-related tongue articula-
tion that occur as a function of producing the vowels /i/
and /u/ in labial, alveolar, and velar stop environments.
: METHODS
An adult male native speaker of American English with a
New York City dialect produced two repetitions of /OCVC/
disyllables where /C/ represents /p/, /t/, or /k/ and /V/
represents one of eleven vowels. The initial and final-con-
sonants in each utterance were identical. Lateral cinera-
diographic films were made at a rate of 60 frames per
second while the subject produced isolated syllables at a
rate of about one every two seconds. Figure 1 represents
a schematic diagram of the midsagittal plane of the vo-
cal tract sketched from a single frame of the x-ray film.
The figure shows the location of lead pellets glued to the
tongue blade, middle and rear dorsal areas of the tongue
surface at the midline, and a jaw pellet attached between
the lower central incisors. Measurements of pellet move-
ments were made on a frame-by-frame basis with the aid of
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Fig 1. /atit/

a digitizing tablet. Pellet locations were fixed with respect’

to two reference positions, the lead pellet attached be-
tween the upper central incisors and the point marked by

a template reflecting maxillary boundaries. The latter ref-
erence location is shown in Figure 1 as the point of origin
in the 10-millimeter (mm) grid. Pellet displacement data
shown in the following section are displayed in reference to
the point of origin. For example, positive vertical and pos-
itive horizontal displacement trajectories indicate move-
ments above and to the right of the origin, respectively,
Displacement values represent calibrated units in mm.
RESULTS
Considering, first, the dynamics associated with the artic-
ulation of /i/, Figure 2 shows vertical movement trajecto-
ries for the tongue blade (top panel), middle (mid panel)
and rear dorsal (bottom panel) pellets for production of
/0CiC/. Within each panel, the solid line represents tra-
jectories for /dpip/, the dashed line represents trajectories
for /0tit/, and the dotted line represents trajectories for
/0kik/. Except for infrequent instances when pellet lo-
cations were not visible and therefore not tracked, each
of the trajectories represent the average displacement of
two tokens per syllable. Although trajectories represent
combined jaw and tongue displacements, they primarily

represent tongue displacements since jaw movements were.

negligible for this speaker (see Table 1). The ordinate rep-
resents calibrated units in mm from the origin (see Figures
1 and 4). The distance between vertical markers along the
abcissa represents 100 ms intervals. The solid vertical line
at zero time represents the initial consonant release. Thus,
the time-span of the trajectories is 800 ins, segmented as
a 300 ms and 500 ms interval before and after initial con-
sonant release. The acoustic onset of the schwa and the
acoustic duration of the vowel varied with the identity of
the stop but, in general, schwa onset occurred from about
150 to 200 ms before consonant release and vowel dura-
tion varied from 200 to 250 ms. Implosion of the initial
consonant varied from 75 to 125 ms before consonant re-
lease. Not unexpectedly, the top panel of Figure 2 shows
greater tongue blade vertical displacement during tiie con-
sonantal segment in the alveolar environment cowpared to
the labial and velar environments. Notice, however, that
tongue blade trajectories during the vocalic segment ap-

pear similar in all stop consonant environments. On the
other hand, the relative vertical displacement trajectories
for middle and rear dorsal pellets are clearly different from
tongue blade trajectories. The middle and bottom panels
of Figure 2 show that the corresponding tongue locations
were much higher in the velar environment than in the
labial and alveolar environments throughout the syllable.
That is, the vertical differentiation begins very early, at
about initial consonant closure for the rear pellet and at
the earliest point of measurement for the middle pellet,
and continues throughout the vowel and final consonant.

Figure 3 shows horizontal displacement trajectories for
the same three pellets. N&tice that fronting is clearly dif-

ferentiated during the Vocalic portion of the syllables and

that the velar context produces the most front /i/.
Table I lists jaw and tongue displacement measure-
ments in mm from the origin taken from trajectories shown
in Figures 2 and 3 at the moment of vocalic peak acoustic
amplitude. Acoustic peak amplitude occurred an average
of 125 ms after consonant release for the two tokens of
/Opip/ and /8tit/ and 175 ms after release for /Okik/.
Also shown are average first and second formant values
in Hz. The formant values represent the average of five
samples taken at five ms intervals beginning 10 ms be-
fore through 10 ms after the moment of peak amplitude.
Large differences in tongue shape across the three stop en-
vironments during /i/ production are clearly indicated in
Table I. For example, the middle dorsal area of the tongue
is displaced about 10 mm anteriorly and superiorly in the
velar stop environment relative to the labial and alveolar

environments. The large effect of velar closure on tongue
body positioning for /i/ is reflected in the formant fre-

quency values as well; the lowest first formant and the
highest second formant values occur for /8kik/.

Finally, the influence of alveolar and velar stop pro-
duction on the entire tongue shape during /i/ production
is shown in Figures 1 and 4. The figures are schematic dia-
grams of the midsagittal plane of the vocal tract sketched
from x-ray frames corresponding to the temporal interval
represented in Table 1. Vocal tract shape at peak vowel
amplitude for /i/ during /8tit/ is shown in Figure 1, and
the corresponding interval during /8kik/ is shown in Fig-
ure 4. A comparison of the figures shows that alveolar
and velar stop consonant constrictions produce dramatic
differences in the tongue shape for /i/ articulation. Taken
together, the data indicate that the dynamics of tongue
articulation for /i/ is clearly different in each of the three
stop contexts, that the velar context yields the most high
and front vowel articulation.

Similar analyses have been made for /@CuC/ sylls-
bles, but space limitations rule that they be presented in
abbreviated form. For example, Figure 5 shows vertical

" displacement trajectories of the middle dorsal pellet fof

/0CuC/. Note that the velar context produces the high-
est tongue body movements, and that the vertical differ-
entiation begins before the acoustic onset of the schwa.
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Figure 2. Vertical Displacement /i/
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A comparison of Figures 2 and 5 shows that the vertical

differentiation in vowel articulation is less dramatic in /u/

than in /i/. Figure 6 demonstrates that the alveolar con-

text yields greater tongue blade raising than the labial and

velar contexts for /u/ and that the vertical differentiation
begins at about acoustic onset of the schwa. Furthermore,
a comparison of Figures 2 and 6 shows greater tongue
blade vertical differentiation\in /u/ than /i/. The tongue
blade is lower in labial and velar contexts in /@CuC/ rel-
ative to /8CiC/.

Horizontal displacement trajectories yield similar trends.
First, the velar stop constriction has less influence on
vowel related vertical displacement for. /u/ than for /i/
and, second, the relative maximum raising usually co-
occurs with relative maximum fronting. For example, the
middle dorsal pellet in /9kuk/ is more front and high than
in /Opup/ and /B8tut/. Finally, Table I also shows dis-
placement and formant frequency values for the vocalic
segment in /@CuC/ syllables. The vocalic peak amplitude
occurred 140 ms after release for /Opup/ and 200 ms after
release for /Otut/ and /O0kuk/. Once again, appreciable

Figure 5. Vertical displacement /u/

Figure 3. Horizontal Dlsplaceme‘nt lil.
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differences in vowel related tongue displacement as a func-
tion of stop constriction location are observed. Although
the center frequency of the first and second formant also
showed large variation with stop context, the expected re-
lationship between formant frequency and tongue vertical
and horizontal displacement is not observed, presumably
due to the stop consonant influence on pharyngeal cavity
width and the movements of other structures, most likely
the lips or larynx.

DISCUSSION

The results show that for this subject the dynamics of
vowel articulation for /i/ and /u/ can be altered signifi-
cantly as a function of the identity of the stop in which
they are produced. Assuming that the middle and rear
dorsal pellets yield appropriate estimates of tongue body
shape, Table I shows that tongue body configurations for
/i/ vary by nearly 10 mm, with the velar context produc-
ing the most high and front /i/. For /u/, variation in
tongue body configuration is about 6 mm, and again the
velar context produces the most extreme lingual displace-

ment. gyoure 6. Vertical Displacement /u/
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TASLE I.

Average pellet displacement-in mm from origin and average first and second
formant values in Hz for the vocalic segment of /3CiC/ and /3CuC/.

See text feor definition of measurement techniques.

Vertical Displacement Horizontal Displacement Formant
Jaw Blade Middle Rear Jaw Blade Middle Rear F1 F2
Jrip O 7.2 9.6 =-2.4 45.6 38.4 9.6 -8.0 310 1799
atit 1.6 8.0 9.6 -4.8 46,4 33.6 8.0 -6.4 312 1722
oxik 0.8 7.2 19.2 3.2 48.8 4.6 17.6 -u.8 301 1851
3pup 0.8 -5.6 8.8 -0.8 u6.4 28.0 4.0 -16.0 382 941
atut 1.6 0.8 7.2 ~-1.6 46.4 30.4 4.8 -11.2 - 351_ 1194 .
okuk 0.8 -2.4 12.8 0.8 48.0 30.4 9.6 -12.0 389 1007 -

Tongue blade configurations also vary greatly as a func-
tion of the stop. Whereas the magnitude of fronting and
raising generally covary in tongue body articulation, they
do not seem to covary for tongue blade movements. The
variation for tongue blade configurations is about 6 mm
in the vertical dimension, the differentiation being larger
in /u/ than in /i/ with the alveolar context producing
the greatest displacement. In the horizontal dimension,
tongue blade displacement varies by as much as 8 mm,
the velar context producing the most front tongue blade
displacement.

Comparisons between movement data reported here
with previously published data are not straight-forward
since either the method used to measure tongue displace-
ment or the design of the experiments differ significantly.
For example, the patterns reported here can be compared
with corresponding data taken from a cinefluorographic
experiment that similarly measured the effect of the stop
consonant on vowel-related vertical displacement {3]. The
two experiments are in agreement in that vowels in velar
context are produced with greater vertical displacement
relative to labial and alveolar contexts. However, the pub-
lished displays of the cinefluorographic trajectories appear
to indicate that the magnitude of the variation during the
vocalic segment is no greater than 5 mm. For a number of
reasons, a more appropriate comparison of the magnitude
of the variation can be made between experiments that
employ pellet-tracking. X-ray microbeam pellet-tracking
was used to estimate the variation in a large number of
repetitions of the vowels /i/, /a/, and fae/ occurring in
a wide variety of consonantal environments [4,5]. Though
not specified in the text, the figures indicate that the vari-

ation approximates the 8-10 mm maximum variation re-

ported here. Finally, there are many acoustic based stud-
ies on the topic (e.g. [6,7]). The first and second format
frequency values reported here are in good agreement with
these data.

Fig 4. /okik/
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SOME PROPERTIES OF AN
AEROACOUSTICS
CHARACTERIZATION OF
... PHONATION .. = . .- . .

Richard S. McGowan
Haskins Laboratories
270 Crown Street
New Haven, CT 06511, U. S. A.

ABSTRACT

When the conservation equations governing the mo-
tion of air are considered, it is seen that there are sources
of sound during phonation other than the volume velocity
at the glottis. One possible source is the result of forcing
between the solid surfaces near the glottis and the air. Ap-
proximations based on a schematic vocal tract show this
‘source to be relatively weak compared with the volume
velocity source.

Sources of sound during phonation will be discussed
in this paper. The plural is used because there are other
acoustic sources than the volume velocity source during

" phonation. These other sources appear when the three-

dimensional character of the fluid velocity field in the vo-
cal tract is considered, showing that a one- dimensional

" characterization is not enough when considering vocal tract

sound production. While one-dimensional models using
volume velocity and pressure for dependent variables may
be good approximations when éons_idering plane wave prop-
agation of sound, such models do not correctly charac-
terize the production of sound during phonation. These
one-dimensional models, or analogs, are based on what
is known as a scalar field theory because the dependent
variables are scalar.

Both the sound production and sound propagation
parts of the one-dimensional analogs should be derivable
from the equations of motion for air. The equations of mo-
tion of air provide what is known as a vector field theory,

*This work was supported by NIH Grants NS-13870 and NS-13617
to Haskins Laboratories.

because the vector, fluid particle velocity is used instead
of the scalar, volume velocity. Here, the inadequacy of the
one-dimensional scalar description of the sound source will
be discussed by going back to the more primitive notions
of the fluid mechanics of air: mass, momentum, and en-
ergy conservation. From this point of view, it will be seen
that volume velocity supplies only part of the picture in
sound production.

Theoretical aeroacoustics is a branch of fluid mechan-
ics providing a means of describing the sources of sound
from the conservation equations. The literature in this
field is extensive (e.g.[1]) and some of it will be used here.
Initially, we will concentrate on the basic differences be-
tween the aeroacoustic view and that provided by the cur-
rent analogs. The real vocal tract will be schematized to
illustrate some of the basic principles of the aeroacoustic
view. As a result, the sources of sound named here may
have to be modified when applied to a real vocal tract.

Because of the extra degrees of freedom provided by
the vector nature of fluid mechanics, we can decompose
the fluid velocity field, u, into two separate vector fields,
the solenoidal field and the irrotational field [2].

u=ug+u; ’ (1)

The solenoidal field, ug, will support rotational motion
but not compression and expansion, while the irrotational
field, u;, can support compression-and expansion, but not
rotation. Because acoustic motion needs the potential en-
ergy of compression and expansion, the irrotational field is -
a necessary part of such motion. However, the solenoidal
field can provide sources of sound, since solenoidal, in-
compressible fluid motion can provide pressure fluctua-
tions. This field is ignored by the one-dimensional analogs,
where all the motion is irrotational, and therefore the
one-dimensional analogs ignore possible acoustic sources.
Even after the decomposition of the fluid velocity field
given by equation (1) has been performed, the three- di-
mensional character of the solenoidal field also needs to
be considered. The full three-dimensional character of
the solenoidal field itself needs to be considered because
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Figure 1: schematic vocal tract

it will be seen that interaction between vectors, derived
from this field, provides one example of a sound source.
This sound source involves rotational motion of the air.
The sound source involving rotational motion of the
air can be derived by considering a particular geometric
feature of the vocal tract near the glottis. This feature
is the abrupt area change from the glottis into the vocal
tract. We will consider the vocal tract to be a straight,
semi-infinite, cylindrical tube with an abrupt area change
representing the glottis at x = 0 and a mouth at x = |
(see Figure 1). The source of sound occurring in such a
geometrical configuration will be considered with the un-
derstanding that the source could be altered when more
features of the geometry of the real vocal tract are consid-
ered. To provide a detailed account of sound production

would be premature and beyond the scope of this paper. .
It is well known that there is rotational motion which re-.

sults when there is flow through a sudden change in area.
Rotational motion of the fluid can be inferred from a large
drop in pressure head, or stagnation pressure, p,,:

pa=p+ Sl (2).

where p = static pressure and pg = rest density of air.
Pressure head losses have been observed in experiments
using static configurations (e.g.[3]). Although investiga-
tors have attributed a large portion of the pressure head
loss they observed to the formation of turbulence, which
is both random and rotational motion of the fluid, it is the

rotational motion of the fluid which is the essential fac-
tor. In the current analog models this pressure head loss
is modeled as a nonlinear resistor without acoustic conse-
quences, other than determining the relationship between
transglottal pressure and the volume velocity. Using the
theory of aeroacoustics, this head loss is seen as a singu-
larity having consequences in the acoustic far-field.

Note that pressure head loss is known to occur on both
sides of model glottis’, but the loss above the glottis will
have the greatest acoustic consequences in the supraglot-
tal region, so this will be examined more closely. Also, the
experiments have been on static configurations, where the
results are applied to dynamic phonation with the quasi-
steady approximation. (In the dynamic situation it is less
likely that the rotational fluid motion just above the glot-
tis is also random.) While the quasi-steady approximation
allows for easy estimation of pressure head loss {4], it is
not a necessary approximation for asserting the existence
of such a head loss in a dynamic situation. It has been
shown experimentally that the head loss also occurs in the
dynamic situation [5].

' Before the acoustic consequences of the head loss are
discussed, the cause of the loss from the point of view of
the equations of motion need to be discussed. The cause
has to do with the formation of vorticity. Vorticity, &
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is a function of the velocity vector itself, and provides a
measure of the rotational motion of the fluid.

w=Vxu (3)

We can imagine an oscillating jet of air exiting from the

‘glottis, and, eventually; expartding into the cylinder. By

the definition of the curl and the symmetry of the con-
figuration, the vorticity can be expected to be directed
azimuthally about the axis of the cylinder. (There is as-
sumed to be no azimuthal component of velocity, and
there is no dependence of the other components on the
azimuthal angle.) In fact, the secondary flow just above
the glottis may be in the form of a vortex ring.

As evidenced by the loss of pressure head above the
glottis, there is a forcing between the solid surfaces and
the air. This force is realized in the fluid as what can
be called the vorticity-velocity interaction force (per unit
volume):

polw X u).

The radial components for these vectors tend to cancel
one another, while the axial components are directed away
from the glottis. The net result (in a spatial average) is
a vector directed away fromn the glottis in the axial direc-
tion. Because the velocity has a time averaged component,
as well as a fundamental and harmonics, the vorticity-
velocity interaction force will contain the same frequen-
cies in its spectrum as the velocity, although with different
weights. That the loss of pressure head is the result of this
forcing can be derived from the momentum. conservation
equation for an inviscid fluid, Euler’s equation, under the
quasi-steady approximation [6]. The negative of the gra-

dient of the pressure head is equal to the vorticity-velocity
interaction vector:

Vpst = —po(w x u) (4).

From the above discussion, this gradient is directed against
the axial direction, which is consistent with what is ob-
served in the static experiments. In. the following, the
acoustic consequences of such a force will be considered
as some basics of sound production are discussed.

. To create sound, we can make local density fluctua-
tions by changing the volume of fluid in a region small
compared with the wavelength of sound in an oscillatory
way. Such a source is called a monopole source, an exam-
ple of which is provided by the volume velocity entering
the vocal tract. If two monopole sources, 180 degrees

out of phase, are put near one another (on the scale of -

wavelength), a dipole source is created. Such a source is
inefficient because there is a great amount of partial can-
cellation [7]. An oscillating force within air causes air to
accelerate from one region to another without an over-
all change in density, and so, resembles the dipole source

just mentioned, if the force is active in a region small

compared with wavelength. If it is assumed that the pres-

sure head loss above the glottis occurs in a region short

compared with wavelength, then the vorticity-velocity in-

teraction force can be said to provide a dipole source of

sound (see equation (4)). (In the static experiments the
loss appears to occur within 2 cm. of the glottis, which

means that this should be a good approximation up to

about 3000 Hz.) .

What effe:ct does this dipole source have on the sound
in the schematic vocal tract 7 We follow the aeroacoustic
theory of Powell (8], which was later elaborated by Howe
[9], to draw the following picture. The oscillating vol-
ume velocity at the glottis can be considered a monopole
source of irrotational fluid motion, which would be heard
as sound in the far-field if nothing else was to intercede.
However, because of the abrupt area change, there is a
transfer cf energy from the irrotational fluid motion to ro-
tational :motion. The forcing associated with the transfer
of energy is the vorticity-velocity interaction force. Fur-
ther, this force provides a dipole source of sound. The
one-dimensional analogs, while providing a resistance to
the volume flow, do not account for the radiation of the
pressure fluctuations of the rotational fluid motion. The
picture presented here is similar to that described by Howe
{10] and Bechert {11} for the attenuation of low frequency
sound| transmitted from a low Mach number jet.

It. is of interest to estimate the ratio of the strengths
of the acoustic fields due to these sources. Without filling
in the mathematical details, the relative strengths of the
two sources can be considered, as well as the efficiency
with which they radiate. Suppose the glottal fluid particle
velocity is a rectangular wave and the glottal area is a
triangular wave. Further, suppose the ratio of the vocal
tract area to the glottal area is greater than or equal to
five, the duty cycle is greater than one-third, and that the
quasi-steady approximation holds. It can be shown that

_the ratio of the dipole source strength to the monopole

source strength goes as the first power of the glottal Mach
number, the first power of the ratio of the vocal tract area
to the maximum glottal area, and to the first power of
the frequency to a good- approximation above, say, the
second harmonic. As may be exbected from the fact that
the dipole source strength is a nonlinear function of fluid
particle velocity, the importance of this source grows with
frequency, after a given frequency.

As far as the efficiency of radiation, the monopole, vol-
ume velocity source appears to be efficient because it is
located at a high impedance boundary: the glottis. The
result is a velocity source at a pressure maximum, which
means efficient energy exchange. On the other hand, the
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dipole source is a pressure type source, located just a.bo've
the same boundary. This will mean an inefficient radia-
tion, which will improve with frequency, at least as long as
the source region is short compared with wavelength (re-
call the discussion on dipoles). In this frequency regime,
the ratio of the the acoustic field due to the dipole source
to that due to the monopole source increases as the first
power of the frequency.

In the estimates made above, the impedance looking
into the glottis is presumed infinite. This allows us to pre-
scribe the input volume velocity into the vocal tract, and
it allows us to say that the efficiency of radiation of the
volume velocity source is a constant function of frequency.
To account for source-tract interaction, a finite, time vary-
ing impedance at the glottis needs to be considered. This
impedance may be difficult to deduce. The subglottal re-
gion needs to be considered as part of the acoustic system
and the appropriate Green'’s, or transfer, function derived
for this more complicated geometry. While the imposition
of an explicit boundary condition at the glottis is avoided
in this manner, other difficulties arise, such as the the fact
that different ambient conditions apply in the subglottal
and supraglottal regions.

CONCLUSION

_ Using the three-dimensional character of the fluid ve-
locity field and the geometric property of sudden change
in area, a sound source, other than volume velocity, can
be identified. This source is a dipole type source, andl is a

poor radiator at low frequencies. Other modifications to -
the picture of sound sources during phonation can be ex- .

pected when a more realistic geometry is considered (e.g.

- the epiglottis). The difficult question of source-tract inter-

action needs to be considered by looking at both the sub-
glottal and supraglottal regions simultaneously. A more

‘satisfactory picture of the acoustics of phonation can re-
. sult by deriving the acoustic field from the conservation

equations governing the motion of ajr.
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LABORATORY-INDUCED SPEECH ERRORS IN HINDI
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ABSTRACT

Although speech errors are claimed to be uni-
versal, we have observed no naturally-occurring er-
rors in Hindi which break up-words. We therefore
tried to induce such errors in Hindi speakers using
a laboratory method. Subjects saw printed word
pairs which appeared in rapid succession and were
randomly required to pronounce some of them out
loud, occasionally in reverse order. Some trials
resulted in errors. Approximately 3% of all trials
yielded errors which involved fragmentation of
words, censiderably less than the 10 to 40% error
rate reported for English. The reason for the
lower error rate in comparison to other 7languages
remains to be discovered.

INTRODUCTION

Although there has been scientific interest in
speech errors for nearly a century, it is only in
the past few decades that there has been a virtual
explosion of studies by linguists interested in
showing how such errors shed light on issues in
linguistic theory [1, 2, 3, 4, 5, 6, 7]. There
seems to be an implicit claim in much of this
literature that speech errors should be found in
all languages; Fromkin has made this claim expli-
citly %personal communication). To date, errors
have been reported primarily for  Western Indo-
European languages, e.g., German-[8], Dutch [6],
We are .aware of a collection of
Japanese speech errors (S. Hiki, personal communi-
cation). This still leaves the vast majority of
languages--even language types--unaccounted for.
Relevant to this is the impression of the first
a native speaker of Hindi,

. that she. has never encountered in her own Hindi

speech or that of others speech errors of the type
that break.up parts of words, e.g., spoonerisms of
the sort ',..it is kistomary to cuss the bride'
(for '...customary to kiss...').

A SKETCH OF HINDI PHONOLOGY

Hindi has a relatively large number of segments:
20 stops (including affricates), 4 fricatives, 9
sonorant consonants--of these 33 consonant types,
25 can be geminate as well--, 11 oral and 10 nasal
vowels [9].

Although medial consonant clusters are abundant
and quite complex, initial and final clusters tend
to be few, especially in native vocabulary,

JOHN J. OHALA

Department of Linguistics
University of California
Berkeley, California 94720 (USA)

words range from one to three syllables; four and
more syllables per word are uncommon. The prosodic
structure of Hindi is controversial and will be
discussed further below.

Hindi words, like those of most Indo-European
languages, may be morphologically quite complex,
showing affixes (both prefixes and suffixes). In a
few cases grammatical categories are marked by
vowel ablaut.

EXAMINING THE ANECDOTAL EVIDENCE

What is the observation?

As mentioned above, the observation is that
speech errors that involve divisions of words or
morphemes into fragments (henceforth WF for ‘'word
fragmentation') with, optionally, their rearrange-
ment into 'erroneous' or unintended strings (whe-
ther these strings themselves constitute valid
words or not) do not occur naturally in Hindi. The
types of errors that seem to be relatively easy to
find in other languages, e.g., anticipation: "a
[met J... < a man's natural inclination", perse-
veration: "John gave the boy" -> "...gave the
goy", transposition: "keep a tape" ->»
“teep a cape" [5].

Observational error?
What are the possibilities that this observation

is faulty--that the errors are. there but are

overlooked for some reason? We believe this is
unlikely for the following reasons.

t. The same observer (that is, the first :au-

~thor) has detected many grammatical errors (e.g.,

lack - of.concord) in the speech of Hindi
as in / iskrl ko poker ker
[eeekut:e .../ (literal translation: “stick (post-
pos.) 'hold (verb particle) dog (postpos.) beat",
freﬁ) translation: "Take the stick and beat the
dog"). '

Further, this observer has had no trouble ob-
serving WF errors made by English-speakers speaking
English and even by Hindi-speakers (including the
first author herself) when they speak English,
e.g., '...crogged freeways < ('clogged freeways').

2. The first author has also asked several
other Hindi-speakers, including many trained lin-
guists, 1if they have observed any speech errors in
Hindi (providing them examples from English, if
necessary) and their impressions have always coin-
cided with hers: no such errors in Hindi.

It would seem that the anecdotal evidence on the
scarcity of Hindi WF speech errors is not marred by

speakers,
kut:a ko maro [/ for

amounting largely to #C + glide- and -st# or - observational bias. Nevertheless, as in any issue
homorganic nasal + stop#, respectively. Most Hindi of this sort, it would be highly desirable to
Se 21.3.1

49



2
3
augment our observati i eri . i i ' :
Oug preliminary ;ggéggiswéghdoeiﬁ;gIgigtg%vegat?ﬁ zzzlew;ereRigizszggat1Z:S;§§:ezii of ztlmulus wor{ Table 3. Representative speech errors obtained; 'S' an error of output that systematically violates the
the next section. sition. » P 0TS due to transy = words were to be in same order; 'R' = words were target as presented to the subject'. We follow the
) to be in reverse order. same practice here but recognize the d?sirabié;ty
std ' of refining the notion of 'speech error' in is
THE EXPERIMENT Stimulus Possible Error Stimulus Error type of exgeriment. It miggt be advisable in fu-
Introduction. sa i . ture such studies to allow the subjects to indicate
aars and Motley [1] have introduced a method-- . h' "Ci fyear; cobbler) - o gorh pola [s] gal perha somehow when they detect an error in their own
vyithb several varian}s--for obtaining speech errors prol Jora (fruit; collected) Yol phora (water; sory  (climb; raised) - (go; read) " resporise. . '
In_abundance in the laboratory (see also [2, 3, 4, olta (REVERSE) ) der ba [R] bar deg
&?33; sggaggg;dgd to anly one ?g these variants to Jel tali (jail; key) ; *ldetay: garden) | (turn; nonsense) - GENERAL DISCUSSION
A 0 see 1T we could get speech errors = / v oh h i F
in the same way they did. i h pa , prel mora [R] plora mel If it can be accepted that WF speech errors are
applied success%ullyytg gpeaklgglgfm?zgggaggg ogggg é?t pola (elimb; ratsed) iparh €ela (read; wen) (spread; turned) (sore (n); dirt) scarce in Hindi, this immediately raises the ques-
than English ([7]." We chose to present stimuli sigha (SAME) I kat khII [R] Khil khat tion: how is Hindi different from other languages
?ggﬂggggghéﬁglégca(gsin? Ege Devanagari script), (cut; puffed rice) ** (puffed rice; cot) :Qg;?nesggezsg? Sé?;?é?l?ﬁng?“S errors?  We can
sional u i . . ‘ :
phrases in orioings of revggggcgrg‘zrtheangt1433:3 could earn 25% more if their speed and accuray  nila fap I[s) nali [ap
stimuli which would yield meaningfﬁl words ig exceeded an unspecified threshold. In fact, thers (blue; curse) (drain (n); curse) Tradition of Word Decomposition. :
produced with initial consonants reversed Was N0 such criteria and all Ss were paid the ga; mori [s) gar mol Could Tt De the case thal the Hindi-speaking
) . bonus'. ] " (branch; drain (n.)) — (nonsense; nonsense) community has no tradition which involves analysis
The method. S wWere seated in a sound-treated room, facing ranchy ) ’ of words into parts? The answer would seem to be
A series of two word phrases were presented the memory drum. The handwritten Devanagari tala] pal [s] palaf pal ‘no'. Poetic devices (rhyme, alliteration),
orthographically one after another to subjects (Ss) characpers were well illuminated and subtended (search; raise) (type of tree; raise) certain word games, and many regular phonological
for a brief interval. At unpredictable times os approximately a .45 degree vertical angle in the ' processes all require speakers-to be able to break
were given a signal to pronounce out loud the 1 t > visual field. A microphone was placed - words up into syllables and phonemes (for details,
phrase that they read (which was th el as approximately 10 cm. from the subject's mouth and ' see [11]).
visible).  Sometimes the signa; requ??ednghatoggz; p?sxtloned_ in a way so as not to obscure the view  Discussion.
pronounce the two words in the same order and at of the slit showing the stimuli; responses were These results show at least that WF speech er- The Devanagari script.
other times in reverse order. Given the pressure recorded on a high-quality analog tape recorder for  rors can be induced ‘in speakers of Hindi in spite CouTd the Devanagari script somehow account for
of time, etc., Ss were liable to produce some of later analysis. of the apparent lack of such in naturalistic situa- the scarcity of WF errors? It has been demon-
these spoken trials with speech errors. To R tions. The rate at which such errors occurred “strated in psycholinguistic studies with English
present the Hindi words written in Devanagari to esults. ‘however, 3.4%, or even the 5% for the shorter ISI, speakers, that orthography can have a major influ-
our Ss we used a 'memory drum', a device  which Table 2 presents the results in terms of number  is far less than the 10 to 40% reported by Baars ence on native speakers' phonological knowledge
advances a roll of paper (on which the stimilos of successful responses and number of errors, the [10]-and Baars and MacKay [3]. It is possible that [12]. One of the 11 Hindi vowels, /a/, has no
words are written) a line at a time, for a contro)s latter broken down (see indented columns) into no  lower ISI's would yield a greater error rate (al- overt symbol when forming part of the CV syllable
lable interval, such that only one line is visible response, ordering error (reversing when not re- though Baars (10] suggests that the errors are but is an understood part of each consonantal sym-
at any given moment. We presented 145 two word quired to, failing to reverse when required to), successfully elicited at ISI rates from about .5 to bol. If this were the general orthographic practice
sequences written in black ink with 40 randomly errors attributable to probable misreading (due to 3 sec) but we believe that the greater graphical it might suggest that Hindi speakers (if influenced
intermixed instructions ('same' and ‘reverse') graphical similarity of certain Devanagari syn-  complexity of the Devanagari script requires longer by the script) would be less able to dissociate C
written in red ink to 11 adult male native speakers bols), errors attributable to probable intrusion of  ISI  in order to allow the stimuli to be accurately from V 1in CV sequences and thus would be less
of Hindi (Indian students at University of cos-rons parts of words presented just prior to the target  read by the Ss. A smaller ISI would no doubt yield likely to break up such sequences. Howewer ail the
nia, Berkeley, who could read Devanagari). Ss were sequence (and thus more a memory error than a  an inefficiently high percentage of uninteresting other ten vowels are represented overtly and this
paid for their participation. With six Ss the speech production error), ambiguous errors (cause errors (no responses, misreadings, etc.). This would imply that the script presents no bar to the
inter-stimulus interval (ISI) was 1.8 second--twice unknown), and WF errors. A representative sample of lower error rate, vis-a-vis those obtained for native speaker's analysis of words into their pho-
as long as that usually used by Baars and Motley in the WF speech errors is given in Table 3. “experiments involving English, is compatible with nemic constituents. .
their studies--but since Devanagari is graphicall the anecdotal observation that WF speech errors are - - :
more complex than the Roman alphabet, this seemeg Table 2. Correct and Erroneous Responses uncommon in Hindi. : Prosody ' :
Justified.  With 4 Ss we used a faster rate of 1.1 s The - experiment was not designed to and thus did - . There is one aspect of Hindi, however, which may
ISI. Ss were given 12 stimulus sequences includin Condition: 1.8 sec 1.1 sec Total not give any clues as to why Hindi exhibits so "few be a°good candidate to account for its odd behavior
three instruction words as practice. g ISI ISI errors of this sort. Furthermore, as noted by with regard to speech errors, namely its prosodic
) gge btwo word sequences occasionally formed what ~ coPO"Se Type: Baars and Motley [2] we have no way of knowing ﬁtructure. rAégzouggve;tt;gsgliagiggswgﬁghgfa?;ngé
mi i : i as stress o R
g e construed as a meaningful phrase but whether speech errors elicited experimentally have has stress agree that it is much weaker phonetical-

generally they did not. i Correct: 2 v all th ies of roduc der ral
y J not The placement of the in- 3 103 38 (76.8%) Soheonert es of errors produced under natu ly than in English and plays little role function-

struction words and whether the were to r situations.- ‘However, as in previous work with ) ! Y ol !
preceding sequence in the iame orderepﬁit %22 Errors: 45 57 102 (23.2%) speech errors, whether gathered naturalistically or ally (differentiates few, if any, minimal pairs;
reverse, were randomly placed in the list, except : in the laboratory, the vast majority of errors see [13]). Research by the first author [13] seems
that the instruction words never occurred ﬁor xggp No Response 8 14 22 (5% resulted in real words [4]. to indicate that in Hindi stress probably only
seven trials apart. A portion of the 1ist i qiyen ; (5%} The question arises: how can we be sure that involves pitch, unlike languages like English,
in  Table 1, where the items (/ sighas) glven Failure to follow g 9 what we counted as WF errors were genuine speech German, and Russian, where stress correlates in-
(/olta /) constitute the directions to ﬁéiz t 22“ instructions 17 (3.88) errors, 1i.e., unintended production errors (like clude pitch, duration, intensity, and vowel
last ° sequence in the same order or pra ¢ typing mistakes) made after the process of correct reduction. Furthermore, rather than being an immu-
respectively. everse, Probable misreading & 13 planning of the lexical sequence and not failures table property of a word, as generally true in Eng-

Ss- were told that this was part of g memor 18 (4.1%) of memory, etc., i.e., errors made before the plan- lish, stress assignment shows considerable mobility
experiment and were instructed that when the wordi Influence of prior 4 4 8 (1.8%) ning of the lexical sequence? When the error was a in Hindi since more than one phonetically ellg;?le
/sidha/ and /olta / appeared they were to say out Stimuli ’ nonsense word we can be fairly sure it was a speech syllable in polysyllabic words (i.e., strong sylla-

However, in bles) can receive stress under different circum-

in stances.
The existence of strong word stress seems neces-

sarily to imply some kind of hierarchical structure

loud, in the order indicated, the last t » error as this is usually defined.
that’ they had read.  They were told 1o a:gwegorgz Ambiguous 13 9 22 (5%) other cases there is, in fact, . some ambiguity

quickly and as accurately as possible and t the interpretation. Baars and Motley [2] answered
P hat they Word Fragmentation 7 8 15 (3.4%) this question by operationally defining a slip 'as
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Fig. 1. Hypothetical structure determining stress.

to words and, possibly, phrases, i.e., some struc-
ture which clumps syllables into feet, marking one
syllable in the clump as dominant (strong) and the
others subordinate (weak) [14]. MacKay [15] (and
others) have noted that speech errors typically
involve segments from the same position in adjacent
feet, 1i.e., syllable initial segments in stressed
syllables usually interchange with (or anticipate
or perseverate) syllable initial segments in the
adjacent stressed syllables, etc. Thus in the
phrase 'happy Pamela‘', with the hierarchical struc-
ture indicated in Fig. 1 (where 'S', 'W', '0' and
'R' stand for 'strong', ‘'weak', (syllable) 'onset'
and (syllable) ‘rhyme’, respectively), the
hypothetical (perhaps improbable) speech error,
'pappy hamela', could occur if the similarly la-
beled S-nodes /pz/ and /hz / got mixed up but,
given the constraints, 'correctly' fitted 1into
eligible positions within the hierarchical struc-
ture, i.e., next to low-level W branches.

If stress is not very strong, as is the case in
Hindi, such hierarchical structure may either be
absent or functionally less important. Then, if
speech errors occur primarily at these lower levels
of the prosodic hierarchy (one may speculate that
this hierarchical structure is cognitively 'costly!
and may therefore be more subject to break-down),
the lesser salience of this level in Hindi--or its
absence--might account for the scarcity of WF
speech errors in the language. This, of course, is
speculation and needs further investigation.

CONCLUSION

Speech errors which involve breaking up words
into parts are scarce in Hindi: they have not yet
been observed under naturalistic conditions and
occur under laboratory conditions with much less
frequency than has been found for ‘ comparable
studies with English. Hindi, therefore, must be
different in some way from those languages exhibit-

ing numerous errors, e.g., English, Dutch, German.

A different prosodic structure seems to be a good
candidate for the factor giving rise to this dif-
ference. This issue is worth pursuing (a) for its
typological interest and (b) the light it could
shed on the mechanism of speech errors and, in that
way, on how speech is produced.
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THE HISTORY OF THE CLASSICAL VOWEL ARTICULATION MODEL:
A REPLY TO CATFORD AND FISCHER-J@PRGENSEN
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ABSTRACT

This paper is devoted to a discussion of Catford’s
(1) and Fischer-Jérgensen’s (2,3) defence of the
classical vowel articulation model. Objections to
the model are not directed at Bell’s personality,
but at the theoretical structure of his model: cri-
tical functions of the model are contradicted by
empirical data and by acoustical theory. Nor are
the objections only relevant for amendments intro-
duced by Jones. That argument is contradicted by
the chronology of the debate.

BACKGROUND

The classical vowel model, originally introduced by
Bell in 1867 (4) and mcdified into various versions
by other authors, is characterized by the class of
central vowels. The model was designed around the
single resonance theory, according to which the
upper surface of the tongue narrows the mouth chan-
nel locally in order to delimit the buccal cavity
and tune its natural resonance. Bell postulated a
oconfigurative aperture that "may be shifted to any
part of the back or front of the palatal arch"
(p. 71). He held that the horizontal and vertical
position of the tongue arch relative to the roof of
the mouth set the size and location of this aper-
ture, so that the natural resonance of the mouth
cavity would rise progressively as the tongue moved
from low to high at the back, central and front
locations in turn. :

Much of Bell’s terminology was soon changed. Sweet
substituted raised for the higher modification of
tongue height. Ellis replaced inner and outer by
retracted and advanced. The I.P.A. adopted the
French tradition of four degrees of opening. Jes-
persen preferred three degrees, Jones followed the

I.P.A. The I.P.A. and Jones retained Bell’s term
mixed wntil the 1920s, when central was substi-
tuted. The dynamic periods in the evolution of the

model and the progress of the debate are the 1880s,
and the years around 1915 and 1930, when authors
undertock major revisions of their textbocks in
response to Bell’s original proposal, and to the
negative data reported by Meyer in 1910 (5) and by
Russell in 1928, (6).

'I‘he'classi.cal vowel model rapidly superseded the
ancient throat-tongue-lip model. It was adopted by
the neogrammarians and the I.P.A., and was hyposte-

tized long before it could be tested. The first
empirical data on the model, reported by Meyer and
by Russell, contradicted some tongue heights postu—
lated by Bell, especially for [r1,e] and [5,a]:
Phoneticians, already divided between the rival
organic and acoustic paradigms, took sides in a
bitter feud. Fischer-Jfrgensen has given her per-
sonal recollections (3) of how the controversy was
conducted.

Analysis of 38 sets of midsaggital vowel profiles
(7,8,9), collected fram the literature, confirm the
anomalous heights reported by Meyer and Russell,
and gave no evidence of intermediate configurative
apertures, i.e., of Bell’s class of central vowels.
It was concluded that the classical model was based
on an oversimplified acoustic theory and that it is
contradicted by physiological data, which weakens
its validity and explanatory power.

Catford and Fischer-Jgrgensen argue that critics of
the classical vowel model have tended to exagge-
rate. They question the value of radiographic data
as evidence against Bell’s model and they point out
that not all sets of x-ray pictures contradict the
model. Fischer-Jérgensen also maintains that cri-
ticism of the classical model is really directed at
amendments introduced by Daniel Jones, and that an
alternative articulation model based on resonance
phenamena in the entire vocal tract would be less
suitable for phonology.

CATFORD’S AND FISCHER-JPRGENSEN’S ARGUMENTS

The Value of Radiographic Data as Evidence

Catford emphasizes that Bell’s and Sweet’s vowel
descriptions were based on perceived muscular sen-
sation, not on objective (radiographic) records of
actual tongue position. "There is obviously a close
correlation between the objective and propriocep-
tive data, but one should not expect them to be
identical" (p. 23). This recognizes the difficul-
ties faced by Bell and Sweet when they judged
tongue positions from muscular sensation. But the
argument against the classical model is not just
that Bell’s kinesthetic vowel judgments are some-
times contradicted by radiograpnic evidence. That
could easily be allowed for and corrected. For
example, as Catford suggests, one could recognize
(1] as mid or half-open, although Jespersen rejec-
ted precisely that solution when he revised (10) in
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' 2 a. the x-ray pictures
ponse to Meyer s data. What Y |
%:il to confirm are certain tongue positions pr:—
dicted by the model itself from ge. r%Eade?'xzie
i i i based. e criti-
acoustic theory on which it was b2
cism is thus directed at’the empirical and 'cthc;i‘?;
tical structure of Bell’s model, and not at

personality or his phonetic skill.

Bell’s contemporaries nevertheless disputed several’

iti le, f€] in .-

stulated tongue posltions. For example, no-C
g?xglish let is low according to Bell but mid accor

- .- difg  to BEllis, Sweet and Storm. ~The [a] of father

is mid according to Bell and Sweet but low accor-

ding to everyone else. Jespersen found the posi-

tions for mid back and low back vowels ‘es;_?ec;ai_l.ly'
difficult to analyse. This is why phoneticians in-

vented measuring devices like C‘;randgent s d1§cs,

Atkinson s probe, zind-Burguet s pneumatic height

indicator and Meyer’s plastograms, and why t':l'l\ey
finally turned to radiography. The x-ray prof_l. es
show that mid back and low back vowels are diffi-
cult because thneir heights are random. The fact
that kinesthetic judgments of tongue po§1tlon
deviate from the true position underlines their un-
reliability and demonstrates the need for a more
reliable method of observation.

Which Sets of X-ray Profiles Support the Model?

Catford and Fischer-Jgrgensen point out that same
sets of x-ray profiles agreé with the tradlt}onal
description. But any statistif:al.sgwey <?f biolo-
gical events will contain lndlv:.Ldual items that
contradict the trend. The problem is that so many
sets of x-ray profiles do not support the classical
model on the intermediate apertures of ceptral
vowels, on tenseness and laxness and on the heights
of mid and low back vowels. There rm.Jst be other
principles governing the articulation of these
vowels. The radiographic data can be summarized as
follows (7,8):

- So-called central vowels do not have inter-
mediate configurative apertures

- The tongue is usually lower for high [1]
than for mid [e .

- Only one third of mid [o] usually came out
higher than low [a-al

- Two thirds of mid [o] usually came out
higher than low [a-a]

- Only one third of high [u] usually came out
higher than mid [ol.

is leaves room for many sets o.f profiles
S)-earcfl});; g&lt all right. The most disturbing aspect
of the x-ray data is the failu;e to subst:antlate
the class of central vowels, which was Bell's revo(—1
lutionary innovation. Jespersen (11, pp.18-19) 1;3
Coserved as early as 1889 that there were no low
central vowels, since the tongue made a dlscrfete
transition between front and back apertures owing
to the damed shape of the palate. The elusiveness
of the intermediate apertures may well_also be the
reason why phoneticians stayted referring to the
highest part of the tongue instead.

B .I g .
These points are not s

Daniel Jones and the Cardinal Vowels

states that the objections t:_o.the
e only valid as regan.is iev1512ns
i Daniel Jones in the classical system
lntroiﬁ:edpzyrpose of his cardinal va«n::*l chaFt (2,
fOEGO- 3, p.82). She particularly mentions (i) use
g:f t‘;me ’<highest point of the tongue as a reference

Fischer-~Jdrgensen
classical model ar

point, aad (ii) rejection of tense/lax. .

upported by the chronology. -

Jones’s cardinal vowel scheme, witl_'x its artlc;lzz.::
ry limits and auditory scales of tnnbr_e, was 3
promise between the organic Vand’acoustlc 1;:;:11'?12@{1;i
But the first editions of Jones s textbgo]'cs "me
were campletely in the org.anlc tradl..tlogi‘} e
Outline (i3) was already in press inl r' t
publication was delayed by the war. Jones §v egc?il
nition of Meyer’s report (13, p-19) smlardinal
the subsequent revisions of (13). The _c nal
vowel scheme was introduced in 1917: the x rayepre_
tures (14) were made in January, the gramophonardi_
cording (15) was issued shortly ?ftex.f, and a c(16)
nal diagram was included in Dent's dictionary . o'f
A brief preface was added to thsa 1922 r‘e-,[_)rlnlg23
(13), but a full accomnt was not given ’mtllt L
(17, pp.24, 27-41), followed by Jones s cogrélﬂle
tion to the 1925 Copenhagen conference (18) o
1932 revision of (13). The cardinal \_ro.vel ;ih X
was introduced after Meyer’s report, while (1 h::\e
not fully revised to include the cardinal sc! "
wntil after Russell’s report. One can hardly cgi_
clude that Meyer’s and Russell’s reports were(lg)
rected at Jones. On the contrary, Rusgell ol
welcomed the timbre scales of the cardinal v
scheme. But Jones and his asso?iates also ass o
that equal increments on the timbre scalgs t:.'orr o
ponded to equal increments of t:.ongue position -
Bell terms, so that the cardma:.L scheme has Et)ha .
served the classical model within 11’:self. In o
sense it is open to the same criticism as the ¢
sical model.

The highest point of the tongue, used by Jones as.:
reference in all his books from (12) onwards, "1
not a necessary camponent of the cardinal VoW
scheme. For Bell, the size and location of th:
postulated configurative aperture were .congléu:ge
with the high/low and front/back position o o
upper surface of the tongue. The immediate pl-’Ot_>
was to identify what part of the tongue was 1:alsen
and how far. By the 1880s, this had evidently bf.he
reduced to determining the highest part of o
tongue (Jespersen had occasion to emphasize tho
this does not coincide with the narrowest part ¢
the mouth channel, see above). The highest paftge
the tongue was already a well established .referenHe
point at a time when Jones was still a child. -
did not introduce the concept, he adopted an est
lished practice.

Jones’s first stand on tenseness was similar z
Sweet’s, tensing or relaxing of the tongue Wl"—::ere
difference of height (12, p.12). But there 12
others, like Jespersen (11,20), who belleved/e_
(broad) vowels were slightly lower than the cor:»as
sponding tense (thin) vowels. He held that this
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achieved by furrowing the tongue, or, .especially
for lower. vowels, by lowering it.” The issue was

_» - disputed, see' Sweet’s :-correspondence with Storm

(21). Sweet believed it was a matter of convexing
versus flattening of the tongue, all at the same
height. The problem was thus whether laxness was
distinct from height or whether it could be sub-
sumed with raising/Ilowering.

Jones gradually amended his fnitial stand. He re-
ported Meyer’s results (13, pp.19-20) and modified
his own view of laxness to admit lowering. He
finally rejected laxness in favour of lowering in
the 1932 revision of (13).. .
The criticisms of the classical model are clearly
not aimed at Jones’s usage, which represents his
various stands on older issues. His changing views
on tense/@, arnd especially his innovation of the
cardinal vowel scheme, were surely his way of
caning to terms with these very same objections to
the classical model as the were made by Meyer and
Russell. The objections refer to the fundamental
structure of the classical model as it was con-
ceived by Bell himself, and concern Jones only in
so’' far as the cardinal scheme reflected and perpe-
tuated the classical model.

The Utility of a Model Based on the Whole Vocal
Tract

Fischer-Jdrgensen does not expect an alternative
model based on the whole vocal tract to be better
than the classical model. She doubts whether sound
typology supports the four locations analysed from
x-ray data in (9) and she claims that this type of
model is less useful for phonology.

The model in question recognizes four major classes
of vowels depending on the part of the vocal tract
that is narrowed - palatalli-e,y=e]-like vowels,
velar [u-u,u] -like vowels, upper pharyngeal
[0-2,¥]-1like vowels and low pharyngeal [g-a-a]-like
vowels., Within each class, vowels are differen-—
tiated by local manoeuvres involving the 1lips,

tongue blade, tongue posture, larynx depression
etc. (9,23,24,25).

These manceuvres are related to the parameters of
the classical model as follows:

-

velum

° upper pharynx
- a

lower pharynx

Fischer-Jgrgensen’s reference, to typology does not

© "take into account the allophonid yaridtion that is-

typical ‘'of "small" vowel systems: - A- two-phoneme
system like Kabardin contrasts a ‘sét” of low
pharyngeal [2 a]-like allophones with a set of
palatal, velar and upper pharyngeal (uvular)
allophones, phonemically low pharyngeal versus the
rest. In three-phoneme systems, there is_usually
variation between velar [u]-like and upper pharyn-
geal [o]-like alloghones. The same goes _for the
four-phoneme system quoted by Fischer-Jérgensen.
Whatever the language and however simple the vowel
system in terms of phonemic contrasts, the speaker
utilizes all four locations. '

Fischer-Jgrgensen cites instances of vowel systems
that, she claims, cannot be handled without three
or four degrees of height (openness), whereas I
proposed just two degrees of jaw position. This
was based on radiographic data that showed the Jjaw
opening tended to be narrower than about 9 mm for
[i_u]—like vowels (typically 5-7 mm) and wider for
e-o-al-like vowels (typically 10-12 )
(23,24,26). The term openness is used in two dif-
ferent senses here, lingual and mandibular respec-
tively. 1In the view of vowel articulation outlined
above, the classical heights are redistributed
between the open/close jaw positions and the four
locations along the vocal tract. The categories
for which Fischer-Jfrgensen requires four heights
are still available, but now defined in terms that
more closely reflect the manceuvres used in speech.

For example, using more tongue heights enables her
to make more generalizations, such as recognizing
that mid [e,$,0] diphthongize to [is,ys,us], while
low [0] does not, a case that would be impossible
to express without more heights. ILet us say
instead that [a] is low pharyngeal, characterized
by hyoglossal and glossopnaryngeal activity, while
(e,g,0] and [i,y,u] share genioglossal or stylo-
glossal activity:

+open

This solution makes predictions about the motor re-
organization underlying this change.

I prefer to ask if it is possible to handle vowel
systems in terms of resonator shaping by observable
manoeuvres with known neuromotor activity. Such a
model is a more effective instrument of prediction
and explanation and should vyield more plausible
phonetic explanations for phonological problems. A
test case is vowel harmony, which Fischer-Jdrgensen
believes can only be formulated very clumsily in
terms of four places of articulation. However,
Svantesson (22) has found that precisely this type
of model provides the key to a solution of the
problem of harmony and vowel shift in Morgolian, by
focusing and capturing the variations in pharyngeal
width that characterize this phenamenon.  Formula-
ting the problem in this way, Svantesson demon-
strates that harmony in East Mongolian and its an-
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, cestor, languages Ancient and Classical Mongolian

are related.-The .
phiaryngeal harmony turns out to be a simplifica-
tion, which offers an explanation for vwhy there are
no known examples of a shift in the opposite direc-
tion.

CONCUUSION

Catford asd Fiscfmi-Jgrdeiisen have Gefended - the

. classital model by quéstioning the data and by sug-

gesting that the objections were really aimed at

Daniel Jones. I have argued that hypotheses about. |

articulation must be tested with the best available
data, and I have shown that Jones’s various amend-
ments in fact represent his personal stands on
older issues and that they were introduced in
response to the data that contradicted the clas-
sical model.

The evidence against the classical model continues
to recur and the same data consistently support an
alternative solution. I do not see it as an exagge-
ration to report that the same data simultaneously
provide confusing evidence for one interpretation
and consistent evidence for an alternative inter-
pretation.
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ABSTRACT

This paper reports the results of model experiments
designed to test hypotheses concerning the articu-
latory correlates of vowel reduction in Bulgarian.
It is concluded that reduction can be explained in
terms of neutralization of mandibular depression,
of lingual and labial campensation for mandibular
variation, and of labial activity.

INTRODUCTION

Vowel reduction in Bulgarian is characterized, in
traditional terms, by raising and not by centrali-
zation. There is a reducing set /e,0,a/, whose re-
flexes merge with those of a non-reducing set
/i,u,%/ in unstressed syllables in informal speech
(/e/=—[il, /Jo/—[u]l, /a/—[Z]). The character
"3" denotes an [e] or [3]-like timbre.

The actual occurrence of vowel reduction in
everyday Bulgarian speech is subject to normative,
social and dialect constraints (1). Unstressed /a/
is reduced in all dialects. Complete reduction of
both /e/ and /o/ is limited to eastern dialects,
but they are reduced to a varying extent elsewhere,

F2 Hz
3000 2000 1000 500
" A " N
. b 200
n /u/
< 3
/e/
/&/
L - 600
4 -% ’8/ L
A
v T T 1000
F1 Hz
Figue 1

The frequencies of F1 and F2 for stressed vowels in iso-
lated words and in focused words in sentences. The large
variation in F2 for /u/ is related to consonant environ-
ment (high F2 with preceding dentals).

depending on the formality of the situation. The
reduction of /o/ is common in the Sophia dialect,
but /e/ is frequently not reduced.

Figure 1 shows the F1 and F2 frequencies of the
vowels in fully stressed syllables, recorded by an
informant from the Sophia region. The examples of
/u/ with the highest F2 frequencies are preceded by
dental consonants. The position of /3/ is central
and midway between /e/ and /o/ (F1l about 350-450 Hz
and F2 about 1300-1600 Hz), agreeing with the tra- .
ditional analysis of the Bulgarian vowel system
with /3/ as an "indeterminate" mid central vowel.

However, the well known correlation between tradi-
tional tongue feature usage and formant frequencies
does not express a causal relationship, since all
parts of the vocal tract contribute te each reso-
nance. One cannot deduce articulation by transla-
ting F1 into "height" and F2 into "backness". Fur-
ther, it was formerly believed that a central
tongue position narrowed the mouth channel at scme
point between the hard and soft palates, but this
is not substantiated by midsagittal x-ray profiles
(2,3). Instead, the vocal tract is narrowed at one
of four locations: along the hard palate for [j-g]
and [y-e]-like vowels, along the soft palate for

F2 Hz
3000 2000 1000 500
N . N A
J - 200
J - 800
[
4 L
A
; r v . 1000

F1 Hz

Figure 2

The frequencies of F1 and F2 for unstressed /e,a,o/ in
isolated words, compared with the stressed vowel areas
(Fig. 1). The variation of F2 for /o/ is related to con-
sonant environment.
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F2 Hz

500
00 .
3000 2000 A

e
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o,_——u-—-ll

v v “‘/

- 600

g

-~ - 1000 .
FTHz

R e tressed /i,nu,3/ in
jes of F1 and F2 for uns

nglgizgue‘:;;ds, campared  with the stx.ressed vgetoareas

?Fig. 1). The variation of F2 for /u/ is relat con—

sonant environment.

i i r pharynx for
- and -like vowels, 1n t]'}e uppe:
%g_:% and H%—like vowels, and in the lower pharynX
for [2-a]-1like vowels.

xaminati - iles by Tilkov (4,5)
ination of x-ray profi _ '
I‘;::L'ndi.cra:?:es that the tongue articulation fﬁ)rr) /8/ ;22
/a/ is similar, with a pharyngeal narroxfr; g;‘s e
main difference is that the ]gvgfopen(x:eg s lese
i imilar differen

for /&/, as in the siml n
E)glen and [i] " and between [o] §nd [ul. 'l‘hece1 sPect:;:e
effects of these manoeuvres will be test in
model experiments.

i / shifted F1
i 5 shows how reduction of /e.a,o,a
gxlngz well beyond the contrastive spectra of th:
accented vowels, in many cases causing _coalezg:gzd
with /i,u,%/ respectively. 'I‘l;e ﬁﬁtﬁsreinfor—
i ig. 2 reflects the extent to : f
nanm f—.‘l ghas respected the norm and avoided Eedfﬁa
: : . o
i st obvious in the recordmgg o
ri?.;iswas x\:J\.\ixen the words were placed m.sentences,
there was more reduction, but /e/ , t%:plca{];:\gt f—_:;
i most resistant. E‘1c__;ur_'e s
r;\;lezetga of weak /i,u,%/ are similar to those of the
respective stressed forms.

. . £

ible vhonetic explanations fo;' this pattern ©O
E‘Zfiiiiong;nclude (1) relaxed artlculator%/‘ contr?‘;
neutralizing articulatory canponem_-_s of the n?:ion
duced vowel and leading to a continuous tr:rl\:]_ma_
between unreduced and fully reducgd forms. te e
tively, (ii) switching between integral articu ?_d
tions by substituting different manoeuvregs, dwoun—
lead to discrete jump§ between reduc_ an tno
reduced forms. Explanation (i1) is, by its na u];e,
categorical. Phonological accounts are also,. or
convenience, categorical. The spectral regress;or'\s
between nonreduced and fu}ly reduced /e,0,a/ in
Fig. 2 support explanation (i).

MODEL EXPERIMENTS

f selected articulatory
The spectral consequences OL € :
manoepuicres are studied by manipulating the contours

F2Hz 2000 r 1oloo - = . °
L]
200
Ra
! VEL q400
re/ DEN /o/
-1600
1800
/a/
N - : 1 F1Hz
Figure 4

d unstressed
i 1 and F2 for all stre.ssed an
Regresjlonsﬂcé i;o/ renderings are div1ded.1r'1tc'> subclasses
/gclzg'rgi;\g to consonant environment: word initial /of @,
;receding velars (VEL), preceding dentals (DEN).

of vocal tract profiles and then ccmp\..lting *Y_‘ne rll—‘g-
sonance frequencies for each new configuration. i
rationale for selecting manoceuvres to experimen
with is outlined in detail at each ezcample. The ge-
neral principle is to deduce appropriate manogu\lrres
in each case from knowledge of spgech physiology
and the structure of each vowel configuration.

raphic data in Figs. 2, 3 were o‘?tamed
rI;i"xce)rnspggtrx?:ca)rcipsimrecorded in isolation al?d in ?gr)x—
tences, both in focal and nonfoca} pOSLtlon;et hOd.
The recordings were analysed using an LPC fra.n
The trends of the gradual spectral transnélogz bron
the nonreduced renderings to the fully_re uc iy
derings are captured by lineal:: regre§51ons in oduce
4. The aim of the model expt_arut\ents is to reg;uvres
the regressions by subtracting s?lected nlman
from complete [e¢], [a] and [o]-like profiles.

i 15
is of published radiographic data gor same

Tﬁi(ljyuzqes (E7)) indicates that, for nonhigh a;/)oa:zls,
the mandible is usually depressed beyond bO o
mm, typically to about 10 mn. larger opi(ll gs, °
say 15 mm, would occur for example 1n p;lb 1cumb speakling.
ing. Smaller openings would occur 1n nll e
Usually the tongue campensates for mandibula: it
ation by maintaining a suitable degree of narOr "
of the palatal passage, of the velar passage
the pharynx, as the case may be.

Pharyngeal /a/

The first experiment examines the effect of \l’aflg‘l;%
the jaw opening from 14 to 6 mm with full 11 de
campensation in order to maintain the 9P‘}U“\’f‘on is
gree of pharyngeal narrowing. This modificatl
illustrated at A in Fig. 5.

The next experiment assumed that lingual Cd“ieoggie
tion is turned off during reduction (the st
would not be drawn back .into the pharynx at iic of
jaw positions). Another likely chaxracter].st'lvity
reduced /a/ is that the typical pharyngeal ac 1t in
is weakened. Both of these features will resut- .
a wider pharynx and narrower palatal passage.
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Figure 5

Modelled jaw opening variation 14-6 - mm in an /a/-like
configuration: with full lingual campensation (A), no
lingual campensation (B), and weakened lip spreading (C).

Figure 6

Modelled jaw opening variation 14-6 mm in an /e/-like
configuration: with full lingual compensation (D), no
lingual compensation (E), and weakened lip spreading (F).

Figure 7
Modelled jaw opening variation 14-6 mm in an /o/-like
confiquration: with full lingual (G) and labial cauwpensa-

tion, no lingual compensation (H), and elevated tongue
blade (I).

combined nodification is illustrated at B in
Fig. 5. ’

A further possible reduction effect is neutraliza-
tion of lip spreading (C in Fig. 5).

Palatal /e/

The same variation of jaw opening between 14 and 6
me with perfect lingual comperisation for /e/ is il-
lustrated at D in Fig. 6. This maintains an ideal
degree of palatal constriction. E in Fig. 6 illus-
trates the same mandibular reduction, but without
lingual compensation (the narrower palatal passage
due to the higher mandible position is not correc-
ted by lowering the the tongue).- Again, a further
possible feature of vowel reduction is neutraliza-
tion of lip spreading (F in Fig. 6).

Pharyngovelar /o/

The profile modifications for raising the mandible
from 14 mm to 6 mm with perfect labial and lingual
compensation in /o/ (to maintain an ideal lip open-
ing and degree of pharyngeal narrowing) are illus-—
trated at G in Fig. 7. Mandibular reduction with-
out lingual or labial campensation, with reduced
pharyngeal activity and weakened . lip rounding is
shown at H in Fig. 7.

Figure 4 shows that reduced /o/ preceded by dental
consonants in the informant’s speech had a higher
F2, which is probably due to the tongue blade re-
maining elevated in /o/. This modification is il-
lustrated at I in Fig. 7.

RESULTS

The results of the model experiments are recorded
in Fig. 8.

Full campensation

With full lingual compensation for mandibular vari-
ation 14-6 mm (and labial compensation in /of), the
vowel spectra remained in the respective contras-
tive areas of the nonreduced vowels (A, D, G; can-
pare /a,e,o/ in Fig. 1). This illustrates the
extent to which compensated mandibular variation
contributes to the normal spectral variation of
stressed vowels in speech. .

No lingual compensation

The simulated reduction of /a/ (B in Fig. 8) com-
pares well with the /a/ regression in Fig. 4. The
wider pharynx, narrower palatal passage and nar-
rower mouth opening resulting from an uncampensated
smaller jaw opening shifted F1 and F2 in the
direction of the observed regression.

The simulated reduction of /e/ (E in Fig. 8)
shifted the spectrum towards an [i]-like vowel, but
with a high F2 rather than with the lower F2 exhi-
bited by the informant (Figs. 2, 4).
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The results of the modellad articulatcry mdifications
(Figs. 5-7), for coparison with the regressions cbserved
in the infamant’s speech (Fig. 4).

The simlatad radxction of /o (3 in Fig. 8)
cxpares well with the regression £or /of trecedsd
by velar consarants {(Tig. 4).

weaxaad lio soreading

—

Two experizents also assuned weaksned lip spreading
£r the soread-lip vowels /e,a/. The results are
recordad &t F and C respectively in Fig. 8. Cor
var=d with E a3 B, F2 is lower. Scth B an3 C
stift the /af spectira towards the /% arsa.  Sor
/2!, the weakanad lip spreading () metches the e/
regression ceserved in the infuwrmant’s  spescth
(sizs. 2,4).

Elxatad tonge blade

The Hinal experiment addad an elevmad tongee blade
w0 the simlatad raductions of /o/. Twe resuls, il-
lostratad 3t I in Fig. 8, is a higher 2 coopared
with . This corpares well with the regression Sor
/o/ preceded by Gertal comsarants (Fig. 4).

SISCUSSTON 1D CONCIUSINS

Tre articulatory behaviowr nodsllad in the  experi-
Terts successiully remrodaced the spectral reduc-
Hon recordad £om the inSormars. The results  de-
mrstraza that the raduction of lgarian /e,0,a/
can be explained in terms ©f mervalizasion of mar—
&oular Jepression, of lip spreading or randing,
and of linqal and labial compersasion for mendibo-
lIar variasion. This asspes the- reduction is a
process of steraction, amd not are of substitiring
2 rew set of mancewvrss Sor the raduced vowel. The
Sadal soectral! tramsition & rorredxced to
Z2lly redoced depensds oo which corporests tarven to
be tiomad down and Yow far. I there is a hierar-
v for rexmalizstion, we suggest the following
crisr: mandimular Jepression, COmpensasion, lip

3ChIVitY.

The formant frequencies yielded ‘ile the experiments
d not reproduce those of the informant exactly,
To do that, it would be necessary to moc_lel the in-
£rmant’s own vocal tract. The results have genera)
interest precisely because the oObserved spectra)l
tendencies were reproduced by manipulating a set of
profiles that were chosen at random.

we propose that the feature that distinguisl:les the
rafxing set /e,0,a/ from the nonreducing set
/i,4,3/ is the degree of jaw opening, and that the
cther rthonetic correlates of reduction are sub-
smed. The reducing set are [open] and the
rcrradacing  set  [nonopen].  Vowel reduction in
3ulgarian will then be captured by the following

Trulie:

[+open] —> [~cpen]
[-stress]
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ABSTRACT

The acoustic features of vowels and fricatives are ex-
amined in the Tésponse patterns of a model of auditory
processing. For the vowels, a few harmonics dominate the
peaks of the internal Tepresentation, reflecting the formant
structure by their spatial locations, and the Jront cavity
resonance by their relative amplitudes. For the fricatives,
the most prominant feature extracted is the location of the
cut-off frequency in their highpass-like spectra.

tic elements of speech sounds and theijr relevance to per.
ception and articuation. In recent years, important dis-
coveries in peripheral auditory function (both at the basi-
lar membrane/hair cell level [1-3], and from auditory-nerve
recordings (4], have facilitated the construction of cochlear
models that can adequately replicate the primary response
features in the auditory nerve [5]. With such models, it is
relatively easy to analyze the response patterns associated
with a wide variety of speech sounds, and under many signal
conditions, Speciﬁca]ly, it is now possible to generate in-
ternal auditory representations of the acoustic spectra, and
hence to. examine closely the expression of such acoustic
features as vowel formant locations, amplitudes, and tran-
sitions, and fricative spectral shapes. It is important to
note, however, that beyond the peripheral auditory stages,
little is known about the central neural networks and the
Processing they perform on the cochlear outputs. This adds

may be irrelevant for phonemic perception and classifica-
tion if the central nervous system ignores, or is incapable
of processing them, We shall address this point further af-
ter first illustrating the Tresponse patterns to the stimulys
/position/ (Fig.1), as generated by a cochlear model,

The peripheral auditory model consists of a linear for-
mulation of basilar membrane mechanics, a fluid-cilia cou-
pling stage which transforms membrane vibrations into hair

National Institytes of Health, Bethesda,

cell cilia displacements, and a simplified description of the
inner hair cell nonlinear transduction of cjlia displacements
into intracellular electrical potentials. The potentials at
each hair cell along the cochlear partition is then taken as
a measure of the probability of firing of the nerve fiber in-
nervating it. Many more details of cochlear function can
be incorporated in such models, e.g. adaptation at the
hair cell/nerve synapse [6], active mechanisms of basilar
membrane motion [7], the effects of the middle ear muscles
and of the efferent system [8]. This simplified model repro-
duces the major response Properties observed experimen-
tally, especially with relatively steady and broad-band stim-
uli like vowels and fricatives, The outputs of the cochlear
model are computed at 128 equally spaced locations along
the cochlear partition, and are a]] displayed together as a
2-dimensional spatiotemporal pattern representing the en-
samble activity of the tonotopically organized array of ay-
ditory nerve fibers [9]. The spatial axis is labeled by the
characteristic frequency (CF) of each output channel, j.e.
the frequency of the tone which produces itg maximum fi-
nal output at that location (see below for further details of
the central Processing of the cochlear outputs},

The responses to the vowel portions of the stimulug
(/1/,/u/) posses a typical structure that is observed in all
experimental data (10,11] - that is the dominance of the -
entire pattern by a few stimulus harmonics, These har- -
monics correspond to the largest components located near’
the formants_ of the stimulus spectrum.  They excite trav-
elling waves along the basilar membrane which are evident
in the fine temporal structure and spatial spread of the re-
Sponses. Because of the unique asymmetrical shape of the
cochlear filters, the waves decay in amplitude, and begin to

sponses, the identity of the underlying dominant harmonics
can be deduced from two sources: (1) The temporal course
of the response (e.g. by measuring the frequency of the
synchronized response), or (2) by the location of the above
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described features along the spatial axis (le. a tonotopic
axis). Thus for the vowel /1/ (Fig.1), there are two re-
sponse domains, the first is the apical region CF < 2 kHz,
corresponding to the F; harmonics (2-3), each of which de-
caying and experiencing phase shifts at its appropriate CF

_location. An abrupt transition in the response patterns oc-,
‘curs at approximat}aly 2 kHz as the harmonics associated
with the higher formants become dominant. These tre\nds
are seen again in the /u/ vowel responses, where Fj is at
a lower CF location (~ 250 Hz) and F is considerably
weaker.

The auditory responses of the fricative portions / z/,/8/
differ considerably from those of voiced vowels. To start
with, there is a random component in the excitation that
is quite evident in the cochlear responses as randomly ini-
tiated travelling waves. Another distinctive aspect is the
predominance of the high frequency components and their

_sudden decay at a different location for each of the frica-
tives. For the voiced fricative /z/, there is an additional
voiced component in the excitation waveform.

The CNS derives its auditory percepts from the cues
available in the spatiotemporal outputs of the cochlea. The
identity of these cues and the way they may be extracted
and processed are two issues that are essentially inseper-
able. In the cochlear patterns, there is an abundance of
spatial and temporal cues to the physical parameters of the
stimulus [12]. However, given the complexity of the extrac-
tion algorithms involved, only a subset of of these cues are
probably relevant in that the CNS is actually capable of
utilizing them. Since little is known about the anatomical
and functional role of the neural networks of the central au-
ditory system, little can be said in support of any process-
ing algorithm aside from the general plausibility arguments
regarding its biological implementation and the degree to
which the isolated parameters explain the psychophysical

measurements {13]. ’ . .
In viewing the cochlear outputs as spatiotemporal im-
-ages, a set of cues emerge that are robust and particularly
- "easy to extract. These are the spatial edges due to the
asymmetrical shape of the cochlear filters [9]. As noted
earlier, such edges occur ‘at the regions separating the re-
sponses to the strong, resolved components of the stimu-
lus. While the expression of these edges is dependent on
the integrity of the phase locked reponses (i.e. the ability
to visualize regions of different temporal character), they
can also appear in the high frequency regions (where phase
locking is minimal) as the peaks and valleys of the spa-
tial average rate profiles. In all cases, the location of these
edges along the tonotopically organized spatial axis, and
their saliency, are reliable indicators of the stimulus fre-
quency and amplitude [13]. As with normal visual images,
such spatial discontinuities can be detected and highlited
by relatively common and simple neural networks as the
lateral inhibitory networks (LIN) [14].
We have processed the cochlear patterns of a wide va-
riety of sounds with models of recurrent and nonrecurrent

The results shown in Fig.2 for part of the
word /position/ and in Fig.3 for a vowel series, are gener-
ated with a two layer LIN: the first nonrecurrent and per-
forms the initial edge detection and extraction, the second
is a recurrent version which further sharpens the outputs
of the first layer and preserves only locally large peaks [15]
For the vowel portions of the stimulus, the LIN’s typically
extract two or three peaks corresponding to the components
near the nominal formant frequencies of the vowels; an ad-
ditional low frequency peak sometimes appears correspond-
ing to the fundamental or second harmonic components of
voiced sounds (especially for females). The variability in
the locations of these peaks for different speakers and sexes
seems to be similar to that observed in traditional spec-
trogram outputs [15], though this remains to be confirmed
with much larger data samples. An interesting aspect of
these and other vowel outputs [15] is the systematic change
in the relative amplitudes of the high-CF and low-CF peaks
(or equivilantly, the location of center of gravity of the pat-
tern) for different vowels (Fig.3). Thus, for high vowels
(e.g. /iuf), the high-CF peak is always relatively large
when the constriction is fronted (as in /i), and vice versa
in the back vowel /u/. In all close vowels (e.g. the frontal
/i,y/ and back /u/), the place of the constriction seems
ta be the primary factor in determining the overall weight
distribution of their outputs. Lip rounding seems to have
only a secondary effect, increasing slightly the relative size
of the higher CF peaks. The open vowels /e/ and /3/
occupy an intermediate position in that the two peaks are

LIN’s [13,15).

comparable.
These relations are summarized schematicaly in Fig4.

On the left, the vowels are organized along a continuum in
the plane of A;,A; - the relative amplitudes of the low and
high-CF peaks respectively. The small arrows indicate the
effects of lip-rounding. The figure on the right illustrates
the organization of the same vowels on the plane of two
articulatory features: The open-close axis reflecting tongue
height, and the front-back axis indicating the position of
the constriction. These two figures are closely related, in
that the vowel continuum in the A;,4; plane (left) can be
thought of as the continuum that would result if we project
the vowels in the articulatory plane unto the front-back
axis. Since movement along the latter axis correlates well
with the length of the front cavity, the organization of the
vowels in the A;,4; plane (i.e. the relative height of the
LIN peaks) may also reflect the effects of the position (fre-
quency) of the ‘front cavity resonance’ and the so-called
F; [16], which also move in the same direction for this se-
quence of vowels [17). Finally, the effects of lip-rounding in
t}}is schematic are viewed only as local modulations (in the
direction of the arrows) of the parameters already estab-
lished by the articulatory features. Therefore, it is possible
to reach the same point along the vowel continuum of the
left figure with different combinations of lip-rounding and
front-back articulations (17].
Correlates of the pitch percept associated with voiced
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Fig.1
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Fig.2
Fig.3

Xt WES -
20 *ANINOIUA D1LSINILIVHVKD

ZHX TADNING3NA O1is 18310vayH)

The LIN outputs of a series of
vowels as indicated. The movin

g av-

erage window is 10 msec wide.

S
c

luf g

Ly /=7 /.U/

Ter

’z/

{il

63




A ghit
2,
el
Hol open close N
. . %3: : S | PR
A oo
bobar _J

back F,

Fig.4
A schematic of the relationship among vowel model pa-

rameters (left) and articulatory features (right).

vowels can also be descerned in the LIN responses. In Fig.2
outputs, this is seen in the beating of the LIN peaks at the
voiced portions of the stimulus!. The origin of this tem-
poral character is the combining by the LIN of locally djs—
similar waveforms at the regions of discontinuities in the
cochlear patterns. These responses are due to different re-
solved harmonics of the same fundamental, and hence beat
at this frequancy [15]. As expected, in the LIN outputs of
unvoiced fricated speech (e.g. /5/, and the high CF region
of /z/) the regular beating is absent.

The LIN outputs (Fig.2) of the fricatives show major
peaks that correspond to the most important discontinuity
in the spatiotemporal patterns, i.e. the edge created by the
rapid cut-off of their high frequencies (Fig.1). The down-
ward CF shift of this peak from that of /z/ to /§/ reflects
the lengthening of the frontal cavity which largely deter-
mines the high frequency extent and overall spectral shape
of the fricative {18].

In summary, auditory processing of speech phonemes

isolates specific features that may play an important role
in the perception and recognition of these sounds. These

auditory features can be related to articulatory aspects such

as the formant resonances of vowels and the front cavity

resonances of fricatives and vowels. They also contain cues
to other attributes of the speech signal, e.g. pitch.
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EVALUATION OF DISTANCE METRICS USING SWEDISH STOP CONSONANTS
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ABSTRACT

In recognition algorithms and certain
theories of speech berception the process
of signal interpretation is modeled in
terms of distance metrics comparing the
signal with stored references. In order to
evaluate such metrics, listening tests were
performed. The stimuli were short (about
26ms) fragments derived from the

consonantal release of Swedish 31C:V2
"words". A stop (b,d,g,g) appeared in a
systematically varied context of

phonologically short vowels (i,e,a,o,u).
The test yielded confusions which appeared
to make qualitative sense in terms of the
acoustic properties of the stimuli.

The spectrum level of the stimuli was
measured at two time points after the stop
release. Euclidean distances were
calculated using spectra derived by means
of 1/4 octave filter analyses. Two kinds of
distances were calculated: static, based on
spectra sampled at the first time point,
and dynamic, based on the differences in
spectral change between the two samoling
points. Linear regression analyses
performed on symmetrized percent confusions
versus stimulus-reference distance produced
correlation coefficients of -.85 (static),
~-.83 (dynamic), and -.92 (static and
dynamic combined.)

INTRODUCTION

This investigation is based on the
Cconception of a perceptual space for speech
sounds where the distance between different
sounds reflects the degree of their
perceptual similarity. The greater the
similarity between two sounds, the smaller
the distance between them. Similar sounds
tend to be confused with each other,
therefore the number of confusions between
sounds can be used as a measure of their
berceptual distance. A further assumption
is that correct identification of a sound
indicates minimal distance from a stored
reference. :

For both theoretical and practical
Teasons, it is often desirable to be able
to predict perceptual similarity from

Department of Phonetics
$-106 91 Stockholm Sweden

acoustic data. Such Predictions are
important especially in automatic speech
recognition. To implement such a model, it
is necessary, on the one hand, to find a
realistic transformation of the speech
signal, e.g. in terms of a realistic
auditory model, and, on the other hand, an
empirically calibrated distance metric.

ELICITATION OF PERCEPTUAL CONFUSIONS

The aim of this study is the evaluation
of such a prediction model for Swedish
voiced stops. It has been shown for Swedish
/1/ that there considerable
coarticulation effects for such stops in
intervocalic position. To make use of these
effects, stimuli of the form V)C:V,y, were
prepared, where the consonant was [b,d,d,g!
and the vowel {3,¢,2,2,vl. The resulting
one hundred nonsense words were read in
random order by a male speaker of the
Central Swedish dialect. The Swedish grave
accent was used in order to give both
syllables about equal prominence.

From these "words" shorter stimuli were
brepared by cutting out ca 26ms long
Segments beginning at consonant release.
For simplicity, these stimuli will
henceforth be referred to as "Burst"
although they can contain also the
beginning of the vocalic transitions.
Notwithstanding the fact that the duration
of the noise burst varies with place of
articulation, alil stimuli were given the
same length in order to avoid letting
stimulus length constitute an extra place
cue.

A tape was prepared where each "Burst"”
stimulus appeared three times. The order of
the stimuli was randomized. 20 native
speakers of the Central Swedish dialect
listened to the tape, their task being to
identify the consonant.

The results of the perception test are
shown in 25 confusion matrices, one for
each vowel context (Fig.1). In each row of
matrices the preceding vowel changes from
front to back while for each column of
matrices it is the following vowel that
changes in the same manner. Comparing the
results by vowel contexts and consonants,
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I-1 £-I a-I 3-1 u-I
bddg bddg bddg bddg bddqdg
be3[3T2]12z] [8f |2 82(3]7 (8] [67][8[2]23] [ss[10[2]2
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q|_[32[e8 20[80 28702 (2]28]es]5 25(73( 2
glefss(22[32] [17]3s[3f3s] [2fz7fwefs3] [7[a27fe3] [aofz0f1s)sS

1-3 €-a 3-a J-3 U-3
bddg bddg bddg bddg bdqg
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= d{z[rsiels | [oleri[2] {2]m( 8 [66(23|3| [10(63]27
§q 40]52[8 | {2][28]e8]2 [BEAREHEE 13[g5{ 2
— g{3iis]2[r0] [3]18[B3[se] [5[isi2[78] [10[17[13}s0] [28]23[13}36
(V2]

I-9 €-2 a-a 3-2 U-2
bddg bddqg bdqg ddqg bdqg
boo[2Ts]3] T=T-T-T=1 [z [s[3] [s1z]5[z] [es][2]s]e
df3fes[37{12] [3]ss35[7] {5 [w0fso[5] [z]55[+0]3 48]35/17
df7hs{rs]3 10les}2| [31a]e9 2[18[s0 1315[62{10
gl1s 8s| [13] [3lee] [25] [7]e8] (37[2[3]sel [az] 256

I-u €U a-v U v-U
bddg bddg bddg bddg bddg
bio2l (3]s [92] {s{3] [ss 2| {os] J2[2] [es|s][s]s
d|_le3|32]s | [s[s{17)18] [s[rs[s7]2] [toszlzs[z3] [3137{30]30
d|2]20]78 18(79[3] [33(13[32[22] [13(a (75| {5 [23[59[13
glre[2]2]m] [2 68 [27] [sles] |12 [Z[ee] [63 37

Fig.l. Confusion matrices for "Burst"

stimuli in 25 vowel contexts.

it can be seen that the confusiong form a
regular pattern. For example, (gl in frant
vowel context was often confused with t.:he
dental and the retroflex, but seldom with
the labial. In back vowel context, on the
other hand, the velar was often confused

"with the labial but almost never with the

dental or the retroflex. The consonants
seem to have been easiest to identify in
the context of /a/. The influence of the
preceding vowel was less pronounced than
that of the following one. (For more
details see /2/). Perceptually, the
distance between the velar and the dental
is thus small in front vowel context and
large in back vowel context, while the

reverse is true for the pair labial-velar.”

USING PHYSICAL DISTANCE MEASURES TO PREDICT
THE PERCEPTUAL CONFUSIONS

A qualitative comparison of stimulus
spectra showed that there are pronounced
coarticulation effects and, also, that
these can have influenced the direction and

the confusions. With such effectg
?:nt:nefngf three modgls were chosen for
defining the acoustic distances t9 be
correlated to the perceptual confusiopg,
The first model was based on formapt
frequencies at the moment of consonant
release, and the second on sone-Barg

3/.
spe;;:at{xi{"d model was based on bandpasg
filtered spectra sampled at two points ip
time: ty, integrated over the first 10mg
after consonant release, and t2: 10ms
later. The measurements were carx.'led out
with 14 digital 1/4 octave filters,
covering a frequency range from about .4xys
to about 4.5kHz. The measured soung
pressure levels were plo?:ted as a function
of frequency. The resulting spectra showeq
similarities and difference.s~ not only
according to the place of artlc.ulatlon of
the consonant but also acqordlng to the
following vowel, thus forming 12 groups:
labial, dental, retroflex, and velar stops
read in in the context of a folloylng front
vowel, /a/, and back vowel. Differences
within gr¥oups being small, mean values were
calculated for each group, both a}t tl a.nd
at t,. The t; spectra were normalized wn‘:h
respect to their mean SPL in order'to av<_>1d
including differences in overall intensity
into the distance measure. Two examples of
the resulting spectra are shown in Ficj.z.

Distances between spectra were then
calculated for t,. the result was c.alled
"gstatic" distance, using the Euclidean

metric:
14
- L' — L. 2
Dstati'j = E i,n j,n
N het
Eq(1)
Dstat.; . ='£he distance between stimuli i

and jla'e time t
L; .= the level in band n
i,n
The changes in spectrum level that occeur
after stop release show chara;tenqtlc
differences with place of artlgulatlon.
These dynamic differences have in recel:xt
years been investigated especially in
connection with the question of acoustic
invariance for stop consonants /4/. |
Comparing the change in spectrum leve
of the twelve spectra, it could be see;l
that at low frequencies the spectrum leve
rises during the interval between ty a.nd 4
for all spectra, and is comparatively
steady at 1.5kHz. It is at freq.uenC}es
above 1.5kHz that the amount’ and d).r.ectlo?
of the change varies in a systematic way:
before front vowels the level goes up fgz
the labial, remains unchanged for the
dental, and drops for the retroflex and t :
velar. Before /a/ the level also rises fOt
the labial, but in contrast to the fr:O;lle
vowel context, the level drops for both ; :
dental and the retroflex but is stable 01
the velar. In back vowel context the leve
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Fig.2. Examples of spectra sampled at two

time points after stop release. 1/4 octave
band-pass filters were used.

remains stable for the labial, while
dropping with all other Places of
articulation, although the drop 1is
comparatively small for the velar. It thus
seems that although the change in level is
dependent on place of articulation, the
following vowel must be taken into account
too. There tends to be less change if the
spectra of the consonant and the following
vowel are relatively similar as is the case
for the dental and front vowels, for the
velar and fal and for the labial and back
vowels.

The dynamic distances were calculated
in a similar way as the static ones with
the help of the Euclidean metric, but on
non-normalized spectra and only for the six
filter bands above 1.5kHz, that is in the
frequency range where there were systematic
differences between groups:

[
Pdyny =\/§"Ci,n = C5,n 2

neyg

Eq(2)

where Ddyni’jr- difference in level change
in dB from t{ to t, between stimuli i and j
Ci,n’ level change for stimulus i, band n

Before performing regression a

. nalyses
correlating acoustic

distances and
the results of the

the answers were symmetrized
according to a method described by Klein,

and Pols /5/. The regression
analyses were then calculated between the
symmetrized confusion data and three kinds
of acoustic measures: (1) static, i.e.
difference between spectra at t;; (2)
dynamic, i.e. difference in the amount and
direction of change in two spectra; (3)

] ynamic distances combined
according to the equation -

Dy, 5= V(Dstati'j)2 + (Ddyni’j)z

Eq(3)

w}}ere D; 3= combined static and dynamic
distance between stimuli i ang 3

The resulting correlation-coefficients
are shown in the table below.

r(tl) -- static:

Front vowel /a/ Back vowel
-078 "~93 "055

r(t2-t1) -- dynamic

Front vowel /a/ Back vowel
-.78 -.94 -.14

static + dynamic

Front vowel /a/ Back vowel
-.80 -.98

-.58

It can be seen that good predictions can
be made only for consonants before the
vowel /a/. The results were especially
negative for the back vowel context. What
could be the reason for this? A possible
answer could be that the listeners, if they
could not recognize the following vowel,
used a strategy somewhat different from
that assumed here. Even if we are correct
in assuming that. a comparison of the
stimulus with a stored reference does
indeed take place in the listeners’
processing, -we might be wrong in supposing
that the stored reference is the spectrum
actually associated with the specific vCv
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word from which the stimulus had been
derived. Conceivably. 3 given stimulus
might lead the listener to postulate a
reference spectrunm fronm a “neutral® vowel
context in cases where cues for vy were
weak or absent. In order toO obtain
information on these questions., an
additional test was carried out with the
wgarst” stimuli using eight subjects,utheir
task now being to identify the vowel. The
results showed, first, that a back vowel
could be identified only after a labial or
velar consonant. After a dental or a
retroflex listeners heard either a front oOr
a neutral vowel. When the original vowel
was a front vowel or /a/, listeners either
made few errors or heard a neutral vowel.
with the above considerations and the
preceding results in mind, acoustic
distances for all stimuli (except labials
and velars pefore Dback vowels) were
calculated using consonants read before /a/
as references- The new correlation
coefficients .are shown telow.
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ABSTRACT

A case is made for global perceptual
strategies. In poor listening conditions subjects
appear to be able to perceive and comprehend
elliptic speech, albeit with some difficulty. If
‘sufficient semantic information is available, they
seem capable of basing themselves on global
characteristics in speech sounds, particularly on
information related to place of articulation. The
study pleads for the formulation of perceptual
features to obtain a better insight into the
processes operative in speech perception.

1. INTRODUCTION

When Zue (1) showed that a trained spectrogram
reader can recognize a substantial number of words
from spectral information, the discussion on
invariant features in speech perception gained new
ground. In the seventies many linguists did not
take invariance very seriously, although some
invariant features were generally accepted (see
e.g. 2 and 3). Naturally, Zue’s success in reading
spectrograms was partly caused by extensive use of
linguistic expectancy to solve ambiguities, but it
made clear that some sort of invariance must be

present in speech, although perhaps of a different

nature than had traditionally been accepted in
terms of linguistic features.

Carlson, Elenius, Granstrom and Hunnicut (4)
and more recently Veenhof and Bloothooft (5) have
shown that it may theoretically be possible in many
cases to come a long way in arriving at word
identification by specifying the acoustic
information on the basis of broad phonetic
categories. They showed that a classification of
phonemes into global categories such as plosives,
nasals, fricatives, remaining sonorant or vowel,
often provides sufficient information to limit the
number of words in a cohort for recognition to take
place. This insight that word recognition may be
feasible on the ©basis of a broad phonetic
classification has proved helpful in automatic
speech recognition (6,7).

W. EEFTING

Dept. of Phonetics

Utrecht University
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3512 JK Utrecht, The Netherlands

However, it is by no means certain if human
perception can adequately use a broad phonetic
classification in the process of listening to
connected speech, and if so, it remains
questionable whether listeners base themselves on
the same phonetic categories as are frequently
adopted in theoretical studies. If we wish to find
out what phonetic underlying features can be used
in  human ‘perception, it is imperative that
listening tasks are constructed which vary the
amount of acoustic information along global
phonetic parameters. An attempt at such a task was
an informal study by Ringeling (8), who
demonstrated that Dutch listeners could fairly
successfully identify sentences in which all
consonants had been replaced for consonants that
were similar with regard to place of articulation,
in such a way that the phonotactic constraints of
Dutch were not violated. The use of elliptic speech
(see e.g. 9) thus served to manipulate the amount
of acoustic information in the speech signal. An
English example in ordinary orthography would be
the conversion of the saying: “no place like home”
to ‘mow crafe wipone’. The resulting sentences
sounded Dutch, but could not readily be understood.
However, when redundancy of the acoustic signal was
reduced by adding noise to the sentences, it turned
out that listeners produced much better recognition
scores on the same material. One of the most
interesting findings of this study was that
subjects were rarely aware of the manipulations
that had been carried out. This suggests that a
global phonetic analysis had taken place on the
basis of similarity of place of articulation. In
view of the task at hand, which drew heavily on an
intensive use of linguistic expectancy, sentences
with constraining ‘tontext were understood much
better than those with relatively neutral content.

Van der Woude (10) based a study on this idea.
He investigated the theoretical possibility of
arriving at unique identifiability of words by
grouping consonants together, either on the basis
of manner of articulation, or on the basis of place
of articulation. On the basis of a random sample of
100 words from 68,000 word tokens (12,000 word
types), he found that specification of Dutch words
in terms of broad phonetic classes thus defined,
did not yield a clear theoretical advantage to
either classification. In his definition of
patterns, leaving vowel-quality intact, he found
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72 % unique identifiability for group;ng t?:i?:i?g:
i i ar
the basis of changes in place o 3
gﬁd 78 % for grouping them toge?her on the bas1sf2£
changes in manner of articulation. Moreover,

i be
ose words that could theQrgtlcally not
Egentified uniquely, the remaining coh9rt ofnzszg
candidates from a 12,000 wordtype !exxco; e
exceeded four and was only two in 80 % o
1nsta¥::f even if theoretically both tygesti:{
classification would seem to qua}xfy as po e?dent
approaches for listening strategies, 3t 1§1eYtse1f
that actual speech perception neeq not avail i it
of these theoretical possibilities. In fa§t, by
would seem highly unlikely that both strategies ?he
equally effective, since it is wgll-known fro;aSis
literature that perceptual confu519ns on the asts
of changes in place of articulaglon are muc noof
frequent than those on the basis of lannerf of
articulation (see e.g. 11). It was there oh
decided to undertake a preliminary study 1§to the
perceptual relevance of global phonetic llséen;:g
strategies on the basis of place-change
~changed consonants.

lanne;ii?e?gand Isard as early as 1963'(12), showed
that listeners can extract the linguistic conteni
of a message if they have access to norma
syntactic and semantic information yhen speechh}s
presented under high 1evel§ of noise. If tt;s
linguistic information is also deterlorated! 1 e
listeners identification will suffer‘ accordingly.
We therefore expect that in the experment repm"ted
on here, sentences with high semantic constraints
will be identified correctly more often than
neutrally constrained sentences. More9ver, on the
basis of what was stated above, we will expect to
find a discrepancy in recognition scores based on
the amount of phonetic information. If the
place-changed and manner-changed co?s?nants lead to
unique word patterns, better recognition scores are
expected than if the resulting word patterns leave
roon for ambiguities.

2. METHOD
2.1 Stimuli

21  Sentences were synthesized using the
diphone synthesis system, develope§ by Elsendoorn
(13). By using diphones it was possible to preserve
a natural flow of speech while changing the
consonants at will. Each sentence was synthesized
in three conditions: )
place-changes: all consonants were sysgenat1cally
replaced for other consonants differing in place 9f
articulation, in conformity with the phonotactic
rules of Dutch. The feature voiced/unvoiced
in these elliptic sentences remained unaffected.
manner-changes: idem, but differing in manner of
articulation. ‘
control: these were stimuli syntesized without
manipulation of consonant features.

Three types of sentences were constructed:

consisting of short words (mm_Unique

Szzt:&:egn terms of global perceptual Categorieg
P ined

trally constrained, .
a“ﬁtZEEes consisting of long words (unqu? pattery
:i terms of global perceptual categories) gpq

ly constrained, ) . ‘
giztziés7sayings, semantically highly constraineq,

In corresponding sentences ig the' three
conditions, overall intensity and intonation vere
kept identical. All sentences were masked ity
noise at an S/N-ratio of -6 d?,’ which had resulteq
in a 90 % correct recognition score  of the
}:ontrol' sentences in a pilot experiment. Nojge
was turned on 1 second before the signal starteg
and turned off .5 s after the speech signal hyq

ended.

2.2 Subjects

21 native speakers of Dutch, aged 20 to 30,
served as unpaid participants. No subject reported
hearing defects. They were neybers of staff or
students at Utrecht University. §o?e vere
phonetically trained, but none wer? familiar with
the stimuli or the aims of the experiment.

2.3 Procedure

In a sound treated room, subjects listened to
3 trial sentences and 18 target sentences. The
stimuli were presented binaurally over -headphmms
at a comfortable listening level, wusing a Revox
tape recorder. Each sentence was repeated after s
1 second interval. Items were preceded by a short
200 Hz tone. After each pair of senten;es thergum
an interval of circa 13 seconds to give subjects
time to write down their responses. Subjects were
encouraged to write down partial responses as well,
even if those consisted of separate sounds,
fragments of sentences that seemed anomaloug ete,
Each subject heard each sentence only in one
condition to prevent learning effects.

3. RESULTS

Reactions from the subjects and the amount of
missing data (63 % of the sentences, 35 % of the
content words) indicated that the task was
considered quite difficult. In some instances
subjects were aware that the material had been

ipulated. e
e pIn table I the number of correctly identﬁ}“
content words is presented. The condition
MANNER-CHANGED was by far the most unintelllglbhé
On average only 3 % of the words were rePOIQH
correctly. For neutrally constrained sentences ;
the PLACE-CHANGED condition circa 10 % of the e
were identified correctly. It 1s in this ?ondﬂ:;
that the powerful influence of llngthU
constraints can most clearly be observed. In hig
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constrained sentences over 50 % of the words were
recognized. No differences are found within
conditions with respect to the type of words
presented.  Apparently greater word-length, and
consequently a higher degree of uniqueness of the
word pattern, did not facilitate recognition.

Table I: Number of word responses, subdivided into
words reported correctly, incorrectly and failure
to respond, for neutrally and highly constrained
sentences, in the experimental conditions CONTROL,
PLACE~CHANGED and MANNER-CHANGED

HIGHLY CONSTRAINED
CONTROL PLACE MANNER
CHANGED CHANGED
N 141 152 141
Correct 127 (907) 79 (521) 5 (3%)
Incorrect 3 (23) 28 (18%2) 64 (451)
Missing 11 (8%) 45 (303) 72 (527
NEUTRALLY CONSTRAINED
UNIQUE WORD-PATTERN
CONTROL PLACE MANNER
CHANGED CHANGED
N 160 146 148
Correct 119 (747) 12 ( 8%) 6 (2%)
Incorrect 14 ( 9%) 35 (24%) 27 (192)
Missing 27 (17%) 99 (687) 117 (79%)
NON-UNIQUE WORD~-PATTERN
CONTROL PLACE MANNER
CHANGED CHANGED
N 121 120 119
Correct 90 (74%) 12 (10%2) 5 (4%)
Incorrect 17 (14%) 43 (352) 43 (35%)
Missing I (122) 65 (553) 71 (61%)

From the data it appeared that correct
sentence recognition in the PLACE-CHANGED and
MANNER-CHANGED conditions was rare. 90 % of the
control sentences were reported correctly when the
context was highly constrained. In  neutrally
constrained sentences this percentage was circa
50 %Z. For the manipulated versions correct sentence
recognition was always below 5 %, except for highly
constrained sentences in  the  PLACE-CHANGED

condition, which obtained a 34 % correct
recognition score.

L. DISCUSSION AND CONCLUSIONS

In this experiment we hoped to learn something
about the type of acoustic and non-sensory
information 1listeners m3ay  employ when poor
listening circumstances force them to use a global
perceptual analysis. Because of the preliminary
nature of the experiment, our conclusions can only
establish promising areas for further research:

a. Changing manner of articulation does not
appear to be a salient characteristic in
the identification of spoken sentences.

b. Changing place of articulation appeared to

yield satisfactory results in  case
sufficient linguistic constraints were
available. Subjects” comments indicated

that the message can be reconstructed

properly and phonetic distortions mostly go
unnoticed.

¢. Word structure did not turn out to help the
listeners in  identifying the words
correctly, although subjects did attempt to
respond to uniquely patterned words mOore
frequently than to non-uniquely patterned
words, as can be seen from the percentages
of incorrectly identified words. It may
well be that uniqueness of word-pattern
plays a more salient part if stimulus
material is  presented in which word

boundaries are better available to the
listener.

Although the outcome of the experiment clearly
shows that PLACE-CHANGED manipulation plays a more
important part than MANNER-CHANGED manipulation,
the actual recognition scores remain dis-
appointingly low if linguistic constraints are
weak. It should be kept in mind, however, that our
quest for global perceptual features was hampered
by the choice of Synthesized material. We did not
synthesize plosive-like sounds or nasal-like
sounds, but used substitutions of existing
phonemes. This means that the listeners were
purposely deluded. In view of this, the outcome of
the experiment is quite promising . It may well be
possible to arrive at core-features underlying
perception in the future.

These features may be rather different from
what we have traditionally used in articulatory or °
linguistic terminology. It is, for instance,
noteworthy that in  multidimensional scaling
techniques, when applied to perceptual studies, the
dimensions often do not correspond. to traditional
feature classifications. Similarly, in studies on
broad phonetic classifications (such as 4 and 5)
non-traditional as well as traditional “features
are used.

We find it important that research should be
carried out into the perceptually salient features
S0 as to arrive at a set of variables that are of
primary  importance to speech perception. The
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variables in use now, are somet imes haphagard and
only used ’because they appear to work’. If we
obtain a better understanding of the fun@amentally
important variables in speech perce?tlop, many
issues may become more accessible. Notice 1n Fhls
respect that Van der Woude (6) found no theoretical
reason to prefer a classification based on
PLACE-CHANGED consonants to one that was based on
MANNER-CHANGED consonants. But actual perceptual
strategies evidently favour a PLACE-CHANGED
approach. Nevertheless, we are by no means certain
yet, if a PLACE-CHANGED categorization is the §est
possible approach in global listening s?rateg1es.
It would be highly counterintuitive if this was not
the case, but we will need to lay bgre the
fundamental features of speech perception first.
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ABSTRACT

A model of speech recognition is sketched where the guiding role
of prosody, especially the pathbreaking function of the accent
syllables, is duly stressed. The relationships between the accent
syllables and the root syllables of words provide the listener
with a skeleton of meaning which will be completed and, if
necessary, restored in further stages of the recognition processes.
In a hierarchical organization of linguistic structures and pro-
cessing levels, information flows between the acoustic-phonetic
and the semantic level in a purposeful and optimal way
interacting with phonological, morphological, syntactic, and
pragmatic information.

INTRODUCTION

For quite a long time, speech perception and speech recognition
has challenged the mind and skill of students of various fields of
research like psychology, linguistics, phonetics, and engineering,
In spite of all the enormous progress that can be witnessed, we
have to state today that the problems of recognizing fluent
speech, spoken by different speakers, are far from being solved
as far as the fundamental principles characteristically employed
by human listeners are concerned. The explanation for this state
of the art has to be sought above all in our insufficient
knowledge of the processes leading from the acoustic signal to
the understanding of meaning conveyed by the speech signal,

In recent years, the significance of prosody in speech recognition
has been recognized to an increasing degree le.g. 1, 2. The
present paper is intended to contribute to a better understand-
ing of the processes involved in speech recognition. Experimental

data point to the important role, in relation to their acoustic )

and semantic features, that syllables made prominent by word
accent play in the processing of the speech signal by the listener.

Every linguistic unit, like syllable, stress group, phrase, sen-
tence, and text, has a specific structure, the knowledge of which
is of central significance for speech recognition. The competence
of the speaker/listener also contains, among other things, the
knowledge of the phonotactic structure of syllables and words,
their morphological structure (root, affixes), and their prosodic
structure, e.g. the number of reductions and assimilations. The
prosodic features are very often strongly interrelated with other
phonological and morphological features, for instance phonotac-
tic, morpho-phonclogical, and syntactic ones.

Models of speech perception have to cope with the fact that the
speech signal is not always distinct and complete. Instead, most
often the a.coustic'signal arriving at the listener’s ear contains
distortions of different kinds. These deviations appear as the
consequences of at least three dimensions of indistinctness,
namely of speech tempo (slow - fast), of articulation (distinct -
lax), and of the linguistic distance between a norm or standard
and the actual form (small - large) which contains regional,
social, and individual features and foreign accent as well. There-
fore it has ‘to be assumed that the result of the acoustic-
phonetic analysis not always amounts to a complete and unam-
biguous phonological form which will lead directly to the lexical
element which, eventually, will be identified correctly. On the
contrary, the phonological representation as the result of the
working of the bottom-up processes has to be thought of as
incomplete and deviant compared to the meaning intended by
the speaker.

EXPERIMENTAL DATA

In a series of experiments, samples .of Swedish, spoken with a
strong foreign accent and deviating with respect to the distribu-
tion of word accent, were corrected temporally and tonally and
thereafter presented to native Swedish listeners under various
hard listening conditions. Deviant speech aggravates speech per-
ception because the acoustic information contained in the speech

signal and constituting the initial information to the processes
of speech recognition may differ markedly from the normal and
expected standard of pronunciation. Some interesting results
emerged from manipulating certain features of the speech signal
in a controlled manner by means of LPC-speech synthesis of
high quality and then studying listeners’ reactions to the mani-
pulations. A detailed description of the method used and the
results are given in 3, 4].

Evaluating listeners’ responses to utterances manipulated in this
manner, one observation is prevalent: It always seems to be the
accent pattern that is picked up by the listeners. Accent pattern
means the linear succession of accented and unaccented syllables
in an utterance. The same accent pattern is to be found in the
listeners’ response, even if the accent pattern is incorrect in the
stimulus, although the response differs from the intended utter-
ance with respect to its semantic, syntactic, morphological, and
phonological structure. If by way of speech synthesis the
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wron ] posl one ove to e corre 8Y lable
m d t/h rect y
g y tion d Word &ccent 18 1

listeners’ responses will change in t.he. sal "ol e follow
example of changes of accent pattern m.lllustratte miS i
ing (the position of word accent == p:{rr:ary s.. f‘l(;s_i“ o )
by the symbol ’): The Swedish phrase wl san:ha..l e" et
showed the wrong prosodic structure‘ i sam’he:! elt; i e
ant foreign accent rendering. This stu’nulus" was hea.l:t V) by
'he:lhet” (on the whole) or "ytan ’‘te:ve” (Wit ot'tem Y
listeners who obviously focussed on the accent pat R
distribution of the word accent. However, when the (;)n L meve
ment, representing the most essential fiature of wor : ‘ ua,ble
moved from the wrong syllable "-’he:- to.the corredc. yaccor-
™gam-", the pattern of listeners’ responses. is change 1;eard "
dance with the correct accent pattern. . Llstine’rs now e on)
'sandtra:det” (in the sand tree), "I ’samlingen (in t.he c:; eident_
or "i "handlingen” (in the action), all of them showmgbl e o
ical distribution of word accent on the Te,econd ’sylla. e :S ne
stimulus. The number of syllables in. the listeners rojslpo?scourse
always identical. At the same time, it ha.s, to be note ,ho it cer-,
that the accent syllables of the listeners’ responses s1 : o
tain amount of spectral features with the accent syllable o

stimulus.

OUTLINE OF THE MODEL N f
general principles in some existing models 0

A the most relevant features

word and speech recognition (e.g. (5], !
] speech recognition will be out-

0 i i del of
of a prosodically guided mode D e found in (4] The

lined. A more detailed descriptio .
model is summarized graphically in Fig. 1. . h
The hypothesized phonological structun? rwul-tlggthirc::n; :
acoustic-phonetic analysis of tlu;l spe;ach'cs:lgnzlngn gl
. turing working of phonetic, p onological, ol
knowledge is not totally specified. Th? possi e.p . .
ts as the search unit for lexlcal. 1.tems is
sa‘:.s:cx::le t:l;)a: a:c accent group, i.e. a chunk of a lingmstlcds:,irubc-
ture containing as its kernel the accent sylla.ble surrounked no};
other unstressed syllables. No word boundaries are marke

needed.

. . - ouistic and prag
All information of linguistic an b
the various stages and processes of speech recognition a.t't ali
times and wherever necessary and useful. A close afxd optlmat
acting together of bottom-up and top-down information even a

inguistic 1 i {f auditive-
first linguistic interpretation o
low levels where the g o

matic kind may be used by

acoustic information occurs and non—lingulstxc- e
passing all the hierarchically structI.Jr'ed acoustic and lingui
levels, are assumed for speech recognition. .

The acoustic analysis of the speech signal is performed 1;1 t:vo
different channels, i.e. the prosodic and t.he spectral one (cf. | ]zt
Quite often the auditive-acoustic analysis cannot alwa‘ysdr.eiu
in a complete phonetic basic structure due t,o. B.COl.IStlc |.sor—1
tions from outside and assimilations and reductions in the signa
itself.

The auditive-acoustic analysis is followed by t,.h.e phonetfc
analysis which combines and integrates the auditive-acoustic
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Fig. 1 A model of prosodically guided speech recognition

parameters into chunks of approximately the .size of ?. syllable
and which labels it phonetically. The phonetic labelling, most
often, cannot be performed in a reﬁned. way (cf. [5]). T.hg
phonetic interpretation provides the basis for the zwou'stlc-
phonetic basic information about the chunk of the speech signal
to be processed. |

The acoustic-phonetic basic information is str.uctured accordn‘l;;g
to prosodic and spectral features. The prosodic f'eaturw pro;n e
the position of the accented syllable or syllables u.x the chun 1t])r
chunks; the spectral features contain information about ftde
spectral gestures of the segments. Taken t.ogether they pro;x e
information about the number of syllables in t,h.e chm}ks. T e.rle
is, however, a clear difference between the two dlmenswrts: while
the accented syllable always appears correct in tl'xe basic st'ruo-
ture, the spectral component often remains classified only in 8

gross manner.

This fact has certain consequences for the emergence of the
hypothesized phonological basic structure on the following le\{el.
The spectral elements in the acoustic-phonetic basic information
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are subordinated to the prosodic structure of the accent groups.
This subordination is brought about by the top-down con-
straints and the general knowledge of the listener which operate
in generating the hypothesized phonological structure.

The hypothesized phonological structure is not generated only
once and for ever but, instead, can be altered in a short period
of time as a consequence of not only new acoustic-phonetic
information but also of new top-down information which is
flowing forth and thus becomes available all the time.

The semantic elements of the lexicon are arranged in a multi-
dimensional fashion according to various phonological features
and structural characteristics. These possible phonological struc-
tures provided by the analysis of the speech signal and the
working of linguistic constraints, it, must be assumed, normally
do not look like orthographic words with clearly defined boun-
daries, which correspond exactly to a stored counterpart. They
are not searched for like a numbered book in a bookshelf and
found immediately by its distinctive digit. Approaching the lexi-
cal elements would rather amount to a search consisting of a
large ‘array of activities utilizing different features simultane
ously. The possible phonological structure which emerged from
the fragments of the acoustic-phonetic basic information con-
tains the accented syllable as its most important search cri-
terion. Therefore it can be assumed that the search starts out
for phonological representations of lexical elements showing the
identical accent pattern and some of the spectral features of the
accentuated syllable. Of course, all the information concerning

the surrounding syllables is used as a supporting criterion as
well.

In general, it has to be assumed that speech recognition is
characterized by an interplay of activities where all information
available is processed simultaneously and optimally. This kind
of search assumes explictily .that the boundaries in the possible
phonological structure need not be defined exactly and in
advance. The first aim of the search for lexical elements seems
to be to find the syllables with the most distinct marking which,
in turn, are identical with the basic meaning of the root or stem
of a word, i.e. to find the skeleton or the corner stones of mean-
ing.

As is generally known, languages use different principles for
accent distribution -in their information structure. In accent
languages like, for instance Swedish, English, and German, word
accent , in principle, exactly functions for signalling the word
stem as the kernel of the meaning of a word. This is true both
of morphologically simple and complex words. But also in
languages with different principles for accent distribution, like
for instance Finnish and Czech with initial accent or Polish with
accent on the penultimate, the accentuated syllable represents a
prominent feature of the phonological structure of lexical ele-
ments and thus a clear and distinct signal for starting the
search and for the successful finding of lexical elements.

The information which is still needed at this point in order to
be able to reconstruct completely the utterance containing
several words will be processed and gained in the next step
where verification is carried out by a component called the Mas-

ter. Here, accessing the remaining information in the possible
phonological structure and the top-down component, at this
point especially syntax, pragmatics, and semantics, the missing
parts of the phonological-syntactic structure are hypothesized
and built into the total structure corresponding to (parts of) the
utterance. After this verification, the process of speech recogni-
tion, hopefully, will end up with the identified meaning. °

A verification component, the Master, has access to the linguis-
tic constraints and the knowledge which, in turn, have access to
the lower levels. For the Master there is also a feed-back channel
to the possible phonological structure which, again in turn, feeds
back to the lower levels. Thus it becomes quite clear that the
top-down information is available to different and rather low
levels of processing in speech recognition. It becomes also clear
that, due to this fact, the speech signal need not be clear and
distinct at every point in time. Of course, the more distinct the
signal is, the easier and faster the lexical search can be because
almost no support by the top-down component and no feeding-
back is needed in this case. If the verification of some chosen
lexical elements by the Master as to their linguistic and prag-
matic correctness and of their semantic credability comes out
negative, the feed-back channel to the possible phonological
structure, the hypothesized phonological structure and, if neces-
sary, to the acoustic-phonetic basic information will be
activated. Then a change of the phonological structure already
arrived at will be enforced by starting the searching process
anew which, finally, will arrive at an acceptable result after

having passed through a number of stages a second and maybe
a third time.

In this interactive process of speech recognition, it is obvious
that prosody, especially word accent, plays a direct and guiding
part. Searching for lexical elements stored in the long-term
memory takes place not by using words with clearly defined
boundaries but rather by using prosodic features where word
accent and phrase accent or focus distinctly point to the most
important semantic elements of an utterance. The syllables
which are prominent due to word accent represent reliable
islands in the stream of sounds and there they function as the
anchor or fixation points of speech recognition. Therefore it is _
easily understood that word boundaries are not a significant
support or even a precondition for speech recognition. Phrase
boundaries, however, play an important part in dividing the
speech chain into appropriate processing units. It is interesting
to notice in this respect that phrase boundaries are clearly
marked, often by several prosodic means. In contrast, word
boundaries, are not marked in any special way. Even where
morphological word structure is concerned, unstressed syllables,
especially at the end of a word, as markers of concord, normally
contain linguistic information which can easily be derived.
Therefore it is not astonishing to learn that speech recognition
systems cannot find words in the signal of continuous speech if
the words, even in longer texts, are not pronounced in a stac-
cato way, i.e. surrounded by pauses. In the speech signal there
are no word boundaries but acoustically more distinct and ela-
borated chunks of the size of a syllable, namely the prominent
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and accented syllables.

The model of speech perception outlined here differs from previ-
ous models in several respects. In contrast to the cohort theory,
there is no activating of groups of possible word candidates all
of them beginning with the same sound and the number of
which will be gradually decreased as a consequence of acoustic
information arriving later and of contextual constraints until, in
the end, only one candidate will hold the floor. In my model, the
spectral information of phonemes does not play 2 predominant
part. Guided by the prosodic information pointing especially to
the clearly marked accented syllable, one or more possible pho-
nological structures not exactly defined by word boundaries,
may start for the search of lexical elements. Very often they
may even act as competitors (cf. (6])-

Rather as an amendment to the Phonetic Refinement Theory, in
my model the strong part of prosody in finding the most
significant and central elements of meaning is duly recognized.
The process of speech recognition obeys the principle of clarity.
The accent pattern, prominent in the signal and easily to be
discovered and processed, forms 2 linguistic {rame or skeleton
which the spectral features are subordinated to and built into.
Every part of the phonological structure which is missing or
indistinct, if possible, will be restored or corrected later in the
interactive processes.

Another virtue of this model lies in the fact that it is applicable
to the whole range of different conditions of the speech signal in
verbal communication and the bottom-up component of speech
perception. The top-down component is always at work. It is
obvious that a distinct and good speech signal makes speech
recognition easier, faster, and accurate. if the speech signal is
deviant with respect to 2 given norm oOT distorted by external
sources, a larger period of time will be needed in order to iden-
tify a meaning because 2 larger burden is put onto all kinds of
memory, information paths, and feed-back channels. An
increased activation of search processes and memories explains
the fatigue experienced by listeners who are exposed to speech in
noisy environments orf to strong foreign accent for 1onge1.'
stretches of time.

In conclusion, then, this model also covers speech recognition
under different conditions: the optimal speech signal, spoken dis-
tinctly and free from external acoustic distortions; the speaker
and listener using approximately the same standard of pronun-
ciation; the indistinct pronunciation due to lax or fast articula-
tion; the acoustically distorted signal; the perception of the hard
of hearing and the deaf; the perception under inattentiveness
and non-listening of the intended listener; the geographical,
dialectal, social, and individual varieties of a language; the
foreign accent.
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. ABSTRACT

This article concerns the model investi-
gations in auditory system. The model is
synthesized on the basisof a little number
of the raw data, with a limited system com-
plexity, and an element reliability. Hence,
the model structure concerns as a hier-

archical system with a high potential re-
liability.

INTRODUCTION

The analysis of speech signal is asso-
ciated with model investigations in audi-
tory. The auditory system is divided into
several schemical levels: mechanical con-
version level of sound signal, sensoryle~
vel and neuron processing lével.

The auditory system complexity depends
on the signal processing level. If the
spinal ganglion cosists of about BQOOODQk
rons, then the brain consists of about
I0000000 neurons. The auditory system is
a complex hierarchical system. It intends
to the prediction systems /I/. There are

two ways of the complex system simulation:

analytical and synthetical. .
An analytical method is based on the de-

terminate of majority common real system

parameters and their linkages. The most
models of auditory system is based oﬁ the
analytical approach /2,3,4,5{ The main dis-
advantage of this apprbach lies in practi-
cal impossibility to take into account the
whole information about structure and beha-
viour of auditory system. Hence, the mo~
dels obtained are private and explain on-
1y partial effects of auditory model ope-
ration. The analysis 6f the complex sysbtem
must not be done by independent simulatim
of parts. Hence, the private models can
not exﬁlain the basic behavioral princip-
les of auditory system.

The synthetical approach is more prefe-
rable. It is realised by means of optimum
models synthesis, which then approximafe

to the real system due to nearing objecti-

* ve functors and linkages between model -,

and system parameters. The main difficul-

ty of using of the synthetical approach

lies in the term "optimum" for the audito-
ry model system. Due to the analysis of the

common processing principles of the infr-
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we extrac-

s tem /6/,
mation in auditory sys imum losed

ted as optimum criterion -.mlnl o
information of the input 31gnaditzry e
del processing. Besides, an au F et
systen should hold & high poten
bility.

PROBLEM STATEMENT

e
The complexity of the model structur

is limited upper,
§=N;£8,<® .
< .
where Nj = infér&ation capacity of t

i-th element;
n - generalized punber elements. .
The elements have threshold of sens

vity IIPt"'C‘C" >0

where t - reaction time; 7 - error of

conversion; p - input signal power;1e oo
The model elements are not reliaP N

are not substitute after refusal. fo .

bility of no-failure element operation

limited upper p< P,<7 - i
The loss information of the input sig
nal is calculated by funct?r
8= [[$w)-¥(W)]* dw
w
where w =1xD - signal regionj Q - fre
quency range; D - dynamical range.
ww)=L"[a(f)] -
where L — signal definition operator a(f)
in model; 1"~ return operator.
The task is the jnformation probability
t 1
search of the model and the structura
elexent linksage definition. The need of
loss cinizization defipnes a decision =
rsking task.
R . ivi-
FPrequeacy- aad dynazic ranges are di
ded into subranges, with trheir own data
—odel elezent. The co=Ton dgcisicn task

is in /8,7,8/, due to this decision task

nthesized the auditory model sys~
was 8Y model relates to the symmetri-
ven Thii m class m—order /1/. Hence,the
cal sy? eoperationable, till its every
syi:e?i:jolvins m_élementS) is working,
pa

The probabilitynoflﬂf—iﬁis?re model ope-
ration is: k=§ﬂﬂ; %

é} w;>m |
where wi=0 - for failured element; wi=I -
gor operatable element; Pj = probability
of no-failure operation of 1-th element;

.=’/-P"
QLIn the piesent model the common element

complexity is equal, hence: Pj=p;=p
Lo¢ i n-
S0 R:Z Cap 9
The value‘zgtimations R are /I/, by
n—2°, and% <Po

> 1 - exp (-kn)
R {< 1 -exp[-Rn +0(ln /z.)]

1-m/n
m .z —
where k =71@2fzp’n,‘+(/ n)fﬂ 1-P
Thus by‘€;‘<Po’ the system reliability
9
approximates to 1.

¥odes Description

The synthetized model involves: filter
system, threshold elements, spaceadding
linkages, and time adding filters.

The filter system has the transfer func-
tion vy .

ylj,w,x)=exp[-1448(ye 21)°-j5Qe y] ()
where x — space coordinate (filter number)
Q - gain-bandwidth product of the filter
system; y=w/w, ; Wy — resonance filter
freguency with number x=0.

The threshold elements are equal ~ allo-
cated along axis x in several rows. A thre-

, t in i-th row is
sbold of elemen .
2;=2,p
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Where B>f .

The element linkages are defined by

functors:tx’

9 ) S JRltex (e 2) (), 2)dx b o

. t Ip
Vant)=] [h(tra )bz, -2 )M(r; ) dr de 5y

where h,,hJ -~ welght functions of the time
summation; h,,b, - weight functions of»
space summation; L,M - threshold element
reactions; io - upper filter number level.
The relations analyse (I7,(2),(3) has
shown, that the model is not critiéal to
value Q, since the filter timé constants
and weight function constants are matched.
The model parameters estimation can be do-
ne by common psychéacoustical and neurody-
namical data of auditory human system and

by functional model analysis,

Parameter Model Improvement

There are many papers dealing with the
subject parameter measurement and parame-
ter estimate of the filter system of the
auditory analyzer, but the results are
contradictive /9,10,II/,

The model described agrees well with
relative levels of auditory system. It
was found that the gain~- band width pro-
duct defines the curve of absblute sense-~
tive level; a threshold curve type, amp-
litude-, and frequency modulation sensi-
tivity, and etc. It follows, that the

frequency group .width (critical bandwidth)
in guditory gygtem agrees with the band-

pass relative filter. Hence,

0=ﬁﬂw&¥/92nf

where fmed = medium group frequency;
forit — critical frequency band for Theqr
Thus, gain- bandwidth product Q depends

on filter resonance frequency Wpege Sin-

Ce Wreg is a coordinate function X,
w/'ey(x)"wa; e*
we have, that Q is also coordinate func-
' . tion x.

It was found, that the gain- bandwidth
means in the frequency range I-IO ke/s
agrees with the artical results /10,I1/,
and in range below 500 kc¢/s ~ with expe-
rimental data of Bekesy /9/.

INPUT SIGNAL CODING

Final signal description is defined with
expressions (2) and (3)., The functor g(x,
t) defines the amplitude spectrum of the
input signal, and ¥ (x,t) - differential

from the phase spectrum.

In the bandwidth (x)
: Wres (X
WwW(x)= L2177

Aw(x) 2(%)

8(x,t) and ¥ (x,t) can be represented as
one count on the coordinate.

From condition (I) these counts nust be
taken in points of the largest value g(x,
t). I.e., the restcounts it is necessary
to supress by means of the suppression
function § (t, x)

5(¢,2,)=9(¢,2) ~ P, (¢, x)
Pzi(t,z)=6(x) ¢ (x)

b(x) = {< 1 X4-AXsX<X,+Ax ;
>1 x,~Ax>X>X,4AX

)

where P, (t,x) - breakpoint in x, becomirg
by the excitation g (t,x) in the point x .

¥
8(x) - model reaction coused by the sine
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signal.

Such a function is realized on the basis
of the known lateral iphibition. A making-
decision procedure on the basis (4) iss
if § (t,x)> 0, so & signal in point Xy
exists, if § (t,x) < 0, so = isn't.

Values g(x ,t) and ¥ (x ,t) - are the
result of the first level of the coding
of the final description. It’s adaptive,
since g(x ,t) and ¥ (x ,t) are defined by
input signal structure.

CONCLUSIONS .
The model described and a mumber of
signal processing mechanisms ére very
common with the data mentioned in neuro-

dynamics and psychoacoustics dealing with
numan sound signal sensibility. At the
éame time, the model is optimal as to mi-
nimum eriterion of the loss information
with potential reliability, near to I.

The theoretical and the experimental
mode investigations provided us to study
the perception mechanisms particularly;
simutaneous - and sequential mechanisms
of disable, to-tone suppression; the vo-
wel attribute determination and etc.

It was found, that the sounds formants
are markedly changed during the base tone
period, it allows one to .obtain the infor-
mation about the speech signal thin stru-

- cture.
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ABSTRACT

This paper proposes normalization of
the speech signal envelope by means of
multiplicative centralization. The method
proposed is based oa the assumption that
speech signal analysers of the human ner-
vous system identify such instantenous spe~
ech signal spectra which can be superimpo-
Sed by means of multiplicative transfor-
mations. The method doesn’t involve any
initial classifications (e.g. into male/fe-
male voices, vocalic/consonantal sounds,
etc.). An alternative representation of
the speech signal spectrum by means of co-
efficients of an extension of the speech
signals spectrum envelope into a power
series 1s suggested, Such a representation
give us a possibility to get rid off sta-
tionary contributions,

INTRODUCTION

An analysis of the influence of various
distortions on speech intelligibility may
help us to discover some mechanismus of
sound perception. Simple and frequently
met distortions are introduced by e.g. our
electroacoustic equipment, We have no dif-
ficulty in finding out that the level. of
recordings being reproduced has almost no
influence on the reception of the content
belng transmitted. Also dislocations of .
the spectrum .in the frequency range, due
to the change of the 'speed reproduction
can reach considerable values with no ef-
fect on intelligibility. As seen from a
formal point of view, these distortions
consist in a multiplication of amplitudes
or frequencies of the spectral components
by certain constants. Apart from the above
mensioned distortions we can also find li-
near distortions which consist in the ate-
tenuation of various Spectral components,
especially the extreme ones. On the basis
of such observations we can infer that the
received accoustic signal undergoes cer-
tain normalization in the process of per-
ception. The normalization allows us to
compensate for the interpersonal differen-

ces and for the influence of the conditions
of the acoustic wave propagation.

1. A MATHEMATICAL MODEL

The distortions of the signal caused by
both the change of amplification level and
a non-uniform transmission of spectral com-
ponents (tone quality) pertain to amplitude
and can be described by means of a function
dependent on frequency, Amplitudes of sig=-
nal spectral components will be multiplied
by values of that function. A constant come=
ponent of the function will be responsible
for the general amplification level, Dis=-
tortions in time can be shown as multipli-
cation of the frequency scale by the con-
stant, Let a(f,t) be a dependence which
shows an envelope of the spectrum amplitu-
de of speech signal, In accordance with the
above remarks we can say that

a(f,t) = b(£)p(fr,t), (1)

where b 1s a dependeance which describes
the signal transmitling characteristic,

is an envelope of the primary signal spec—
trum, t denotes time, f-frequency and o
is a constant responsible for the displa-
cement of the signal spectrum in the fre-
quency range. The concept of primary sig-
nal will be clarified in the subsequent
rart of the paper, - .

" As a result of such.a formulation of
the mathematical model we will be claiming
that the distortions in question consist in
multiplicative transformations of the sig=-
nal in the amplitude and frequency range,
We will show now that, by using multipli-
cative centralization, Fourier transform
of the signal can be reduced to a certain
standard form, free from the influence of
these distortions. The centralization con=-
Sists in dividing the amplitude and multi-
plying the frequency of spectral components
by an. appropriate weighted arithmetic mean.
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2, NORMALIZATION BY MEANS OF MULTIPLICA=
TIVE CENTRALIZATION

Distortions in amplitude will be'ellmlz
pnated according to formula (j) byﬂdlvidino
the envelope of tne Fourier transform ©
the signal by the arithmetic mean

a%(f,t) = alf,t)/p(f), (1)

where p(f) designates the weighted arith-

tic mean .
" %gsggrtions in frequency will be elimi-
nated if we multiply the arithmetic mean
of tne result of the previous operation
calculated in the frequency dimension.
Thus we nhave

aN(£,5)=2C(Ha(t) 1)
i ti lcu=-
To justify operation (1), let us ca
late, witnout going into @etalls, thg time
mean of the envelope of the speech signal
spectrums:

p(f):(th w(t)dt)-‘l.};g w(t)b(£)¢(fr,t)dt.
tq tq

Let us substitute W for- jg w(t)dte
d

Using the properties of the integral, we

can write that

p(0)=i"To(1) [R w(t) p(f7,8)dt = C, (DB,
t

ol
Thus, we can notice that as a result of
operation (1) the multipier b(f) 1is re=-
moved, Let us now calculate the same mean
for the centralized process:

o (£)=u~1 f‘g w(t)a(f,t)/p(f)ds
ot
d

t
= w1 fR w(t)p(Dy(fr,t)/
t
d

fl

il Fe fr,t)dt)dt
(@™ n() S wit)p(fr,t)

£

a

.t - P
= (‘/‘gr \»J(t)(f(fzr,t)dt) 1 fg w(t)?p(fv,t)dtﬂ.
t t

d d
Hence, the next multiplicative centraliza-
tions will have no influence on the resul-
ts, It follows from the above that the
primary process ¢ 1s one which is invaria-
hle in relation to the multiplicative cen-
tralization of its amplitude, and that

Cy(f) =1

Let us calculate now the mean normali-
zing the position of the spectrum in the
frequency dimension. Freouency is an inde-
pendent variable; the only information on

] equency ranze the instantenous spec-
zgiﬁ géigriSeg is given to us py amplitudes
of the components. For tna?.reason it was
decided to use them &s a.We%Ept for each
point in the frequency dimesnion, Such a
selection of the welght function makes it
possible to average only_the process noma=
Yized in the amplitude dimension, because
linear distortions will have a significant
influence on the normalization in the fre-
quency dimension. Thus we calculate

£ 4 I
y(t)=(fg¢(f,t)df) 1f‘/’g¢(f,t)fdf. (2)

L d

d

If we further substitute f for shr, we
obtain

S
}l(t)a(]q%’y;(s/zr,t)/vds)"1 fggo(S/v.t)s/vzds.
S4 54

s
Using W for gpg?(s/y;t)ds, we write then
d

that
1 y=1 peg .
pt)= s ¥ S‘éﬁo(s/v,t)sds

This result can be briefly written in the
form .

P = 5 Cr%

If we then calculate the weighted mean (2)
for the process already centralized in the
frequency and amplitude domains, we will
find that it will be equal to 1, It follows
from it that

Thus, we can say that primary envelope P
of the speech signal spectrum is one which
does not change under the influence of
multiplicative centralization in the ampli-
tude and frequency ranges.

3, SOME DETAILS OF THE NORMALIZATION
PROCEDURES

- I want to show now how to compute the
means n(f) and p(t). It turns out that
the computations will not be complicated
when we use the extension to the power
series of the spectrum envelope

I J s s
f,t) = o Y
anw) = L7 dg

3.1, Normalization in the amplitude range

) Without affecting severely the previo-
us considerations we can assume a week de=
pendence of the function b on time, In
consequence, a running mean p(f,t ) will
be computed. t, denotes the currenf moment,
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The averaging of a signal by means of the
running mean is equivalent to its filter-
ing by means of a low-pass filter (Steig-
1litz 1977)« In order to define the requi-
red averaging time, 1t suffices to deter-
mine the parameters of an equivalent fil-
ter., The parameters of an equivalent fil=-
ter depend solely on the shape of the wei=-
ghting curve w(t), i.e. on the so called

time-window, Choosing the time-window of

0052 type we obtain the amplitude charac-

teristic of the equivalent filter showed
in fig. 1 (Plucinski 1986).

w
a J
E os)
I~
B 4
=
< 0.6
1
04
0.24
A i i Il A 1 1 1 1 |
1 2 3 4

NUMBER OF PERIODS UNDER AVERAGING

Fig. 1.

In effect the normalization, frequencies
lying in the pass band of the equivalent
filter will be compensated, Since the arti-
cUlation time of individual speech sounds
at normal speech tempo rarely goes over
100 ms, we can assume that changes in the
spectrum envelope slower then 10Hz should
be eliminated. Thus, as can be seen from
figs 1, the averaging time should not be .
longer than 200ms. The running mean for
the time-window of cos2 type, i.e. if

t't a7
, . 2 o Uy
w(t) = cos“( 'R
to-td 2

can be calculated according to the formula

J .
=0)= (2 I (51810 (T
MA(L,t =0)= 23=o (e (3lsin(3d) +

. . I
Z e (d -1 Ik i
+ ﬁgi k!(k)(Jﬁ)J <sin(§k)))tg fio‘iijf )

(ceve Ryzyk 1964: 132, formula 2,513.4).

3.2, Normalization in the frequency range

The weighted mean over the frequeacy
can be calculated according to the formula -

I L
P(t3)=(£o dij(f;+1-f(li+1).)'1.

T o
= 1 142
"feo i—_i'%(fe;z-ld )y

where fg and f; denote borders of integra-

tion in the frequency range, This range
should cover the acoustic band. '

4, A PARAMETRIC REPRESENTATION OF THE
SPECTRUM

In the computational technique applied
here a development of the envelope of the
instantaneous spectrum into a power series
is used, The coefiicients of this develop-
ment can be used for a parametrical repre-
sentation of changes of the signal spectrum
in time, This has the following adwantages:
1) it allows for an uniform representation
of both vowels and consonants by means of
a trajectory in the space of those coeifi-
cients,

2) all information on the spectrum envelo=-
pe, i.e. on the position of both maxima
and minima, their amplitudes and widths is

"contained in this representation,

One can also expect that coefficients
dOj and “13 of this development will not

have any significant influence on automa-
tic speech recognition. Using such a repre-
sentation, we can easily remove from the
spectrum a time independent component re-
presented by coefficients diO In the re-

.

prescontation proposed hersin we simply re~
Jject these coefficients +which results in
elimination of stationary noises,

We can find the parameiters of the run-
nin~ polynomial approximatioa calculated
on thne basis of n samples taken at équal
(time) intervals by the analysis of charac-
teristics of an equivalent digital' filter
(Plucitiski (1986)). In fig., 2 there are-
shown amplitude characteristics of filters
equivaleiit to running approximation by mne-
ans of the third-desree polynomial (J=3) on
the basis of seven samples, There are snown
amplitude characteristics for three types '
of time-windows, namely for:

1) rectangular time-window, i.e. w(tk)=1,
2) 0082 time-window, i.e, : ;
w(t,) = cos®((k=n)T/(2(n=1)),
%) Gauss time-window, i.e,
w(t) = exp (((k=n)?/(n=1)%)1np),

where k=1,...40n, n=7, p stands for the
cut=off level orf the Gauss curve, p=0,01,
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Fig, 2.
DISCUSSION

Hitherto known procedures for normaliza=
tion of spectrum parameters concern formant
frequencies. In order to motivate their
proposals some authors refer to the ana=
thomy of the organs of speech (Wakita
(1977)), some authors to the properties of
hearing (Syrdal (1986)) while others in-
form us only about the efficiency of a
procedure of some kind (Lobanov (1971),
Miller et al., (1980)). Wnile forming nor=-
malizing rules, we aim at giving such ru-
les which can help us identify some of nu-
merical sets or sequences, ‘herefore, when
analvsing the rule that has been proposgd
by Lobanov, i.e. F? =( i-F})/g}, where Fy

stands for a mean of i-th formant frequen=
cies over all vowels and ¢, stands for
standard deviation, we finad out that this
rule identify all numerical sets with ele=-
ments y=ax+b, where a and b are any
arbitrary constants. It may be proved by
substituting F, by aFi+b. Analogously we

i
- can prove that Miller?’s formula =- F?j =
- 3
= Fi,‘]‘ iQiFij-1/3 , Where 1 stands for

the numper of the vowel and J for the
number of an observaticn - identify numeri-
cal sets with elements y=ax, The same con-
cerns Formulas proposed bv (among others)
Syrdal, Yakita and van PRijk. Like in the
case of Miller?s rule the procedure pro-
posed in this vaver identifies numerical
sezusnces with elements y=ax, It is also

2 nonuniform procecdure.
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“ " ABSTRACT

This paper compares the implementa-
tion of different types of phonological
rules in a system providing 1limited
dialect normalization. Dialect normali-
zation will be sketched briefly, as a
means of simplifying the speaker-
normalization task.

Two phonological-rule implementa-
tions’ are compared: a representative of
parsing by finite-state deterministic
automata similar to those in Koskeniemmi
[1) and of context-free phrase-structure
rules like those proposed by Church [2].

INTRODUCTION

Automatic speech recognition (ASR)
devices for continuous speech are forced
to take account of rule-governed varia-
tion in the acoustic signal in a way
that isolated-word recognizers are not,
In the latter, recognition can be
treated as a problem for sophisticated
pattern matching, Continuous-speech
recognizers, on the other hand, must
attempt to cope with the inevitable
acoustic variation resulting from, among
other things, language-specific reqular-
ities governing the realization of seg-
ments or syllables in specific environ-
ments, ‘that is, phonological rules.

The idea that rule~governed varia-
tion in the speech signal can best be
handled by some analogue to a linguist’s
phonological rules is not in itself new.
Several recognition devices which grew
out of the ARPA project in 1971-1976
used rules to expand base dictionaries
into dictionaries containing (it was
hoped) all possible phonetic realiza-
tions of the dictionary’s words [3].
With a realistically large rule set and
large vocabulary, this sort of expansion
is likely to become impractical. The

.. ‘ o _ Cambridge CB3 9pa
) B SR - . B United Kingdom

implementations discussed here run in
the other direction, that 'is, rules are
applied to a 1labeled, segmented input
string to produce candidates for mapch—
ing to a fixed set of lexical entries.
Our interest here is, however, not the
direction the rules run, but the con-
straints on the power of the rule for-
malism and on constraining their appli-
cation.

LINGUISTICS AND SPEECH RECOGNITION

Linguists’ phonological descrip-
tions of the last quarter-century have
been overwhelmingly cast in the form of
a single set of context-sensitive
transformational rules, that is, rules
which are capable of rewriting the
phrase markers making up a string, in
this case phonetic segments. The direc-
tion of operation should be irrelevant,
so lexical items can be transformed into
surface strings and vice versa.

Such a phonological qgrammar com-
ponent has at least two major problems,
concerning dialect and the formal power
of the rules. 1It is impractical to try
to design a single pandialectal set of
rules for a recognition system to map
inputs onto a single lexicon. Though it
is imaginable that one set of rules
could be written that would correctly
map an input string onto the intended
string of lexemes, it would in the pro-
cess generate a considerable number of
false mappings due to the application of
rules which, by virtue of belonging to a
different dialect, played no part in the
production of the input. Training to an
individual speaker might get around this
problem (assuming for the moment that
the mapping from one dialect’s phonolog-
ical system to another’s is isomorphic),
but at the cost of sacrificing general-
ity that could be captured by the proper
rules. This can be handled by the use
of dialect normalization, in which an
initial training phase establishes not
only idiosyncratic but dialectal charac-
teristics of the speaker, and uses these
to determine what subset of rules is the
most suitable. Thi strategy is used in
the ASR section 6f the Cambridge Alvey

project. ,
o

i
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But even if the rules in 2 phono= .« |

logical component are marked for :2;2?
dialect they apply to. the anrmal—
sensitive transformational rule hg i
ism is itself problematic. T lsible
because it 1is in some cases imposs ble
to uniquely reconstruct the fpthe
transformation string, ‘because 1os he
ability of transformational rule thi
modify phrase markers. In pragtlce, o
can lead to a given phonetic surt ace
string being traceab}e to several pos e
ble phgnolegical strinds, anglogogsilar
syntactic ambiguity ({scmething ixm 2t
can happen with context-free rules 2
well, -when several structgre? g ¢
assigned to a given segment string; ) us
in practice the problem 1s much les

severe).

As in much recent werk in syntax;E
one solution is to restrict the pcwgr_q
rules. As examples cf context-sensitive
transformaticns versus formallg gori
constrained rules, two gheneleglica
parsers will be discussed he: i 1cne
using exclusively context-free -u_§§.
the other allewing scome context specl 13
catioen. The respective strengths ag
veaknesses of the two systess will ssr\e
to illustrate some cf the requireczents a
ghonelegical grazmzmar reeds to fulfill.

PHONOLOGICAL FARSERS

encoding of phonological processes, many

: .of. them contextually dependent, into

- iles is done as a bypro-
Conte%t;{{iﬁér%%ierarchical structuring
quc§_ ?{ in the chart parser. The con-
imp 101 dependencies which obtain among
textuasive segments are encoded into the
s?cgei_level anits (syllables and feet),
the eenabling the parser to handle. many
cont t—conditioned processes without
contgiing the generative capacity of 3
req\élxt—sensitive system. For ex?mple’
conte ule in English which aspirateg
vod iess stops in syllable-initial
vg;giion would be expressed as a phrase
gtructure rule such as

h h
onset » p | t 1k

h

i terminal s ol for
exgiggigg 2222t ?ggo aspiratedyggiceless
5{ s. Thus, when parsing an  input
stggn% such segments would be labeled
:s syliable onsets, which in turn would
allow the parser_to_hypothe51ze syllable
boundaries for dictionary lookup.

ic is fine, as far as it goes,
Howevzgts the system (at least as Church
presents jt) suffers §r9m two types of
roblem, one specific and system-
Eriented, cne more general and baseq on
the philecscphy of context-free parsing.

The first difficulty can be charac-
terized as a perfect-input requirement.
This refers to the system’s regquirement

phonotactically possible.
tions of input therefore only consist of:
the insertion of nonterminal symbols, in
and foot elements.
This fails to address the
phonological processes involving segment
epenthetic
disappearance
Ssuch rule-governed alterations
in the segments are also troublesome for
their ability to yield surface
which violate the phonotactics of

strings, a.recognition system would have
to broaden its allowable
by listing numerous alternative realiza-
tions of a word in the lexicon, yielding
a system like that produced by the lexi-
con expansion rules mentioned above,
increasing the

of rules to
allow several optional rewritings of the

alternative

string and so reduces the
advantage of context-free over
sensitive rules.

Context-sensitive rules

The implementation used here as
of context-sensitive parsing is
'two-level’
by Koskenniemi

Though his inten-
tion was to

morphological
decomposition of an input string, it has
qualities which suit it for phonological
rule implementation as well.

point. In contrast to Church’s parser,
the rules are context-sensitive, and the
parse is left-to-right.

This shares with the context-free
system the advantage of not needing word
boundaries to be specified in advance,
and so avoiding the problems caused by
the reliance of a whole-word matcher on
reliable word boundaries. It differs,
however, in the set of strings it will
pass and in the types of rules that it
can express. The first difference is
due to the structure of the two-level
parser, and is not connected to
context-sensitivity in rules. Church’s
parser first clusters the input segments
into higher-level units, which are then
used in lexical search. In the two-level
system, the search is an integral part
of parsing the input string. Since the
rules are comparing input and lexical
strings, a parse may fail simply because
one of the input words is not present in
the 1lexicon (compare this with the
lexicon-independent output of the Church
parser). The advantage of this is that

many unusable analyses (consisting of
phonotactically legitimate nonwords) are
filtered out early. The second differ-
ence is that which we have been
emphasizing, that rules are allowed
which rewrite segment labels, thus
allowing for the restoration of dele-

tions, the undoing of neutralizations,
etc.

Context-free rules in 2 EEEEESfiEELEEEES of perfect, fine-grained pgotitxi 1§bil- The core of two-level CONCLUSION
Thonoiogy ing, and the conseguences DOLA Of misia- ng into nondeter- .
les in beiing, cr even of labeling in too bread i finite-state It is the case that many phonologi-
Using oxnly context-fres ‘f“ == T a fashicn. Let us look at the initial- simulate context-sensitive rules. cal processes often expressed in a
the phonslogical c:z;c:eﬁf Ef,i‘fe::i. aspiraticn rule again. fIgl the context-sensitive L context-sensitive formalism can  be
nizer might seem Ripeless 2= BE5, 0 vy recognizer’s front end ever falls to . " finite-state expressed in a more restricted system.
nological gracesses  arf an. t*; recognize 2 syllable-initial voiceless machines, it would be possible to write However, the inability of context-free
context-dsrendent. AS wWiis - Teare stop as aspirated, the parse fails. It strings which could phonological rules to alter the segments
roontext-frset  system Sisc =% ie unreascnably optimistic to expect ot 1 which constitute their input puts them
3ses not ignore cantext, bu - £lawless perforzaace frea any front end. finite-state device. However, phonolog- at a severe disadvantage when faced with
ia  such a way that a coInt = Tnis difficulty Helghs keavily, because ical processes do not seem to ever the output of those processes in speech
formalism is claimed %o e a preper parse in this systea depends cn o 2 These automata can production which alter segment identity
s tre ac-curate labeling cf such pgonetlc be envisioned as simultaneously (e.g. neutralization) or create surface
The mosy Jevelopsd exammie oo 3 datail. The prcblex can be evaded by along two ‘tapes’ (hence the name violations of phonotactic rules through
cansexi-frse gphonologizal parssaroas ve 2aXing the rules more general, but this level’), one representing the input insertion or deletion of segments.
Te found in Thursh [2l. These. 3 OSF as the accczpanying cost cf  drazati- . representing graph through the Though it is possible to create a recog-
nant Tastice {with =3 ‘:;‘- v cally increasing the nuzter cf valid lexicon, which has a tree structure such nizer without context-sensitive rules
sylladle-bouniazy speaifissseoas - cavses forzed frca any given string. node contains information about between the input and the lexicon
as the imgut t2 3 chart paTssr < x ] o ceaenting and whether a lexical entry can end at that (recognizers can function without rules
~itk a set of comisxi-Izse pat Even if the initial S:si-~»‘;211 as and if continuation is possible, at all), the variation handled by the
tuzse Tulses. The pazIses la>eling process were tg v-rklas Y inked what lexical characters can follow. “ules must be taken care of somewhere
nierarshical s 2 with is rnecessary, the seccnd ?rg-—i§£ v%nd else. In this regard, it is significant
sagmexts at i st lsv +> context-free parsicy ”1337_0, ribed The rules check whether the current that the context-free implementation
»v  oadss ids 3 s3 re;main. A parser cI the scrt cescr is 3 be matched to the discussed above includes a 'canonical-
namsnts 53 amsve dacides whether a givel f:“"g current lexical character. izer’ level (Church, pp. 44-45), which
ss = ailowed (that is, can B2 as:;;ﬁey*a the ¢current pairing, the removes phonetic detail and and tries to
s structure), given a particular od of next character is taken from the recover altered or deleted segments
is Secause this rule-set 1s  CTTRCSE e and checked for any allowable matches in prior to lexical access. This latter
n context-free phrase-structulie ru;es,ngo ) amounts to putting in an extra set of
s rewgiting cf segment laZe.s oS atlcw-4- This continues until the end rules to perform operations involving
: Sim-e sezpent latels cannct De altersd, of the input is successful rewriting and inserting of phrase mark-
N - s=s prznclcgical parsec’s it= ;fiﬁ.%s - lexical and ers, i.e. context-sensitive transferma-
T T T iilToens realiy iz iudge whether IS izput 18 input characters
;
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Nonetheless, a context—sens%tlve

formalism cannot be said to,pe opt1maé.

The very power which enables it to ¥n z

i ‘ the effects of processes which defea
‘ ’ " context-free rules also overgenerates
mappings between the input agd the -lexi-

‘ _— con. The obvious next step 15 to fégi
! ) ways to prune these mappings. chat
. - =% °.° 'methods are alrgady in use. One€ i{s .that.

of automaticall cheeking the *lexicon to
see Whethen-,i{ edntainsﬁ.thar—segmeng
sequences which the rules prqduce; az '
.ceasing to follow any hypothesngd og - -
‘put which contains nonwords. ?hg other

is the reliance-on an early decision as

to the speaker’s dialect to determine

which subset of the existing rules will

! ’ be ' applied to an input-string.-rathe{

than simply trying to handle al

dialects with = one large rule set.

Another possibility would be to apply

some rules only when the system foun

evidence of fast-speech  phenomena.

Further reduction in the number of
hypotheses could be achieved by the use

of syntactic  knowledge, to forbid
sequences of lexical items that cannot

be syntactically parsed.
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ABSTRACT

A method of speaker-adaptive speech
recognition is presented in which systemic
differences are exploited to identify the
speaker’s gross regional accent: A small
number of "calibration" sentences are spo-
ken by the prospective wuser. 1Intra-
sentence comparisons are made of selected
vowels differing between dialects in their
systemic value, and the speaker is scored
on strength of adherence to one of four
gross regional accents. The regional
accent . decision and the numerical data
derived from the analysis of the calibra-
tion sentences are used to modify values
in the vowel reference tables.

REGIONAL ACCENT DIFFERENCES

Speaker~independent automatic speech
recognition requires a splution to the
problem of regional accent differences.
The accent has first to be identified, and
then the reference values used in the
recognition process have to be adapted
towards the particular accent.

Differences between accents exist at
various levels of description. Firstly,
there may be differences in the phoneme
inventory. For example, many speakers of
Northern British English do not distin-
guish the vowels in "look" and "luck", or
"put" and "putt"; many Scottish speakers

have the same quality vowel in "good" and
"food".secondly, even in those parts of
the vowel system that have equivalent

phonemic oppositions, the lexical distri-
bution of phonemes may differ. This may be
due to different historical development in
a large number of words such as /&/ in
"path", ‘"grass", etc. in American and
Northern British English while Southern
British English has /a:/. Alternatively,
there may be isolated incidences, such as
"tomato", which has sei/ in American and
/az/ in British English. Thirdly,
regional accents differ in the phonetic
quality of functionally equivalent
phonemes. For example, although Southern
and Northern British can both be said to
have a distinctive contrast between the
vowels in "cat" and "cart", that distinc-
tion is not carried to the same extent by
the same phonetic properties. The gualita-

tive difference between /&/ énd saz/ in

some areas of Northern England is very
small, the distinction relying almost
totally on the length difference; in
Southerh British the qualitative differ-
ence is very noticeable.
SYNTAGMATIC COMPARISON
These differences can be exploited

recognition purposes by comparing the
characteristics of selected
vowels within a known text. Two known
words may contain different quality
vowels in one dialect and the same quality
vowel in another. Whether the reason is a
difference in inventory, lexical distribu-
tion, or just a difference in the phonetic

for
acoustic

relationship of functionally equivalent
phonemes, analysis will provide evidence
for or against a particular regional

accent. This principle of text-internal or
‘syntagmatic’ comparison has an obvious
advantage over comparison with any exter-
nal template values. The relational values
are obtained from the individual’s own
realisational framework, avoiding the
problem of having to normalise for non-
dialectal inter-speaker differences.

DELIMITATION OF REGIONAL ACCENT

Although regional accent variation is
strictly speaking non-discrete, both in
geographical terms moving from one area to
another, and in sociological terms within
a given area, some people are categoris-—
able according to their geographical back-
ground. Four gross accent areas were
selected for differentiation: Southern
Standard British (SSB), Northern British
(NB), Scottish (Scot), and General
American (USA). The differences within
these regions may well be regarded by some
(particularly those who live in them) as
being at least as great as the differences
between them. They do, however, constitute
regional accents which are readily recog-
nised in everyday speech communication by
linguistically naive persons, and must
therefore be considered to have some iden-
tity. General American, in particular, is
not a natural regional accent associated
with one geographical area. It is a stan-
dardised accent, roughly equivalent in the
United States to SSB in Britain.
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PHONOLOGICAL DIFFERENCES

These gross accent areas offer phono-
onetic differences 1n their

logical and ph

vogel systems which can be exp101ted. fo;
identification purposes. On the basjs ©
evidence collated in wells (3], the
phonemic differences, tabulated 1n_Ta§le
1, are theoretically sufficient to d}Stln-
guish between them. Words (1n.cap1tal§)
are used to represent the phonemic opposi-
tions because differences in tpe }ex1c§l
distribution of phonemes and variation in
phonetic quality make the choice of one
symbol rather _than another ponfus;ng.
The word. lakels used are those’em

Wells [3, p.127£f.]).

Table 1. Primary vowel comparisons for
dialect separation.
+ : phonemic opposition
- : no opposition exists

SSB NB Scot USA

TRAP-BATH + - _
FOOT-STRUT + - + +
FOOT-GOOSE + + - +

These three oppositions differentiate
the British accents more clearly than the

American accent. Three further vowel com-
parisons provide additional dialectal
definition for American English. They also
provide additional characterisation of
Scottish. These may be considered "secon-
dary" comparisons (Table 2).

Table 2. secondary vowel comparisons
for dialect separation

SSB NB Scot USA

LOT-CLOTH - - - (+)
LOT-THOUGHT + + - (+)
LOT-PALM (+) + + -

The bracketed indication of an oppo-
sition for USA in the LOT-CLOTH and LOT-
THOUGHT oppositions are a necessary ack-
nowledgement of differences within North
America. Although a distinctive contrast
is claimed for both- of them in General
American, there are many speakers who make
no contrast. The bracketed opposition for
SSB LOT-PALM is an indication that the
vowel quality distinction is unreliable;
the opposition relies more strongly on the
length difference of the two vowels.

Another type of difference provides
useful additional sub-grouping, namely the
incidence of the long monophthongs /a:,
3:/. In so-called ’'rhotic’ dialects, that
is in our Scottish and USA speakers, they
do not occur in words spelled with an <r>
following the vowel. In addition, of
course, these dialects do not have /3:/,
which occurs in words such as "bird",

ployed by «~<  accents,

* representative

n rt" or "heard",- nor the center:
hu nd triphthongs (as ~ in .wggizg

diphthongs a "
hag:, tour, hire, hour'eetc.).

CALIBRATION SENTENCES - -

'

The accent classifier operateg o
sentences containing the word Clas“:
given in Tables 1 and 2. Practical usefy].
ness to a speaker—-independent recognitiy
system requires that thg sentences satiss

two conflicting.crlterla: they have to by
as short as possible yet provide all
vowel comparisons,;Tih stressed positijgy,

necessary for differentiating the targd
if possible "more than once f,
reater reliability. Ideally, to provige ,
picture of a™ speakerss
vowel space, they should also contaijp at
least one token of the vowels not requireg

for the comparisons.

The following four sentences satisgy
all these requirements:

After tea father fed the cat.

1.
2. Father hid that awful cart at the
top of the park.
3. Father cooked two of the puddings
in butter.
4. Father bought a lot of cloth.
In sentence 1 we have a difference i
distribution. Although both SSB and ys

have an s&/-/a:/ distinction, /&/ occurs
in many words in USA which have /a:/ i
SSB. Thus, when comparing  "after",
vfather", and "cat", an American speaker
will have a the same vowel quality ip
"after" and "cat" and a different quality
in "father"; the SSB speaker will have the
same quality in "after" and "father" and

different quality in "cat".

In sentence 2 the difference between
rhotic sar/ in "cart" and "park" and the
non-rhotic sa:/ in "father" will signal a
Scottish and an American accent, SSB and
NB have a non-rhotic /a:/ in all thre
words. In addition, less difference
between "awful", and "top" than between
"father" and "top" would be evidence fora
Scottish or a Northern British speaker.

Sentence 3 provides an example of
complete neutralisation. Northern British,
in contrast to SSB has no distinctim
between the vowels in "cook™ or "pudding'
and "butter". A Scottish speaker, on the
other hand, will have the'same quality
vowel in "cook", "pudding" and "two",
strongly fronted, close, rounded vowel,

In sentence 4, minimal differences
between the vowels in "bought", "lot", an
*cloth" would signal Scottish; similarity
between "bought" and "cloth", with bot?
words differing from "lot" would indicats
USA; the same quality in "lot" an
"cloth", and a large difference betwee
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these Ords a d b g t Wou](i l)e analysls ffa es f pu Sentellce
a h of W n O‘ u h m Q the iln t

evidence for SSB.
correspond to the frames in the reference-

sentence containing predefined comparison

In addition, the senten
tain stressed wor sentences also con- points; the : :
Ji/r and ser. e fs ylth the'vowels /i:/, manualiy wgggpar;sog poxgts'are locgted_
stressed pu}e vngggng gii 1tve%tory of approximately one gﬁfﬁd_SIEEiiugﬁdlﬁﬁr
. . . " ’ e or /. €
fglst;sb;mﬁgrga?t if the accegt ident{;iér selected vowels and the values stored.
e .
diagnosic. Or anything more .than pure The comparison procedure is an LPC
} A S . ngggi ttgree-formant Euclidean distanc;
§ compari st ated on an audi i '
filled. pogngésonaiconditlons -are . ful- .. tangular bandwidtg)lt:éiléequézalent recs
against particula. e a ég;i:eg' for or- i auditory scaling has the. advgnt:;: 'og
gories. Positi Y cate- ° reducing “the eff ciat i1
aids different;;:idgndlnnzggglve scoring ~ --giving very low Fgcgnofhgzizaiészign w?;;e
fillment of a conditi cases, ful- cient weight i Surti-
t ndition is evid g to influence the differe
one regional accent byt idence for value. The formants are obtaj nce
. stron evid deri . S e obtained by second
against another. For exam g ence erivative peak-pickin
Iﬂ___I_ t . ple, in senten applvi : c g, and cleaned by
+ & large difference in 1 ce Pplying combinatorial constrai i
"after" and " y qual}ty between from phonetic th raints derived
ity between "§2§2$5'aggup%ggtwlth similar- be made extremelyeogg&efgslcog;trgggtsfcaz
evidence  foo ! is strong that the vowels a i o
against Southern g?it??EKICan accent and sible to inhibitreizggggéugi feones® BOs-
an -~ accent category is iﬁan other cases, parisons if a plausible form Zowel fora
fulfillment, and ny ifferent to non- 1s not found, thus avoidi ant structure
Sytiliment, negative points are ous accent jud iding totally spuri-
Northern éritfoﬁ exgmple, in sentence 3 Judgenents.
sh will score iti !
and Southern Briti - P(?S tlvely In general .
"pudding", andrﬁgéige?sgﬁzézely }f "cook", proved gery ré1§2§1§°rm§§fya2:i{§ls dhas
qualities, but the ysa similar vowel when the endpoint location f o Jjoon
fected, due to a ten Score will be unaf- sentence rior t oricthe input
ency for many Ameri B © the dynamic alignment
can speakers to centrali Y Ameri- procedure, fails due to extran men
/A/. Classification cp alise both v/ and The use of a combined eous noise.
based on the maxi @ glven speaker is amplitude measure f Peing ressing +
: aximum accumulated i ; or endpoint locati
gained by any regional acoent score g;gz;ggg dg:gs;g:;able resistance to nogf
ce.
' An obvious weakness in th
. : e r i
?Eglggggég? of Ehe accent idengi?f:;c?i ADAPTATION TO ACCENT
use o rigid and rel :
gross criteria. g ; atively Accent identificati i i
modified accents casegtiif b:lggteigégngly tge first step towargglg:tégieigc;;ni:?ly
non-standard by the huma € as ot non-standard speech . : on
n listener b peech. Adaptation is the
means of other ; N Yy necessar
features, which'thgergggsntf;gsgtigfgéoval possibley o:ecggg ﬁ:??:' ogart-°§ SoaSis
nores. For example there are 19 regional speech data, part ~ndependent
. Y depends
prosodic features which differ widesy £ooo on individual [ o2rL depends on data
dely from ] : speakers gained f
one accent to another which hf widely calibration sente i fom the
: a N nces dur ; A
B:f; jincorporated. At the "monent, 1he cation process. "N the tdentifi-
P towards differentiatj ’
degree  of adherenc jon [Of the Independ
IEEEBEained from theecggt?nsggéogsioagceng the fegignalensczgxié hgsémggt da%; o
mark  allocation, which o from /hvd/  syllabl ce COs-ected
features which  ma ich can track the regional rouy avbles.  These provide
overall regionnl ma¥enityiate from the which individusy regionay sﬁiirzfs,agai"ft
. can be matched. However i vowels
. di
ANALYSIS PROCEDURE E?gﬁ°‘m32§aTat°hi“9 assunes r:gstforggggg
tract 1length diff
Analysis is carrj . speakers differ only i iona Erences,
The first is a drr1e§ out in two steps. However, there c:s gelgth;egégnal gocent.
cedure to locate thgnzgéglgngragging S 19237term Snticulatory ;atégfgiﬁnces[i?
sentences to be anal o e input within accent groups ing in 9i
: ysed. The s i ups resulting in differ—
is th . . econd ste ences in the ; er
o comparison procedire 1esci ™ U space. " sheyoPloltation of e and"°r
rms i
The dynamic alignment be seen as the tendency of some s 1skcan
metric DP matching al : uses a sym- to speak without much jaw Booxers
after endpoint gocagg;;thm [2) operating without much forward-and—bgck ?gxggznt, or
measure of average a 1'on a combined ment. Adaptation to these diff aoves
frame (normalised mplitude per  20ms a1s0 possible on the basi Tmant Gats
r ! to  compensate : athered i asls of formant data
differences in recording level) and zefgi gr0cess. Guring the accent ldentification

crossing count. After alignment, the
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Firstly, a group average F1,/F2 "cen-
troid" value is calculated from, the aver-—
age vowel values, each vowel in the
regional “system being related to the cen-
troid by an Fl and an F2 factor. In addi-
tion, the maximum and minimum F1 and F2
values give the group Fl and F2 "disper~
sion" wvalues. individual "centroid" and
"dispersion” values are calculated from
the calibration-sentence data. Adapted
vowel target values are calculated by
applying the regional grou vowel factgrs
to the individual centroid values, using
the F1 and F2 dispersion factors (= indi-
vidual dispersion / group dispersion) to
stretch or squeeze the vowel space in the
F1 or F2 dimensror.’

-

SUMMARY AND DISCUSSION

The accent classifier is conceived as
a first stage of a complex front-end com-
ponent in a speaker-independent speech
recogniser. The correct classification of
a speaker’s accent is essential
information which will be passed up the
system, enabling, for example, the subse-
quent front-end sub-components to adapt to
the speaker. It may also be needed to
trigger a particular subsection of phono-
logical rules, and to direct accent-
dependent lexical access. dowever, more
than Jjust the accent decision can be
exploited in the speaker adaptation pro-
cess, which can be envisaged basically as
a ‘mapping’ of the acoustic space in which
the particular speaker produces  his
vowels. Analysis data from the calibration
sentences provides an economical basis for
this mapping procedure.

pProblems not addressed by the
approach described here are, male/female
speaker normalisation, and modification
for degree of regional adherence. Pro-
gress in the latter depends to a large
extent on long-term data obtained from the
accent classifier revealing which opposi-
tions most frequently differentiate the
speakers. As data accumulates, statistical
evaluation will determine the relative
frequency of occurrence of particular
regional features. The hierarchy thus
obtained can be used to specify degrees of
regional accent and associate them with
particular vowel features.
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USE OF THE ERB SCALE IN PERIPHERAL AUDITORY PROCESSING
FOR VOWEL IDENTIFICATION

D. H. DETERDING® -

Department of Linguistics
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ABSTRACT

Some previous systems for using knowledge
of peripheral auditory processing in
speech recognition have wused the Bark
scale. Here, the use of the ERB scale is
compared with the Bark scale.

Vowel spectra are transformed in the
manner suggested by Bladon and Lindblom.
The resulting vowel representations using
the two different scales are then compared
for a whole-spectrum approach to speaker-
independent vowel recognition.

The success rate for correct identifica-
tion is quite high with either scale; but
it is unlikely that the remaining errors
could be overcome wusing this kind of
whole-spectrum approach.

INTRODUCTION

In recent years, many researchers have
investigated the wuse of models of the
peripheral auditory system as the first
stage in automatic speech recognition sys-

{ 18,73
& /
@ :
15 N
10
5—
0.7 T T T
100 500 1000 2000 5000

log Hz

Figure 1. Plot of Bark scale against log
Hz scale.

England

tems. It is arqued that, if the speech
can be transformed in a manner similar to
the processing of the ear, the task of
recognition will be made easier.

If such @ transformation is to be used, it
is important that it be as accurate as
possible. In their suggested auditory
transform, Bladon and Lindblom [1] use a
Bark scale. Moore and Glasberg [2] sug-
gest that their ERB scale (standing for
Equivalent Rectangular Bandwidth) is more
accurate. In this paper, a comparison is
made of the effectiveness of wusing these
two scales in producing auditorily-
transformed spectra for speaker-
independent vowel recognition.

BARK SCALE vs ERB SCALE

Plots of the two scales against a log
Hertz scale are shown in Figures 1 and 2.

The principal differences between the two
scales are: the width of the critical band
estimated by Moore and Glasberg is
smaller, so there are more ERBs below 5000

@ 28,37
l
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Figure 2. Plot of ERB scale against log
Hz scale.
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Hz than there are Bark; and the ERB

deviates less from
below 50C Hz.

One consequence of
that when
to simulate aspects ©

rocessing,
gesolved on an ERB sca
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a logarithmic scale
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filter suggested by Moore and Glasberg.
It is possible that any harmonic: rippie
that has not been smoothed out could
intertere with vowel identification; SO a
wider masking filter was also tried with
the ERB scale. However, the success rate
for vowel recognition using this wider
filter was worse, so the results presented
here for the ERB scale are for the nar-
rower filter.

NORMALIZING AUDITOkY REPRESENTATIONS

Blomberg et al [3) fing that, for vowel
identification, the various stages in
their auditory transform are actually des-
tructive except for the last (DOMIN)
stage; but they investigate recognition
for each speaker independently, without
attempting any kind of cross-speaker nor-
malization, It is possible that an audi-
tory representation only becomes important
when speaker-independent recognition is
attempted.

in the experiment reported here, identifi-
cation of the vowels of each of thirteen
speakers was based on templates derived
from the vowels of the other speakers, so
some kind of normalization was needed.

If speaker normalization can be achieved
by a simple shift along an auditory scale
to account for different vocal tract
lengths [4], the shift required for adapt-
ing to one speaker from a _.set of templates
should be appropriate for all the vowels
of that speaker, Derivation of an
appropriate shift can therefore be done on
the basis of a single calibration vowel:
the shift that allows the two representa-
tions of the calibration vowel ¢to become
most similar can be used for normalizing
all the other vowels. This is comparable
to the normalization scheme proposed by
Nearey [5], though it wuses an auditory
scale instead of the logarithmic scale
that he suggests.

Various vowels were tried as the
calibration vowel for normalization, and
the vowel from "hard" was found to provide
the highest success rate. - For the results

presented, the calibration vowel was

always "hard".

VOWEL RECOGNITION EXPERIMENT

Eight male and five female speakers, all
using a Standard Southern British accent,
each produced the words "heed", "hid",
"head", "had", "hard", "hud", "hOd",
"hoard", "hood", "who’d", and "hearq" in
isolation. ‘The frame of speech for use in
the recognition was extracted from about
one third of the way along each vowel,
The location of this frame was determined
manually, by examining the speech with a
speech editor.

For identification of the vowels of each
speaker, templates were derived by averag-
ing the vowel representations of "all the
other speakers. For each vowel, identifi-
cation was done by finding the template
with a representation (after displacement
by the normalizing shift) most similar to
‘that  of the vowel. “The similarity of two
vowel representations was determined by
the Euclidean space between them.

RESULTS

The percentage of correct vowel identifi-
cations wunder varjous conditions is shown
in Table 1. 1t jg hard to draw clear con-
clusions about the superiority of either
auditory scale from these results.

The success rate for vowel recognition
after each of the various stages of the
transforms is shown in Table 32, These
figures suggest that each of the stages
improves the recognition success rate,
with the possible exception of the last
stage. These findings differ from those
of Blomberg et al [3].

The results in Table 1 show that the
recognition performance for the female

BARK ERB
Normalized
Male Only 89 92
Female Only 76 78
All 86 86
Un-normalized
Male Only 90 94
Female Only 74 78
All 84 83

Table 1. Percentage of correct identifi-
cations wunder various conditions: in the
"normalized" conditions, a normalizing
shift was derived as described; in the
"un-normalized" condition, no normalizing
shift was used; in the "male" condition,
the vowels of the male speakers were
recognized using templates derived from
the vowels of only the other male speak-
ers; similarly for the "female" condition;
in the "all" condition, the vowels of each
of the speakers were used for identifica-
tion of all the other speakers.

BARK ERB
FFT 64 64
auditory scale 74 73
masking 81 86
phons 83 87
sones 86 86

Table 2. Percentage of correct vowel
identifications using the outputs of each
of the stages of the transforms.
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vowels was considerably worse than for the
male vowels. Examination of the patterg
of misidentifications showed that on boi
scales many of the vowels of one fe@ade
speaker had been incorrectly }dgntlf;gfé
The possibility that the nor?a11z1ng st; :
for this speaker was not optimal was TRe€
investigated.. .

All possible normalizing shifts, from
minus 40 to plus 40 points, were tried.
(One point represents 1,256 of the total
spectrum, ie 0.075 Bark or 0.11 ERBs.) No
shift allowed more than six (out of
eleven) correct identifications on the
Bark scale or seven on the ERB scale.

Even if, for this speaker, the templates
were derived from only the other female
speakers, the success rate was not per-
fect: no normalizing shift allowed more
than eight correct identifications on
either scale.

It seems that no simple normaliz@ng shift
will allow all the vowels of this speaker
to be identified correctly.

It might be argued that the perceptign of
some vowel distinctions lies mostly in the
duration of the vowel, so, for example,
for many speakers of Standard Southern
British one cannot expect /a:/ and fo/ to
be differentiated on the basis of a single
extracted frame. But, with the best shift
for this speaker wusing the female only
templates, the remaining errors on both
scales included:

sae/ identified as /3:/
Jus/ V274

These errors could not be resolved by con-
sidering the duration of the vowel.

DISCUSSION
Many of the vowel representations looked
" like that in Figure 5, with much less dis-
tinct peaks than those of Figures 3 and 4.

Given the amorphous shape of the vowel in .

Figure. 5, the high success rate of the
recognition was surprising. If a single
normalizing shift is wused with a whole
spectral matching, it is doubtful if the
success rate could be improved much beyond
its present level. :

1 T T
-0,53 S 10 15 18,71

Figure 5. A Bark scale vowel representa-
tion of one token of "had".

jc experiments [6] indicat
t;gghogggngspectrﬁm—based vowel recognis
tion is not likely to.succeed' because it
retains spectral 1nf?rmat19n that g
relevant to the speaker’s voice quality
put not to the phonetlc identity of the
vowel. sSpectral tilt, formant bandwidth,
n. Ssu .
22?ma§:eamplitude'have' little effect op
phonetic vowel identity, but they h?ve
drastic effects on whole-spectrum matching
scores. In obtaining better phoneme
recognition scores than achieved here,

suomi [7) attempts to factor out the

effects of spectral Filt from his whole-
spectrum representations.

it is clear that some attempt'muSF b? made
to find important features, principally
the location of the formant peaks, and to
use these for vowel recognition.
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PACIO3HABAHUE PEYY NPOU3BOJIBLIOrO AHKTOPA MO KJIACTEPHEM STAJIOHAM

BIIARMMHUP MA3YP .

Kadenpa 6HOPUBHKH u MaTeMaTHYeCKMX MeTOHOB B 6rnoloruyu

PEGEPAT » ‘ . :

B paGore nPemiIoxeH crnocos bacnosHaBaHusg
PeYH NpPOH3BONBLHOrO AHKTOpa no KJ1aCTepHHM
9TanoHam, ABIAKHUX COBOR OnoHN Peanu3zanumo
Kaxmoro cnosa cJioBapss B TNIPOH3HECEHHH qQui-
Topa-ueHTpa Kn1acrepa. Onucan npouecc cos-
‘maHus kjlacTtepos, HCcnenosaHu ero Xapakre-
PHCTHKH. npu H3MeHeHuH ycnopun 3KClIepuMeH -
TOB. Onpegesneny ONTHMankeHue napamMeTpu s
CO3naHHA KJlacTepos. pennoxena Kinaccuduka-
uHa AHKTOPOB no ux NPHIogHOCTH nng PadoTH
C HeamanTusHOX CPP. Nonyyenuy bPesyneTath
bPacnosHasaHua peyn TNIPOH 3 BONBHEX noJiL30Ba=-
TeJleR no KJIaCTEepPHuM 3TaJIOHaM,

BBEEHUE
Knaccudukanus DA3NMYHHX MOOXOnoBs x no-
CTPOGHHN HealanTWshux CHCTeM pacnosHaBanus
Peun npuseneHa s padore /1/, llpemnaraemurn
HaMH anropurtm pacnosaaaaunapequnpousaonb-
" HOro nonesosartens ABNsAEeTCH. Pa3sHOBHOHOCTBR
nonxona, HCnons3sywmero crarucruqecxoe'OGV-
YeHHe, C BBeneHueMm Gonee 6ucrporo, 3KOHO-
. MHYHOTO u 3¢dPexTUBHOrO cnocoba mHKTOpCKOH
azanTauuu n'npencrasneﬂux 3TJIOHOB. Npunsg~
THR . nogxon NO3BONRET HCKMOYUTE Heo6xonu-
MOCTEL BOnBHOro Habopa ‘3TasoHOR nIpH - 06yye-
HHH 3a cyerT npnmeaeaua:xnacrepnmxsranonoa,

Knacrepos,
Tpebywuan CTaTHCTUYeCKulT MaTepHan “ ocHo-
BaHHOe Ha Hem O6yyenue, beuwaercs Ha srtane
HCCenosanug AHKTODCKHX I'OJIOCOB. Co3nauHue
KJlaCcTepn nocrosuug H He 3aBHCAT oT HCHONL~
3yemoro cnosaps. H3Menenue - CNloBaps BieyeT
3a cobo#t Tompxo 3anUChe 3TanoHos NI OMKTO-
PoOB-LeHTpOB Kjlactepos. I'onoc NPOHU3BONBLHOIO
JHKTOpa, XeJjiamoiwero padoTtars ¢ CHCcTeMoH,
npensapuTensHo xnaccu@uunpyercxxu:"naponb-
HOR" ¢paze u CHCTeMma "Hacrpausaerca” Ha
3TaNOHK HaHnbosee GaH3KOro no PeYeBnM napa-
MeTpam KnacTepa, no xoropnmxmmucxonurpac-
nosHaBaHMe, nuco CHCTeMma BmjaeT OTKa3, uyTo
O3HavaeT, yTo JAaHHHE JUKTOD MOXeT pa6GoTaTsm
TONBKO C 4AJanTHBHOI CPP, ;

JIbBOBCKHIT YHHBEpCHTeT, YxpauHa, CCCP, 290005

AJNTOPUTM KJIACTEPU3AUUYU U PACHOBHABAHHH_

Ana cospauusg KacTepoOB OUKTOpPCKuUX rono-
COB OHU1 3anmucan 6aHK ofpasuos PeuYH pasnuy-
HHX OUKTOpPOB., B 3xcnepuMeHTaxnpuaanquac-
THe 50 OHKTOPOB, H3 Hux 30 MYXYHUH u 20 xeq-
WaH. Kaxmum us AHKTOPOB NpoH3Hec no 10 cnos
(tudpu or 0 no 9), IPH3HAKO~BpeMeHHOe oOmu-
CaHHe KOTOpmX 6rU10 3anucano B 6aHK ob6pasnos
peux. IloyTu Bce HAHKTODPH, NPHHABUMe yyacTue
B 3KCnepumenre, BrepBHe pabGoTanu ¢ PeYeBuM
BBOOOM, MHavye TOBODPSA, GHUIM "Hecorpynanqam-
wuMr" mHkTOpamu, C uensi YCTPaHeHHsS  aApHO

© BHOHMHX Dedex THuX 9TanoHos, 6unonpenyCMOT—

pPeHo 2 BapuaHra KOppexiuy, Nepsyw KOppek-
LHI0 MOXHO Ghulo OCYmeCTBHTB BO Bpems cozna-
HHA ©OaHxa 3TaJIOHOB nyrem noBTOpPa IJIoxoro
3TajioHa. Bropyw - B pexume KOPDEKHHH, 3a-
NMHCHBAaA HOBHNA 3TaJIOH BMecCTO nedexTHOrO,

KOHTPOJ'IB 3a KavecTsBOM 3anMCaHHuX 3TaJIOHOB

BCex yxe uMelomuxcs.
YalMCh BCE Te NMKTOPH, pasnmuie KOTOPHX no
M3SMEPAEMHM napameTpam pewun Haxomunoc, | B
NIDENeNax OrpaHHYeHHOR O6nacTu, onpegense-
MOR pamuycom knacTepa R. Fonee nonpo6Ho

QIr'OPUTM OnHCaH p pa6orax /3, 4/,

HOB, ocywmecrTmnancs IO pacnevaTrke KayecTBeH-
HOI'O cocrTama KnacTepos. Ecnu OOHH H TOT xe
IHKTOD BXOOUT €pasy B 6Gosnee vyem AaBa knac-
Tepa, s Hero nenecoo6pasno BH6paTe TOT
kJlacTtep, roe ero NOPANKOBHIY

LHKTOP, He NPHHUMa By yyacTtua s COo3maHun
GaHka 9TajnoHOoB, 191 Hero HYXHO npounssecTn

Pacnosnasaupe ocymecTeasercs c HCNOJNBL-
30BaHUeM anropnrmanxaamnqecxoronporpaMMH-
POBaHHA, onucanHoro p pabore /5/ C .npume-
HeHHeM MeTpuxu YeGumesa,
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* NpOU3BONDb HOIrO QIHUKT

WCCJIELOBAHUE H ONTHUMHU3ALHNSA KJIACTEPOB

InAa KWccaenoBaHHA Kaqecrsea302;1;3§332_
yeCTBEHHOTO COCTaBa KnaCTePOB'HCMMOCTH %
ceA3en ¥ npeoépaaoaaﬂnﬁ B 3aB enopﬂj:( oxe-
napaMeTpoOB &airopuTma Gﬂnzsgggiulﬂme, A on
nepuMeHTOB. Kax yxgpzTanachmunpyeTcx' agz

e
npouaueceaaoﬂlnanaponhﬂon @pasi,ﬁggzmﬁare_
Kak=-6u ero "BU3UTHOR KapTOYKON " . Jitidebe®

KaK BAMAET AIHTENBHOCTD nap o
peggzaﬁqée axycrnxo-¢oaeruqecxuﬂ coiZiz Ha
2iacwepﬂaauam ronoca, & B KOHeqﬁgMinacwep—
HaJexXHoCTh pacrno3dasaHuf peyH I N ene-
HBIM BTANOH&AM. Kpome  9TOro XOoTen O retoR

Thb OHTKMaanVm_nﬁHTeanOCTB ol
mxaau ins sToro Gunu HCNOJIb30BAHM e
ﬁiquu; Mo IJIUTENBHOCTH H cocra3i¢gagT e
¢pasn. OHH OLUIH cocTasyieHu H3 uB Eoctan
9 u cocTosny® OT 3-X AO 10-u cngmﬁn-naponb-
oTOeNbHHX napgnbuaxogpaa cgenyx 4_; lapoe

aza u3 3-X CJ - 4,5,6% -
2??,2?7; 5-u cnos (1-# BapuaH?} g ;'313'4§Eé
5-u ciyioB (2-% papHaHTt) - 6, ,B,-, 6...9.
CJIOB - 4,5,6,7,8,9,0; 10-u c.nox amonbER
CpelnHas OMUTEeNbHOCTE paannqgusno4.1 poy
dpas HaxonuTcd B npenenax oT émM M
a ee pacnpeneieHue xuz oTZeNb
M Ha puc. 4.
¢pa;;; iiﬁ;oﬂ napoJsipHONIl ¢pasu uciggggs?gsf
LOTMY CTHMEIH nuanaaoupanuycoaxnagnonb3yeMoﬁ
K3MeHAuMACT, B 3a9ucumocruéyrun03Hux .
mApOE O eon B foe?u;;i nr? iccignonancx Ha-
. anasoH H3M -
iﬁﬁaxnzr NOosABJIEHHUA EepBOro xnacieigm;O;gB
JIM4eCTBEHHHM COCTaBOM 6onee nBﬁxcnmaano
(D)2)u1wmmaaammmwﬂ 3 M
BO3MOXHOR Npi paboTe aJIropuT™Ma. oca 50-1
Pe3yabTaTH KJjlacTepH3auHH rogxcnepxmeu-
IMKTOPOB TIPH pasnUYBHX YCJIOBHAX e
TOB npHBedeHH B tabn. 1. nﬁﬁ K on-
ponpaOR dpasH, cocTosmelt U3 cHo P acm
THMANRBHOM paaudyce R 6u10 nonyde

[OABJEHWA AMKTOPA-LEHTPa B

xenepuMeHTax . JapHeRuKA aHAMK3 no-
pasHHX 3 ppeneHHas knaccHudukauusa cnpa-
kasan, 4TO ni camuX KJacTepOB M TMOJHOCTLi
sepsiuBa H nﬁﬂpyew. TIpHHATHR NOAXOA Kﬂaicn—
c ued Koppiropos [03BONIMJI TIONYYHTB S5 *yc-
pukauuu L nacTepoB C AMKTOPaMU-LEHTpamu
TORUMBHX §8 44,453 4 “cpeIHeyCTOHUHBHX"
Cp = 1,29,3%, -'25.35,36,48, a Takxe pag
xnactepa € CP_ " "énuﬂoqﬁﬂxu KnacTepos. He-
"Heycmﬁ“?mgcnonb3oaaamenca napoJIbHOR ¢pa-
3aBHCHMO icne“““e knacTeps B OCOJIBUHHCTBe
3H, nepengann nocjie K1aCCHOUKAmMM HCClie-
NPHCYTCTB SHGODKH OHKTOPOB . Kpome 3Toro,
nopaBmenica M R W3MeHANCA HNX KOJNHUYECTBEHHH}R
. z2§22i:2iuun cocras. Ha puc. 1 npusenen
u

rue L - yacToTa

Puc. 1.
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repoi LBXTOPCKHX IOJICCOB. HonydyeHHue Kjaac-
Tepd 0GO3HAYEHH WTPUXOBKOR nOXR uouepout
COOTBETCTBYWUHM OHKTOPY-LedTRY Knacrgpa J
Cp. No pe3’ynbTaTaM, npUBEedeHHEM B T2 nuuB,
MOXHO BHAEAHTh 3 TPYyNnH LHKTOPOB = UEHTPO
acTepos:
o - “3croiqnnue" OHKTOPH-1EHTPH K1aCTepoB
(L = 516); _
- 'cpenueycronqnaue“ OHKTOPH HeHTPpH
knactepos (L = 3,4); )
- "geycToRyHBHE" M "OonMHOYHHE" IHKTOPH
LeHTPH KJ1acTepoB (L =1,2),

rpad OHHAMMKK Pa3BHTHA KJjacTepos npﬂxﬁg;
HeHHHM panMyca KjacTepa i naponsHOR ¢P -
¥3 7 CIOB. Ha PHCYHKE XOPOWO BHAEH rtpou‘e;mx
o6pa30BaHHA, Pa3BATHA H pacnana ornenbnr
KJacTepoB ¥ ofmad KapTHHa HX npeobpaso

HHR. IUlacTepd oGO3HAYEHH npnmoyronbﬂnxmg;
TOJMMHA KOTOPHX MPONOPUKHOHAJIBHA xommec:Bc
AMKTOPOB B kJjacTepe, & camo KX xonu;§CPW
NpHBENeHO LUKHOPOA B NPAMOYTOJIBHHKE. gl
CyHKa BHLHO, YTO IPH MaJhiX pamgnycax -
=12.0 ... 15.0) nponcxomuT mnpouecc ¢0PTr
POBaHHUA KJACTEepoB, NpPH R = 15...16 Hac
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naeT AHanasoH HX ONTHMAJIBHOCTH, a npu
R)]ﬁ.o HayHHaeTCA uX JgpoblsieHHe M pacnarn
Ha pPAN HOBHX MAaJIOYMCJIEHHHX KJiacTtepos /6/.

Ilpy BHOOpPE ONTHMAJIBHOM BEJIMYMHH pamguyca
HaMH YYHTHBAJlHCh Kak H obuwas KapTHHa pa3s-
BHTHA KJaCTepOB, NpencTaB/leHHAasd Ha LJaHHOM
pHCYHKe, TaK W OTHeJsibHHEe napaMeTpH, TakHe
' KaK ROQJIHYeCTBO OMKTOPOB, BXONAWHX BO BCe
KnacTepu NpH padHoM R - Sd H yacroTa nona-
OaHHA ORHHX H TeX Xe OHKTOPOB B pasiHuHLe
wiacrtepd - F, Besnuyusa Sd BmGupaniacek Taxum
o6pasoM, YTOOH, N0 BO3MOXHOCTH, He3lHaYu—
TEAbHO NPEBHNATL YHCIO HCCENOBABUMXCR HHK=
TopoB (50). A F BubHpanace K3 COOGPaxeHHit
MHHHMAJIBHOI'O KOJIHYECTBA IIOBTOPOB [OHKTOPOB
B PA3INUYHHX KaacTepax. T.e. MaKCHMAIThHEM
JOJIXKHO OHTH KOJMYECTBO NHKTOPOB, VIS KOTO-
pux F = 1, H MHHHMQILHEM - GNA KOTOpuX F =0
u F>2. Ha puc, 2 npusen€sa guarpamMma pac-

Puc., 2.

N N

'} 172
7 100
“1 r=¢ F=¢ Z"
40/ 0
3 - 70 F=s

L 60

5 50
2 F=1 40
&5 30
© 20
5 0

{0 12 14 46, 18 20

npeneieHUs XoHMYecTBAa QHKTOPOB N no yacro-
Te MX NonagasHug F B pa3anuuHHe XJacTepw NpH
HIMEHEHHN pammyca kjacrepa R QA naponsHOM
dpasu-us 7 cnos. N0 nepeurcreHRHM napameT-—
paM, TNpyPeneHHHM Ha pHc. 1 K puc. 2, (1333
OCymecCTBSeH BHOGOP ONTHMAJIBHOIO R, KOTOPHHA
N paccMaTPUBAEeMOro ciy4dasm paBeH 16 yen.
enHHHLaM,

PE3YJIBTATH KJIACTEPH3AIIMM T'OJIOCOB

B pesynsTare.NPpOBENeHHHX KCCAeaDBAHKHE no
XNacTEePH3IAUAN I'OJIOCOB PASAHYHEHX . FHKTOpOB
MOXHO CHOenaThk BHBOX, YTO NPOK3BOJIBHHMX IOJbL-
30BsaTeneff MO X roNOCYy MOXHO pPAa3NneIUTh Ha

.3 Py ¢

~ "ycroftunBHe" Kk KNacCTepH3amHMH LHKKTODH ;
- "HeycTofiudEne" X KIacTepH3alUHH IHKTO~
phl;

= “"HexnacTepusyemie" IOMKTOPH.
Ha puc. 3 nokxasano pacnpeneneHue NNOTHOCTH
F(t) OT HX HOPMMDOBAHHOIO OTKJIOHEHMA t OT
CPenHUX KJIACTEePHHX 3TaJIOHOB. B nepByw HS3
NEPEYNCACHHNX Brule T'PYNN IMKTOPOB, H3O6pa-
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Puc. 3.

30 43 -QG¥F o0 oF i3 39

XEHHON Ha DHCyHKe ob6nacTe K1, BxoguT 50%
IOHKTOPOB, BO BTOpPyw (K2',K2") - 30% u B
Tpersio (K3',K3") - 20%. OUKTODOB, BOWEmIHX
B NepBHe OBe TDPYNIH, MOXHO OOGBLEeOMHHTDL B
TPYNNy YCJAOBHO KJACTEPH3YEMHX IMKTOPOB. A
IMKTOPH, BomemwHe B TIpynny “HeknacrepHu3ye-
Mux", pa6oTaTs C HeajanTUBHOR CPP He CmO-
IryT. HX peur MOXHO pacrnosHaBaThk TOJIBKO
NoNnp3yACh ananTHBHuMH CPP, HHTepecHO, 4TO
"HeKJacTepH3yeMuMH" CTAHOBATCHA Kak "IJIOXO
coTpyaduvaume”, Tak H "XOpomo COTPYOHHYa—-
mee"” ¢ CPP LOMKTODH, KOTOpHE B OOXHAKOBON
Mepe, HO C pa3HON MNONAPHOCTBI YHANEHH OT
CPeXHHX KJIaCTEePHHX DYTalloOHOB (30HH K3' u
K3").

PE3YJIBTATH PACIO3HABAHHS PEYH ITPOM3BOJIBHHX
JAKTOPOB

B 9KCNepHMeHTax IO pacCHO3HAaBaHHO peux
NPOH3BONLHLEX NOJIb30BaTENIEA TNO KNaCTepHHM
3TaJIOHaM MPHHAJIO yyacTHe 50 JUKTOPOB, 3a-—

" MACHBABUMX CBOM ITANOHEH B SaHK 3Ta/IOHOB pe~-
NH, & Takxe 10 HOBHIX QMKTOPOB. Kaxmudft IMx—
TOP NPOM3HEeC. NeCATh C¢noB - nuudpu or 0 o 9.
YcpenheHHue PesysibTaTH PACNO3HABAHHA IONMO-
ca BCcex ZHKTOPOR MO KAACTEepPHHM 2TAJIOHAM DU
KaxXnoN NapwibHOR $pasH NDPUBENEHH Ha puc. 4.
H OGO3HaYeHH KPHBOX N2. MUHHMaJIbHasg Hagex-—

.HOCTh pacCnosIHaBaHUA MNOJAYYEeHa NPH HCNONAL3O~-
BaHHM NMapwIbHOR $pa3d u3 4-x cnos - 63.1%,
MaKCHMaJIbHadA = V1A napoJIBHOA ¢pa3u U3 10-u
cnoB -~ 68.6%. CrenyeT crmenaTh OTOBOPKY, 4YTO
BCe pe3yNbTaTH NOJIYYEHH A QOHKTOPOB, He
NMPOXOOMBUMX HHKAKOIO NpPeXBapHTEJILHOI'O o6y-—
YeHHa pa6ortu ¢ CPP. [lo naHHEM HEeKOTOPHX
MCCJIENOBAHHA NPH HAJMHYHH npenBapHUTEeNIbHOIO
OGYYEHHA INMKTOPOB M HX ajanTau¥E K paboTe
¢ CPP, HanexHOCTh pPacCNO3HaBaHHA HX DEYM BO3-
pacTaer Ha 5...15% cooTBeTcTBeHHO nocie
3...9-H YacoOBOIro OGYYEeHHHA. YuuTHBARE 3TH
HaHHHE, MOXHO HaneAThCA, YTO CPenHAN Hagex-
HOCTh Pacrnos3HaBaHHUA PeyYH "npoH3BANBHOTO-O6-

YYEHHOrO" monbp3oBaTensi Hamet CHCTEMOR Oy-

IOeT COCTaBasATh OKoIo 85%. 3TO npenmonoxe-
HHE NOATBEPXOAaeTCA TakKxXe TeM, YTO WIS 2-X
"COTPYRHHYAKMKX" HUKTOPOB, NMPHHHMABUKX yya-

CTHEe B 3KCMNEpPHMEeHTe H of6pa30BaBmHX "cBOi™

knactep ¢ Cp = 1, HaZEeXHOCTL pPacCINO3HABAHHS

BO BCeX 3KCIepHMeHTax Omna pasHoR 100%.
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puc. 4.

NG&)
100

M

g0 “

60
40

20

15 20 24 2T 3 il
n - KOJIMYECTBO CJIOB B naponbﬁon dpase
tp - cpenHan .wm"renhﬂoc’rb naponbﬂoﬂ $pasH

CpenHas HaJAEeXHOCTh pacnosuasaanx peun npo-~
K3BONBHHX IMKTODPOB B afanTHUBHOH CCP, koraa
OHHM HMEH *epou" 3TaJIOHH, Takxe TnpHBeneHa
Ha TOM pHCYHKe B oBo3HaueHa N1. Dra BEnH~
yuHa paBHa 82%. .

BHBOIH

B pesynbTaTe npOBeREHHHX HccrenoBaHuA
MOXHO CKasaTk, YTO K BOMpPOCY © pacno3Hasa~
HUHK peuH NpOX3BOJILHOTC OMKTOpa HYXHO non-
XOZUTE m{d)cbepeﬁunponaﬂﬂo. CHavyana Heo6Xx0~
JUMO onpeneyuTh BO3MOKHOCTD :-)(Npex'mauon pa-
6OTH KOHKPEeTHOTO pukTOopa © HeaganTHBHOA
cucTeMon pacno3HaBaHusa peun M TOJILKO B CIIY=
yae NO3UTHBHOTO peaynbTaTa 3TOT HOUKTOP MO~
KxeT npucTynarbh K pasoTe € CCP. OmnpepnenuTh
"npnronﬂocu" POU3BOJIBHOTO OUKTOpa s

apanTrBHOM CPP MOXHO MNO mNpougz-
1 MM naponbHOR ¢pase. Hanexaoc:b
Hua pevur NPOM3BOJILHOIO NOMB30Ba~
o 3aBHCHT OT €ero TIOATOTOBKK X pa~-
gore ¢ CPP. pHaye rosops ero " COTPYRHUYe-
crBa" € cHCTEMOH « IipoBefeHHHe KCCNenoBanuy
rokasHBalT pO3MOXHHE MyTH COBEPUEHCTEOBa~
HHA aeanan'rusﬂon CPP 4 HECMOTPA Ha  pap
ocTel NPH peleHnH npo6sieMd  NO3BONAKY
p TaKue CHCTEMH B OrPaHMYEHHyy

npaxruuecxux Hengx.
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The Realization of Semantic Focus
and Language Modeling

ROBOLFO DRELMONYE

Istituto ai Linguistica - Universitd di Yemexia

Cs*° Garzoni-toro - §.Hhr&o, 3417 - YEREZIA(I)

ABSTRACY ’ -
Italian is a language in which discourse
level informational strategies are easily
detectable at sentence level. When arguments
of a certain predicate do not constitute new
information they are adjoined as clitic to
the front of the verb; subject arguments
constituting the theme of a discourse or
text are left unexpressed. All relevant
information on the contrary is highlighted
means of a variety of structural means:
these are wusually accompanied by phonetic
signals -mostly at the level of intonational
contours. Semantic foous can be char
acterized by phonological structure,
syntactioc structure and pragmatic or full
semantic representation. Only emphatic and
contrastive focussing requires Pragmatic or
full semantic representation: this is not
generated by available grammatical com
ponents of rule systems for speech
synthesis, currently presented in the
literature.The two remaining levels of
representation, the phonological and the
syntactic ones, enable a system of synthesis
by rule to realize focus structure in most
cases. Relevant semantic information is
passed on to the syntactic component from
the lexicon, which must be highly
articulated. The remaining components
activated in a system for synthesis by rule
are the morphological and the phonological
ones.
Phonetically speaking, the focussed cons
tituent can be characterized by a peak with
Low or High tone, aligned with word-stress,
accompanied by a preceding H/L tone and

sometimes followed by a L tone in
coincidence with an Intonational Group
boundary. Intonational Groups (IGs)

constitute the higher phonological structure
and are defined on a syntactic~-semantic

level, as the .root sentence including the
higher S node and its complements and
modifiers. Moreover, we found out that to
obtain a satisfactory definition of focus

the highest-lowest peak in F, value is not
sufficient as an acoustic correlate. Foocus
is defined as a relation over two adjacent
tonal assignments, in terms of the rate/s of
change of the F, curve.

INTRODUCTION

In a previous paper[l]jwe distinguished

" frames,

between Phonological Foous (FF) which gives
rise to wunmarked Focus Assignment ules
(FAR), and Logical Focus (LF) which gives

rise to marked FAR. The former constitutes a
case of default sentence level rule which
associates a certain basic pitch contour
with each Intonational Group(IG). Basic
intonational contours of a certain language
are usually defined generalizing over a set
of illocutionary types (or tunes as defined
in[2]) which are language-specific. In
Italian there are at least the following:
declaratives, questions, exclamatives and
parentheticals. IGs constitute the higher
phonological structure and are defined on a
syntactic-semantic level, as " the root
sentence including the higher S node and its
complements and modifiers.
Logical Focus (LF) is conceived as the pitch
induced by syntactically governed
discontinuities of constituents which can
and usually are - affected by discourse
level rules, as to their interpretation.
These structures are however detectable at
sentence level and give rise to a syntactic
representation in which grammatical
functions are assigned to constituents which
do not occupy their canonical position in
superficial or constituent structure. FF and
LF generate focus structures which define
the boundary of a sense unit at a discourse
grammmar level: with FF focus structure
includes the arguments of the predicate as
they are normally associated by lexical
where syntactic or functional
subcategorization, selectional restrictions
and other feature information is listed for
each lexical entry. In the case of LF this
is alsc taken into account, plus the marked
structures of Italian in terms of syntactic
discontinuities. No pragmatic or
extragrammatical knowledge is required,
however, since no emphatic or contrastive
structures are generated by the rules.
We take for granted that the system will
generate an adequate structural description
of marked structures(but see{3]). In order
to investigate its relatijons with an
acoustic-phonetic model of focus structure
wee built a test set made up of sentences
inleuding the following structural types:
1. Neutral declarative followed by a
subordinate hypothetical clause;
2. Topicalized version of .
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i i i i £ 1.
3. Clitic left dislocation version o
4. Clitic right dislocation version of l‘llP
5. Sentence with an Extraposed Sgbjec‘:t_ ;
6. Sentence 1 with Postposed Sul;ject.,'
7. Sentence 1 with Inve_rted Subjegt,
8. Cleft construction;
9. Wh- question;
. Yes-no estion. - o ,
-"'-"""’é'gntegcesz-%ge en read aloud by an 9icpe§§
phonetician wh3 repeated them ’untdl D
judged fo have performed the best ren eri g:
F« and short-term~power (both on a ggg
scale) were computed ez:ich 10-ms at the
of the University of Padua. )
Sentences are listed l?_elov with underneath
their phonological marking: . Al
1. Gli industr}.{ni‘akll devono paga}rls i dec:.néiLJI.x
se vogliono che le trattative con{inulno.
.2. I decimali gli industriali devono pagaé:
HtL I3 3 3
se vogliono che le trattative coi;:tnulno.
imali i industriali devono pagarli
3. IHd;ciJ.mah gli in uH h e
se vogliono continuare le Egattauve.
4.G1li industriali devono pagarli i decima%‘i
‘ H L* H* L o
se vogliono che le trattatlveLgontlnulno

-

§. Questo accordo non possono accettarlo

H L* H* H B*LL%
i sindacati
L% . 3
i imali gli industriali
6. gevono %agar}? i decﬁx:nLa g | 13
se vogliono continuare le tr;;tat:we.
i industriali i decimali
7. DHevono pggare gli in E\{15 rH"L H
se vogliono la continuazione delle
trattative.
L% o
8. Sono i decimali che gli industriali non
H*L L% :

voglione pag;re.

9. Chi hanno detto che hanno intenzione di

. H H H*L 1% ajutare gli
industriali?
indus L% | |

tto che avrebbero aiutato i

10. Hanno _d;‘Lo o ° s
terremotati gli industriali?

H H*L L H% .
Sentences 1. and its variants can . be
translated roughly as follows: The

i iali imals if they
industrialists must pay the decima

want the negotiations to continue”; sentence
6 as follows: "The unions cannot accept this

agreement’; sentence 9 as follow.'s: "Who did
tge industrialists say they 1nt‘e_nded to
help?”- and finally 10 as follows: "Have the

industrialists said they intended to help
the earthquake victims?" _
As to the underlying phonolegical model, the

" In Pierrehumbert system [2],

"focus’ is as8QC

reader is referred to 1] . orily tvo Cones
i i i make up the intonationa]
o0 CQ?blslgetcliofI;cation: T* where T=H,L,' the
contou dicates alignment with the prominent
St‘ﬁ 1:1115- "As a first approximation we adopt
sy~ bix:xary notation, plus  the  tone
ne iated with IG's boundaries: Ti=H,1
assoclm is usually associated with yes/no
'here'ons and 1X marks the end of non-
qu“tl' ativé IG's. As in her system, when
e iated to a prominent syllable

e -of tones which appear, as
phere o' s colfle ot SO TRCR AP B
o 'gwtfxat the other two allowgble sequences
no:hel LH*) are less frequent in Itallan,..or
(Ll I to emphatic and  contrastive
o ongnces vhich we do not take into account
utterAlso we did not see t_he' need for
?giiéduciﬁg a phrase accent, which should
accompany the final nuclear pitch accent as

happens in English.
ANALYZING THE DATA

inguistic point of view we oan
grislj?dea sigcggces into two parts: 4th/e oge
following and the other preceding the
focussed constituent.First oﬁ all weflook a‘ti
the sentence section following the ocusse
constituent, which on a fl_rst approximation
we take it to coincide with the rightmost

T*T/TT* tonal marking. The portion to be
considered varies remrkably _from one
sentence to another: it is constituted by a

i i tences 1. and 3.,
subordinate clause in sen )
the subordinate clause plus what remains of

the major clause, once the _topicahzed
constituent has been fronted, in sentenge
2. the subordinate clause plus tde
constituent which has been extraposed,

either the subject or the ob4ject6 NP7 o.f Elﬁ:

main clause, in sentences . . .,

presupposed relative clause attached t:o :g:

clefted constituent in sen'c:ncee 85,' e
. . c i’

extraposed NP subject in sentenc

the rpight dislocated NP object in sentence

All this sentence material can be t_r::tz;l
homogenecusly from an intopat:.onal p:;c i
view even though it ocontains syntac ey
semantic elements differing quite marf oo
from one another. These componentsd t;o e
intonational structure can be opposef soed
material which  precedes the ocu b
constituent/s which we discuss belo:-'focua
phonetic characterization _ of poz Tiows:
linguistic elements can def}ned as fo b
there is a downstep pattern in the Fs co o
vhich reflects a somevhat gIObalhingﬂ
starting from an upper limit ‘and reac "

i
baseline value about 5 half-tomnes belowlm

(hereafter h.t.)1.The deolinat'ion .
associated with each sug:l} portion ify M
patterns does not lend itself eaIsn Lt

defining a constant decaying rate. 0
lovering seems to apply random&j‘{ng .
prominent/non-prominent syllables loo Y
sentence stretches of a certain 8Y
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length. Local variations  may.  take

" Phonological Words? as their domain, with the

only restriction that local F. Jjumps cannot
override Fe jumps of the previous PW. The
first sentence, declarative, is made up of
twvo IG's, the first of which ends with the
main sentence and the second with the
subordinate clause.
contains focussed material,
assertion  of the  underlying
proposition; the subordinate expresses an
hypothesis based on given ‘information.In
sentences moving the: focussed constituent to
the front, after FAR has applied, the
declination line is set at approximately .5
b.t- above--thé final value(L%). Also these
sentences (see 2 and 3) are iade up of two
IG's, the first of which ends with the main
sentence and the second starts with the
subordinate clause. The only noticeable
difference from the simple declarative
consists in the decrease in the final
lowering at the end of the first IG: the
degree of final lowering is higher in the
simple declarative than in its marked
variants and this is due to differences in
‘semantic representation. In the former case,
the main clause contains an assertion and
the whole proposition constituted by the
main  predicate and the subject of
predication are elements of focus structure:
the pitch range ocorrelated with the main
sentence is higher than the one correlated
with the subordinate clause. Marked
variations of this utterance concentrates
the predication onto a single constituent
which marks focus structure: in sentence 2
it is the object NP, as in sentence 8, it is
the VP in sentence 6 and the subject NP in
sentence 7, and so on.As in [5] focus is the
representation of the variable x such that
P(x), where P(x) is a predication in x
corresponding to the dominant or main
Verb.What is needed then is a condexing rule
to associate the predication with the entity
in foous, as in A&’Gl: Coindex NP and X
vhere X = an . PP, NP, VP or sS.
Coindexing tells us which thing x is being
predicated about. In case of sentence 2, a
topicalization, what we have is:

i.e, the
semantic

2i. [[wi decimali], [vedevono pagare gli
industriali]y]
X P(X)
FOCUS=X=[npi decimali]
As Berwick rightly remarks: “"there is

certainly not much in the way of constraint
in this proposal. What is missing is the
machinery telling us wyhich NP's and X's are

to be coindexed"(ibid.,53). This would
require discourse structuring rules,
obviously; but at sentence level a lot o¢an

be done in Italian on the basis of syntactic
structuring, as discussed above.

We are Teft with the portion of the
intonational ocontour which precedes the
focussed constituent. From a phonetic point
of view, to achieve a satisfactory
definition of focus it is not sufficient to
loock at peaks in the. pitch contour.

Only the main clause.

Variability in the topline —-.or the maximum
"vdlue for the Fs contour in a phonological -
phrase ="which can be constituted ‘either by
a peak, H,a maximum, or a fall to a very low

pitch, L, a minimum in the pitch range of a
given intonational contour in absolute
terms, do not constitute the correlate of

the focussed constituent. Other factors not
relatable to focus can contribute to the
creation of peaks, such as the length of the
utterance or the beginning og a new
discourse. We found and ~ verified in
synthesis experiments, that the.steepness of
the dipping following/preceding the focussed
segment (usually a syllable), i.e. the
rate/s of change or number of h.t. for the
segment/s constituting the sequence relevant
to the definition of focus structure, is the
viable discriminating correlate of focus. In
this way focus is defined as a relation over
tvo adjacent tonal assignments, in terms of
the steepness of the dipping of the F.
contour. If we look at our examples, we find
easily that in the first portion of the

sentence there are two or even three
combinations of T*T/TT* - and indeed,
potentially there ocould be an infinite
number. Only if we adopt our criterion we

can account for sentences in which two or
more constituents seem to be structurally
marked and semantically relevant in the
overall informational structure. This is the
cagse of sentences 3,4,5 in which a
constituent is moved to TOP position or is
left/right dislocated and is bound to a
resumptive clitic within the sentence, as
shown in:

iii. [s~[rop[nQuesto

accordo] [snon [ype] [yppossono [ve[vaccettar] [¢;l0
111) [npd sindacati]}]

The constituent in TOP does not count as new
information as is the case with topicalized
sentence 2. Rather, it qualifies as
secondary focus even though it has been
fronted: primary focus is associated with
the VP and is marked as H*LL%¥ at the offset
of the IG.

The grammatical representation is thus
confirmed by the data we collected in that
focus is characterized by three features: a
L/H peak/fall, aligned with word-stress,
accempanied by. a preceding or trailing H/L
tone followed by a L tone in coincidence

with an IG boundary(not necessarily), the
Steepness must be the highest in the
sentence. If we look at the steepness we
have the following data: in sentence 3.

HL*=6 h;t. whereas H*LI%=8 h.t.,; in sentence

4., HL*=3 h.t. but H*L=7 h.t.; in 5. HL*=4
h.t. but H*LL%-8 h.t., in 2. the steepness
associated with H*L=9 h.t.; in 8. H*LL%=8
h.t.; in 6. H*L=9 h.t. and finally in 7.
H*L=9 h t.

We shall concentrate now on the two
interrogatives: the wh- question in 9 and

the yes/no question in 10. As to 9 we note
that the wh~ word constitutes the questioned
object and the NP subject “"gli industriali”
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is extraposed beyond  three gentence corresponds to AF/F=6%.

—--- boundaries, as shown below: - S 2 We define a Phonological Word .as a .
= - "3i. ochi  [shanno. detto]. che. [shammo  structural component of IGs made up of op
| . intenzione] di [saiutare] . astressed lexical element, the head of thee
i The intonational ocontour of the wh- question PW, preceded by as many unstressed lexica]

hat it doesn't elements as there are within a Phonologica]

- is clearly identifiable in th2 - A
possess a final peak nor 2a single peak at Phrase. Phonological Phrases in turn

the onset: in wh- questions all the fronted correspond to major syntactic

- constituent is in focus and is raised to aFH constituents(see Selkirk, 1984).
plateau. What follows is a very steep *° .
: . drop: 10 h.t. in our examples. This pattern BIBLIOGRAFIA
. sharply separates the remaining sentence {1] Delmonte R.(1983). A Phonological
.. portion, which iS- uttered on a low Processof (or Italiag, in Proc. 1.3'. Meeting
declination line. It must be remarked that European Chapter of the ACL, Pisa, 26-34.
. : wh- words do not possess wvord stress unless - 12} Hirschbers J. J-Pierrebumbert(1986),
. P : - b : The Intonational Structuring of Discourse,.
they are contrastively emphas1zed - 80 they . . Proc.24tb Anoual Meeting of ACL. Columbia
- puild a PW with the following head e New York, 136-144.
in this case the word "detto”. . . {3] Deimonte R., G.A.Miao. G.Tissto(1986), A
; On a semantic: level, wh- questions are Grammatical Compoaent for a Text-to-
‘ partial gquestions and the H portion of the ig’;clhzszo’r;“’;“-‘CASSP 86, Tokyo,
. . he L. b, - -
sentence 18 solely constituted by t i 14] Selkirk E.(1984), Phonology and Syatax
questioned material, the remaining part of The MIT Press, Cambridge Mass. - AT
the question no longer constituting part g * {5} Berwick R.(1983). Iatroduction:
the question because presupposed or.alrea Yy Computational Aspects of Discourse, in
known. On the contrary, yes-no questions are M Brady & R.Berwick(eds), Computational
total questions and the whole sentence 13 Models of Discourse, The MIT Press,

Cambridge Mass., 27-106.

L . (6] Williams £.(1980), Predication,
1 This characterization of Fe« variations in Linguistic Inquiry, 11(1), 203-238.
terms of half tones has been suggested to me

by G.A.Mian and G.Tisato; each half-tone

uttered homogeneously on a H level.
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ABSTRACT

Rules for Pirah3 primary stress, stress
shifts in morphemic combinations, and
extrametricality crucially refer to ternary
feet, requiring us to admit ternarity as a
primitive of metrical theory.

"INTRODUCTION

A central concern of linguistic theory is
to be able to describe the range of relevant
phenomena within parameters sufficiently
restricted so as to provide a meaningful
explanation of the data. Consequently, we must
resist the temptation to introduce novel
theoretical devices unless absolutely required
by the facts. In metrical phonology, for
example (cf. [7]; [4]1; and others), most
researchers would agree with Hammond's [5]
(p.193) assertion that ",...bounded feet ... are
maximally binary." This means that we would
need only binary and unbounded feet in our
theoretical tool  box. It is tempting to
speculate that if this is true it is the result
of a deeper principle, viz., that heads must be
adjacent to their domains. This would then
elevate the notion of adjacency to the position
of a cross-modular organizing principle, since,
for example, the importance of adjacency in the
syntax has been noted by various researchers

(e.g. [11; [11]). However, in this paper, a
preliminary report on research in progress
([31; cf. also [2] and [4]), I argue that
pPrimary and secondary stress placement in
simple and morphophonologically derived words
in Pirah3, an Amazonian language, crucially
depends on the postulation of ternary feet.
Corroborating evidence for this analysis is
adduced from extrametricality. This analysis is
important for phonological theory in that it

Provides the clearest evidence to date that
bounded feet are not maximally binary and that
ternarity must be admitted as an underivable
theoretical primitive (cf. [6]) for a suggestion
that ternarity can be derived, based on the
erroneous conclusion that all ternary trees are

amphibrachs) .

PRIMARY STRESS

The first evidence for ternarity is found in
Piraha's rule of primary stress placement:
(1) Primary Stress Placement: Stress the

BRAZIL 78900

rightmost token of the heaviest syllable type
encountered in the rightmost three syllables of
the word (—= ‘primary stress'; )
'secondary stress'; . = 'syllable boundary'.
See [4] on the determination of syllable weight
in Piraha):

.?2a.ba.gi.

(2) 'toucan'

(3) .?a.ba.pa. ‘Amapa’ (city name)
(4) .bii.sai. 'red"

(5) -ho.aa.gai. 'species of flower!
(6) .ka.pii.ga.ii.to.ii. 'pencil’

(7)

-pia.hao.gi.so.ai.pi.
(8)

-kac.ai.bo.gi.

*cooking banana!'
'evil spirit!?

In examples like (7) and (8), where a heavier
syllable (CVV) occurs to the left of the
antepenult, rule (1) will overlook it, seeing
only the final three syllables.

Stress is realized phonetically by some,
but not all, speakers as intensity. Its
phonological relevance is strongly supported by
two optional, low-level rules:

(9) [+vd] =3 ([-vd])/ following stress
(18) syl -3 @)/ following stress

We can derive the restriction of (1) to
the final three syllables via the algorithm in

(11):

(11)Tree Construction: Build a
right-dominant, ternary, Obligatory—Btanching
(0B) foot (See [5] for a discussion of 0B
feet) at the right margin of the word,
Conditions: (a) The rightmost syllable of
the tree must dominate a segment leftadjacent
to 1. (b)This algorithm applies from right to
left.

MORPHEMIC COMBINATIONS

Not only will (11) correctly account for
primary stress facts, it also derives the facts
of secondary stress and stress shift in
morphemic combinations ("[eee]" = morpheme;
"(eoo)! = phonological foot'; a. = base form;
b. = derived form):

(12)a. [.?a.pi.pai.] [.ho.ao0.ba.]
'watch® 'give!

b. (I.?a.pi.EE,]) ([.ho.ao.ba.])

(13)a. [.?a.pi.bal.] [.tio.hio.?i0.])

'proper name' 'next?
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_b., ([.?a.pi.ba.]) ([.tio.hic?._?g)_.])
[.ka.hai.] {.?0.ga.ba.gai.]

varrow' ‘'want' .
b. {([.ka.hi][o.) (ga.ba.gii_.])
[.bao.sal. [.bii.sai.]
'cloth! Tred’
b. ([.bao.sa.][.bii.§gi.])
(.?a.pa.pai.] [ .?il.ta.ha.]

'head' T thurts'
b. ([.?a.pa.pa.]) ([.i_i_.ta.ha_‘.])
As  seen in these exanples,
resyllabification occurs in noun + adjective

and noun + verb sequences, following eletl
of the final vowel in the noun and the initial
/?/ in the verb. Secondary stresses  are
produced by constructing a rightdominant phrase
tree over the resultant sequence. ?hese
processes, in conjunction with postlexical,
ternary foot construction produce the stress
changes between the a. and b. examples above.
Example (16) shows that stress shift cannot be
explained via 'stress clash avoidance' (cf.
[16]). Examples (14) and (15) show that the
algorithm in (11) does not stop at [.‘Tpey
further illustrate the necessity of condition
(a) in (11), since material from the 1eftm9st
morpheme has been incorporated into a foot w%th
material from the rightmost morpheme. That 1s,
an independent foot could not be formed at j
because after the rightmost tree 1S
constructed, there is no segment left in the
noun which is adjacent to ] (segments cannot
simultaneously belong to separate trees since
this would result in "crossing association
lines" - out in just about anybody's theory) .

EXTRAMETRICALITY

Extrametricality facts offer independent
evidence for (11) (Note that the following data
also appear to support the proposals in 9],
wherein it is claimed that extrametrical
syllables may be overlooked by certain rules
yet still be relevant to other metrical
processes or representations). In Pirah3, the
nominalizer /~-sai/ may not be stressed when
phrase final, although it is always relevant
for determining the ternary domain of (1)
("{...}' = extrametrical):

(17) a. ?0i.boi.bii.{sai}l.] 'sp. of fish'

[.?
cf. b.*[.20i.boi.bIl.{sai}.]
(18) [.?i,bi.{sai}.] 'hammer"'
(19) a. [.?ii.to.pi.{sail.] ‘remover'

cf. b.*[.?ii.to.pi. {sail}.]

In (17), since { -sal} is extrametrical we
would normally expect it to be irrelevant to
the rule (1) above, falsely predicting that
/.?0i./ will receive stress. Condition (a) of
(11) correctly stresses /.bii./ To account
for this, we can assume a fllter along the
lines of:

(20) * ...{c}le@

deletion -

also be observed that examples 1j
I(isfhg'iﬂi\ginéte an altef{‘ati-"e.hypothesis' ke,
nanely, that only tl}e flngl /i/ ?f -sai is
extrametrical /-sali}/, since this would
incorrectly stress this word as an oxytone'
rather than a proparoxytone.

CONCLUSION

In this paper, an analysis of stress placement
in Piraha has been presented which demonstrates
the necessity of enriching metrical theory to
include ternary constituents. This means that
either the notion of adjacency is not as
important to linguistic theory as previously
thought or that we must weaken our conception
of it to include systems like Piraha.
Unfortunately, the data presently available on
the world's prosodic systems is too scarce in
my opinion to favor either possibility.
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- Three Classes of ‘‘+°’ Boundaries -

Kenneth W, Church
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- Murray Hill, NJ, USA

affixes: “+" morpbemes such as.in+, ad+, ab+, +al, +ity
and “#” morphemes such as un#, #ness, #ly. The two classes
differ in a number of respects, including: (1) Etymology: “+"
morphemes are (often) historically correlated with Latin; “#”
with German and Greek, (2) Stress Assignment (e.g.,
parént+al vs. pérent#hood), and (3) Word Formation: +
morphemes can attach to bound morphemes (e.g., crimin- as in
criminal); # cannot (*criminkhood). This paper will extend this
reasoning in dividing the first class into three parts, Ia, Ib and
Ic (see table).

Class Ib contains what we generally think of as “typical” +
boundary forms (e.g., parént+al, divintity), both with respect
to stress assignment and word formation. It will be argued here
that Class Ia obeys a different set of word formation rules and
that Class Ic obeys a different set of stress assignment rules.

The notion of compositionality provides a unifying theme across

-
-

- & “ .
- SO i
It'is well-known that English morphology has two- classes of< -

scribe, whereas word based wfr apply to a large (possibly open)
class of forms, often ending with -ate or some other archaic
affixes such as: -ine, -uli, -us, -um that may be stripped off or
“truncated” as part of the word formation process. Aronoff
distinguished the two types of word formation rules in order to
account for the fact that some generalizations, especially
productivity and allomorphy, are clearly associated with stems,
whereas other generalizations are associated with words.

This paper will use Aronoff’s distinction in order to separate
Class Ia from other ‘‘+' boundary forms. First, though, it may
be worthwhile to review Aronoff’s reasons for hypothesizing
two types of word formation rules.

1.1 Productivity

The contrast in productivity between stem based and word
based wfr is very striking. Note that there are very few gaps in
stem paradigms:

classes. Just as it is often observed that “# forms have 0 0 (pp) -fon -ive
compositional ~semantics and  stress assignment  (e.g., duce adduce adduct adduction
divine#ness means ‘“‘the state of” composed with ‘“divine”; the deduce deduct deduction deductive
stress of the whole is the concatenation of the stress of the conduce conduct conduction conductive
parts) unlike *“+” forms (e.g., divin+iry has religious educe educt eduction eductive
implications that cannot be attributed to its parts; the stress of induce induct induction inductive
the whole is not the concatenation of the parts because of stress introduce introduction
retraction), we would want to say that Class Ia is less produce product production productive
compositional than Ib which is less than Ic which is less than IL. reduce reduct reduction
seduce seduction seductive
1. Word Formation Rules (WFR) transduce transduction
Aronoff proposed two distinct types of word formation rules in scribe - consctipt- consc.rip‘tion o
his thesis [Aronoff]: stem based wfr and word based wit. describe  nondescript = description  descriptive
. prescribe  prescript prescription  prescriptive
e Stem .Based WFR: subsumelsubsumption, 'consume/consump- subscribe  subscript subscription  subscriptive
tion, resumelresumption, expenselexpensive, ~conducelcon- ceive | conceive concept conception conceptive
ductive deceive deception deceptive
e Word Based WFR: nominate/nominee, nominate/nominaly perceive percept perception perceptive
Femininelfeminism. receive recept reception receptive
here adhere adhesion adhesive
Stem based ‘wfr rules relate pairs of words sharing one of a cohere cohesion cohesive
short (100-1000) list of latinate stems, e.g., fer, mit, sume, duce, inhere inhesion inhesive
+ Boundary # Boundary
Class Ia Class Ib Class Ic Class II
Examples ion, ive, ent, ity, ic ize, ee, itis,ism, ist ness, wise
or, ory al, ian istic, ment, mental hood, ship
Etymology Productive Norman Scientific Literature Anglo-
in Latin French and Enlightenment Saxon
Stress Retraction + + - —
Attaches to stems bound/free bound/free free
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In contrast, word based alternations are full of gaps. For
example, the word based -ate/-ee alternation (e.g., nom-
inate/nominee, designateldesignee) is limited to just a few cases;
the vast majority of words ending with -are do not have variants
- ending with -ee. ’

1.2 Allomorphy

Stem based_ word formation rules attempt to capture both
productivity and allomorphy generalizations. In stem ba§cd
forms, allomorphy (e.g., scribe vs. script) is purely a function
of the stem. and the suffix, and is independent of derivational
'history (cyclicity), prcflx, part of speech; semantics, phonology,

etymology, dialectical variation, etc. In-contrast, al-loniorplzy :
may have moré complicated sources in word based forms.. .

Consider, for example, the word education which does mot
follow the stem based pattern found in adduction, deduction,
conduction,  eduction, induction, introduction, production,
reduction, seduction. and transduction, because education is
derived from the word educate, not from the stem duce. This
example illustrates that derivational history can play an
important role in explaining allomorphy, but only in word
based derivations, and not in stem based derivations.

Mark Aronoff noticed that stem based allomorphy depended
only on the stem and the suffix and attributed this fact to (the
mythical) Ben Moshe.

" “The form of the suffix is never determined by a specific
word. It is never the case that one verb in a given root will
allow one variant, and other verb in the same root a
different variant. The form of the suffix is root governed,
that is, morphologically governed. There are no exceptions
to this. It is the first law of the root originally discovered
by the great Semitic grammarian ben-Moshe (ms) [sic] and
called Ben-Moshe’s First Law,

We will illustrate ben-Moshe’s first law in (28) with the root
sume. The variant of ion which appears after sume is
+tion:” [Aronoff, p. 102]

(28) subsume subsumption *subsumation
consume consumption *consumation
resume resumption *resumation
presume  presumption  *presumation
consume consumption *consumation [sic]
assume assumption ~ *assumation

Aronoff uses Ben Moshe’s Law to cover both cases like
sumel/sumption above where the allomorphy alternation is
extremely clear as well as cases like vert/version and sert/sertion
where the allomorphy is somewhat more subtle. Note that the
orthographic “t” in invertion is realized as /zh/ whereas the

corresponding “‘s” in insertion is realized as /sh/. Aronoff

attributes this distinction to the allophorphy of the stems -verr
and -sert, and then observed that Ben Moshe’s Law correctly
predicts that this voicing contrast is maintained in related forms
such as diversion, conversion, perversion which contain /zh/ as in
inversion, and desertion, exsertion, assertion which contain /sh/
a$ in insertion.

Ben Moshe’s Law can also be used to cover quantity changing

allomorphy as in confide/confidence, The *“Confidence Puzzle™

‘is intriguing because -fide is heavy in confide (as evidenced by
the long vowel) but light in confidence (as evidenced by the

.

stress retraction before the weak retractor suffix -ence). Other
stefns also use ‘allomorphy in order-to change guantity;_(m
table). Consider -side and -pel. -.Botl} change Fheu' underlying
quantity before the suffix -ent. -st.de is undfrlymg!y heavy, byt
acts light in resident, whereas -pel is underlym,gly light, but acts
heavy in repellent. Note that Ben .M‘oshe s Law correctly
predicts that the choice of allomorphy is mdependen} of prefix,
The same light -side found in resident also appears in presiden
and dissidenr; the same heavy -pel found in repellent als
appears in expellent and propellent.

Acts Heavy
-hale, -grade, -plain,
-flame, -vade, -praise,
-rade, -suade, -place,
-claim, -rive, -vive,
-dign, -mise, -scribe,
-quire, -vise, -prise,
-fice, -pugn, -clude,
-prove, -sume, -lude,
-trude, -fuse, -plode,
-close, -mote, -pose,
-void, -join, -plore
-pel, -mit, -gress,
-press, -cess, -cuss

Acts Light

Tense | -fide, -side, -spire,
- .tain, -stain, -cide, -pare

Lax | -fer, -cel

1.3. (Almost) No Exceptions to Ben Moshe’s Law

Ben Moshe’s Law, according to Aronoff, is exceptionless.
After some computer assisted investigation, it appears that the
rule is, in fact, nearly exceptionless, if not completely so.l' Ma‘ny
apparent counter-examples can be dispensed with by attributing
the counter-examples to word based wfr, as opposed to stem
based wir, as we did in order to account for education whicl} is
problematic since most combinations of duct and -ion yield
duction, not ducation. Aronoff himself uses the -word bas;d
escape hatch in order to dispense with consummatation, wl}lch
would ordinarily be a problem for Ben Moshe’s Law, since
sume plus -ion normally produces sumption, not summation.

“Note that the form consummation, as in Shakespeare, is not
an exception. Rather it is derived from the base con
summate, by truncation.” [Aronoff, p. 102]

Compensative is very much like consummation; compensarive‘is
formed from compensate via truncation, as opposed to expensive
which is stem based and obeys Ben-Moshe’s Law.
Friction/frication also demonstrates the contrast between stem
based and word based wfr. Preventive/preventative and
interpretivelinterpretative illustrate another class of (apparent)
counter-examples to the law. Again, these apparent counter-
examples can be accounted for by showing that one of the forms

" 1. A dictionary search for orthographic sequences taking both -ation and -ion

produced: legation (legion), domination (dominion), oration (orion), durat{oﬂ.
conversation, cessation, dilatation, natation, labefactation, retractation,
affectation, dictation, volitation, ind ion, notation, and potation _Of
these, legation, domination, oration, duration, cessation, potation, natanon
and notation are spurious. Conversation is from converse, not converl.
Indention is an archaic form of indentation. Dictation is truncated from
dictate. Labefactation, retractation and volitation are extremely rare forms,
whose status is dubious. This leaves only dilatation and affectation s
possible problems for Ben Moshe.2 ’
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has an salternative source. In this case, preventarive is from the
latin frequentative; the frequenative -ative should not be
confused with -ive. )

In general, forms obeying Ben-Moshe’s Law show up with a
large number of latinate prefixes, as opposed to form like
compensative, expectation, education and preventative, which
violate the Law. Thus, for example, conducive,” another
exception to Ben-Moshe’s Law (cf., conductive, deductive,
inductive, productive), is not found with very many other
prefixes (e.g., *educive, *deducive, *producive). Exceptions are
unlikely to show up with very many prefixes because prefixes
are only productive on stems and these exceptions are word
based. -

1.4 Class Ia and Stem Based WFR

This paper provides additional evidence in favor of Aronoff’s
two types of word formation rules by proposing that some
affixes (namely, Class Ia affixes) are (generally) associated with
stem base wfr and that other affixes (namely, Class Ib and Ic)
are associated with word based wfr. " Note that Class Ja affixes
(e.g., -ion, -ive, -ent, -or) are often found after latinate stems
(e.g., permission, permissive, confident, conductor) but not

generally after truncated morphemes (e.g., *nominion,
*nominive, *nominent, *nominor). Similarly, Class Ib and Ic
affixes (e.g., -al, -ee) are often found after truncated
morphemes (e.g., nominal, nominee), but not generally after
latinate stems *subsumal, *subsumptal, *subsumee, *subsumptee.

® The Distributional Claim: Class Ia affixes (e.g., -ion, -ive,
-ent, -or) attach to latinate stems (e.g., fer, mit, sume, duce,
scribe) whereas Class Ib and Ic affixes (e.g., -al, -ity, -ic,
-ee, -ism, -ist) attach to words (possibly via truncation).

One of the consequences of this claim is that feral, feric, ferity,
ferrous and ducal cannot be related to the latinate stems fer and
duce because Class Ib affixes such as -al,.-ic, -ity and -ous do
not attach to latinate stems. This observation may be important
for practical computer applications of morphological analysis to
unknown words, ¢specially for speech synthesis. .

In addition, this distributional claim forces a form of level
ordering [Kiparsky], [Mohanan]. Note that Class Ia affixes
affixes can be found inside Class Ib affixes (e.g., festivity,
conventional) but net the other way around (e.g., *fest+ity+ive,
*convent+al+ion), because Class Ia affixes (e.g., -ive, -ion)
must be attached to latinate stems and therefore, they cannot
follow Class. Ib affixes. '

1.5 .Multiplé Class Membership

The distributional claim is somewhat weakened, unfortunately,
by the fact that some affixes such as -able share membership in
‘more than more class. Just as others (e.g., [Aronoff, section
6.2] have assumed that -able belongs to both “+ and *“#”, it
will be assumed here that -able belongs to all three classes: Ia,
Ib and Ic. The difficulty is that -able may or may not feed
allomorphy, truncation and stress retraction:

® Allomorphy: (with) circumscriptible, extensible, defensible,
perceptible, divisible, derisible (without) circumscribable,
extendable, defendable, perceivable, dividable, deridable

e Truncation: (with) educable, irrigable, navigable, regulable,
demonstrable, operable, separable (without) educatable, . ir-

rigatable, navigatable, regulatable, demonstratable, oper-
atable, separatable

o Stress Retraction: (with) comparable, réparable, préferable’

(without) comparable, repérable, preférable

Aronoff assumed that forms -which feed- allomerphy, stress
retraction and/or truncation contain a “+’* boundary and that
forms which block these processes contain a “#" boundary.
The present proposal would assign divisible to Class Ia in order
to account for the observed allomorphy, deménstrable and
coémparable to Class Ib in order to account for“the observed
stress retraction, and comparable to class Ib in order to account
for the observed lack of stress retraction.

2. Class Ic

The introduction suggested that Class Ib contains what we
generally think of as “typical” + boundary forms (e.g.,
parént+al, divin+ity), both with respect to stress assignment
and wfr. Section 1 argued that Class Ia obeys a different set of
stem based wfr. This section will argue that Class Ic obeys a
different set of stress assignment rules.

Within words, one expects to find stress clashes resolved by a
rule which forces stressed syllables to alternate. Thus, for
example, degrade plus -ation yields degradation with alternating
stressed  syllables, not. degradation with the two adjacent
clashing stresses. This prohibition against stress clashes applies
to most “+” boundary forms (Classes Ia and Ib), but not to
Class Ic. Note, for example, that departméntal and employée do
ot become *departméntal and *émployée, as would be predicted
if these stress clashes had to be resolved. . '

Class Ic forms are also exceptions to most so-called *“+”
boundary rules. Note, for instance, the contrast between
concain+ism and profan+ity. Tri-syllabic laxing, a typical “+"
boundary rule, forces the tense vowel in profane to become lax
in the Class Ib profanity, but tri-sylabic laxing does not apply in
Class Ic and therefore the tense vowel in concain does not
become lax in the Class Ic form concainism. !

It will be assumed here that Class Ic forms are stressed much
like compounds. Assignee, for example, is formed by com-
bining the two pieces assign and ee with a right dominant foot
[W S] so that the main stress falls on ee. Other Class Ic forms
such as cocainism are combined with a left dominant foot so
that the main stress falls on cocain.* In both cases, the internal
metrical structure of the left piece is kept intact. Note that the.

3. By reasoning employed above to account for the Confidence Puzzle,

cémparable, réparable, prerable may be considered examples of allomorphy
along side divisible. - .
4. Just as with compounds, it is extremely difficult to decide when to use a
left dominate foot and when to use a right dominant foot. We will not
attempt to address this question here. ’
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scress on sign in assign is preserved in assignee znd the sress on
cain in cocain is preseved in cocainism; Gssignee does mot
become *assignée,’ cocainism does mot become $chcainism,
employee does not become *zmployée, and so on. Similarly, the
internal soructure of the left piece is kept incact in genmeralize,
mineralize and federalize, which do not become *genéralize,
*minéralize and, *fedéralize, respectively.

The following table is presented as further evidence for the
clzim taat Class Ic boundaries do not desToy metrical structure.
The tzble lists 2 number of words ending in -ist, -ism and -ize.
Xodcc:hn:bcmwnmofthel:&picaisﬁndacmssall
shree forms; for example, romantic has 010 stress in romansicist
(010-0), romanticism (010-20) and romanticize (010-2).

-ist -ism «ize Stress
romanticist romanticism romanticize 010
exorcist exorcism exorcize 10
humanist humanism humanize 10
antagonist  antagonism  ant2 gonize 010
unionist unionism unionize 10
communist communism  communize 10
rilitarist militarism militarize 100
terrorist terrorism terrorize 10
systematist  systematism systematize 100
stigmatist stigmatism stigmatize 10
dogmatist dogmatism dogmatize 10
hypnotist hypnotism hypnotize 10

In this respect, Class Ic affixes differ from most other “+7
boundary affixes which induce swess retraction. Sxong
recractors (e.g., -afe, -arion) ofien mung metrical structure:
design (01) / designaze (102). Even weak retractors (¢.g., -€ms,
-ant, -ence, -able, ance, al, ous, ary) can modify metrical
structure: confide (01) / confident (100). Class Ic affixes are
cnusual, because they do mot induce either mode of stress
retraction.®
Many so-called cyclicity arguments can be used as further
evidence that Class Ic boundaries do pot destroy metrical
structure. Consider capitalistic and milizaristic, where it has
been noted [Whhgon]mnthcfﬁanﬂtpinmpimﬁ:ﬁcbutnot
m milizaristic ",pr&mbbbeauxapmlm‘ istic comes from
capital where the A/ flaps, whereas mslizarisric comes from
military where the /t/ does rot flap. These facts are completely
consistent with the observation that -istic is a Class Ic affix and
that Class Ic affixes do not destroy;metrical structure. The
same flapping facts hold across a wide number of Class It
affixes; capitalist, capitalism, capitalistic, capitalize, capital-
ization, capitaliris and capitalite all flap, unlike militarist,
miliariom, militaristic, milicarize, militarizasion, milizarifis and
militarite.
In conclusion, this section has argued that Class Ic cannot be
stressed the same way as other “+" boundary forms and
therefore they should be assigned a scparate class. The
previous section argued that Class Ib requires its own word
formation rules and therefore, it, too, should be assigned its
own class.

5. Wmum.mmmmmmcuk
boundaries do not deswoy metrical structure. The contrat between
&ﬁgn&ndmignéfbnmufubyﬂghd&wisw
kmkﬁgm(mmmm).mmbw&m
assign (aod keeps that structure).

6. meymutmafzwfmmdhgh-in.-imnd-ize,mme
affix does mot appear to be stress neutrad (e.g., imwnmnize). These forms
mMMfwwMMMmmdﬁsyﬁv
dassic =+ ™ boundary stress alterpations (e.g., snwricne’s ize). .
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Appendix: Lexicon of Stems and Affixes

e Archaic Affixes (Victims of Trunctation): ate, us, um uli, ii,
ae, ine, ar, ure

e Class Ia: ion, ationm, ive, ative, ent, ence, ency, ant, ance,
ancy, or, ory, atory, able, ible

e Class Ib: ity, al, ality, ation, ative, ator, atory, ic, ian, able,
ous, osity

e Class Ic: ist, ism, istic, itis, oid, ine (scientific), ae
(scientific), ite (scientific) ite (non scientific), ish, able,
ability, ee, eer, ette, ify, ize, ization, ification, ment, mental,
mentary, mentarian, mentation, er, ery, ectomy, ology,
olysis, ometer, imeter, ographer, 0scopy, esce, ique, ess

e “#" boundary: wise, less, ness, hood, ship, way, land, ful,
most, ly, man, ward, ling, like, dom

e Latinate Sems: act, bate, carp, cast, cave, cede, ceed, eeiw,
cel, cent, cept, cern, cess, cess, cide, cinct, cise, cite, chim,
clam, cline, tlive, close, clude, cluse, coct, crease, create,
arete, cult, cumb, qur, cure, curse, cuse, cuss, dic, di, dit,
duce, duct, dure, empt, ept, face, fact, fame, fect, fend,
fense, fer, fess, fest, fice, fide, firm, fit, fix, flame, flate,
flect, flex, flict, flu, flux, form, fort, found, fract, froat,
fuact, fuse, fute, gest, grade, gress, bale, here, hes, hidi,
hort, hume, ject, join, joint, junct, lapse, late, lease, lec,
lege, kicit, lide, lige, line, lise, loc, lude, lume, luse, mand,
mend, mense, merge, merse, miss, mit, mote, mount, muae,
mute, nate, note, nounce, opt, pact, pand, panse, pare, part,
peal, pel, pend, pense, place, plain, plan, plant, plaud,
plause, plead, plete, plex, plic, plode, plore, plose, ply,
pone, port, pose, posit, pote, pound, press, prise, P,
prove, puga, pulse, punct, punge, puse, quest, quire, quis,
qm_t.nse,na,rod:.rog,rose. rupe, scend, sciss, scide,
99’11-*. sect, sense, sent, sert. serve, sess, sever, side, Sigh,
sist, sole, solve, sorb, sorpt, spect, spemse, Spet, spire,
spond, spomse, stance, stant. s'rsin, straint, strate, suid,
stroy, stuct, strue, suade, suase sult, sume, sumpt, sure,
surge, tact, tail, tain, tect, tempt ieni tenmse, tenmt, test, feXt,
tin, tinct, tite, tome, tort, tract, iain, treat, trice, mitt
trorse, troverse, trovert, trude, truse, turb, twine, vade, val,
vase, veae, venge, Vent, verge, verse, vert, vest vice, vide,
vince, vise, vive, voc, voke, volve, vulse
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THE SERBO-CROATIAN PHONOLOGICAL SYSTEM AND
PROBLEMS IN PRESENTING IT TO FOREIGN LEARNERS

CASLAV STOJANOVIC

The Institute of Foreign Languages

11000 Belgrade,

ABSTRACT

The paper deals with the Serbo-Cro-
atian phonological system, covering
all its prosodic features occurring in
words.

The four melodic accents, the lack
of reduction, as well as the sequence
and distribution of vowels present a
lot of challenges to foreign learners,

Six consonants have a vocalic nat-
ure in the phonetic sense,

A more precise description has been
provided here as to the place or man-
ner of articulation of several conson-
ants,

Problems of presentation are coupl-
ed with the wrong rendering of the SC
sounds on the part of foreign learners
whose mother tongues belong to various
language groupse.

INTRODUCTION

o
The Serbo~Croatian phonological system
covers 5 relatively pure vowels and 25
consonant-type sounds. A more detailed
analysis, however, reveals a few ex-
tremely interesting points.

VOWELS

Phonetic Descrivtiop .-

There are 5 vowels. According to.the
place and manner of articulation .they
are as follows: :

1/ front, close, unrounded [i] _
2/ front, half-close, unrounded [e
3/ central to back,open, neutral [a]
4/ back, half-close, rounded [o]

5/ back, close, rounded [u]

There are no nasalised vowels.

°

A11 the 30 phonemes are always spelt
in the same way as they occur in the
written language, The Cyrillic Alpha-
bet, as used in SC, is phonemic,

Yugoslavia

Suprasegmental Features

In some words there may be one of the
four melodic accents:

1/ long-rising * 2/ short-rising °
3/ long-falling ™ 4/ short-falling "
The accents may occur:

a) only the falling ones:

in one-syllable words
b) only the rising ones:

in the middle of a word
‘¢) any one of them:

on the first syllable
d) none of them:

on the last syllable

Some words Dbear no accent, having un-
accented long or short vowels only.

A theoretical problem could be raised
at this point:

Could one - following an arithmetical
transaction -come to a conclusion that
there are virtually 25 vocalic phaemes
in Serbo~Croatian?

Reduction

By definition, there is no vowel red-
uction in standard SC, In some subdia-

lects, however, there is a lot of red-.

uction, even elision, of some unaccent-
ed vowels, Cf, standard v. reduced:

S: Jesam 1i ti rekao éta ima da bude?.
R: S°'m ti rek’c bre Stima da bidne?
S:.5to éed raditi vederas?

R: $to’s radit? vederas?

In the teaching process, on the contr-

- ary, emphasis is laid on the length of

every unaccented long vowel, particul-
arly for grammatical reasons, e.g., in
the plural genitive: Zé&nZ (of women).
For practical purposes, a horizontal
line is placed above the long vowel,

Sequence

By definition, there are no diphthongs
in SC,but only vowel clusters,that is,
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n of which
equences of two vowels, €ac e
iag retained its syllabilc value, €e¢8es

radio ( ra-di-o ) , video (vi-de-0)

i i eg, OSofme
There are some interesting CaseS.. °
men-of-letters spell somé wor%s %1§§§§_
ently, €.8e.y SOMmE spell thg, aio"'wifh
able of the word meéhlngéd:gia O

ngi" cluster = Dpa ’

some spell it with a vowel + cgnignzgf
group “"aj" = paradajz. Tgklgg 1nf 2%
count the exact pronunciation otreat—
word, the "ai" cluster could be
ed as a diphthong. . .
In this conriexion, a theoretical ques
ion could be raised:
Ere there diphthongs in SC afgerwiiiﬁ
now that there are forelgn wgg slangu-
have become integral part of the
age? Eo.ge., auto ? au-to e

Distribution

Fvery one of the SC Yowgls caﬁdoccur
in all the positions within a word.

Problems of Presentation

. . s £ any
Theoreticall the descrlpylon 0
voigls emerées the following features
of articulation:

1/ the position of the tongue
2/ the shape of the lips .
%/ the position of the soft palate

Practically, it is impossible fog zg:
learner to judge the position © oo

tongue or that of the §oft_p§1ate. tn.y
the shape of the lips is visibles 1 1§
advisable to mention that there are n

nasalised vowels. . .

Although an empiric approach is of mag;
or importance in language teachlng% éC
would prove useful if the teacher of

¥new the vocalic system of the mnative

lanzuage of his student.- . .
Foreig; learners tend to mispronounce
the SC sounds due to the prejudices of
their mother tongues. . .

bic there are only three vowels:
}?/fr§a>, /u/. Arabian students confuse
between SC /o/ and /u/, and between /e/
and /i/,respectively. They mispronounce
the words "bio" (¥a5)1and "beo" (white)
in the same way: {biuj.
%ﬁe Spanish hgvehno problems, as there
is the same vocalic system in Span%sh:

"este, hijo, hasta, hombre, lunes”,

In Fnglish there are 12 relatively pure
vowels, 8 diphthongs and 5 triphthongs.

Instead of the SC /a/ the Inglish often
pronounce RE No.5 vowel: sam = [sa:m],
RP No.4: Ana = [(eend , RP 10,10 : Cak =
Ct{ak] or RP Fo.l2:sam= [som] ,the last
one being the problem of reduction. All
SC vowels can be reduced that way.

sian there are a few varieties of
g?leﬁe vowels / i, €, 8y Oy W/ &3 wel
as two reduced vowels, (2]and [¢7]
The Russian vowels are never as long gg
the SC ones. There are also two degreeg
of reduction in 'unstressed syllables,
That is why Russian learners of SC teng
That ke SC vowels _shorter or reduceq,
They introduce their varletleg-of vowel
sounds. Eeg., s€loO = cead ’[bgl\kqj :
ik = EbTk [DiK] 3 delo = Réno TRdjex]
eho = 3xo [+€xd]; nauka=Hagka ['_nasuka_'].
is no melodic accent like in §¢

?2:?2h2re is a strong dynamic strps;
(ygapéuue)s indicated by the mark T
1t can occur in all the positions with-
in a word. The SC accent and the Russian
stress are related in a specific way in
the words of the same meaning: .

a)syllables bearing falling accents in
s¢  correspond to R, stressed syllables,
e.g., méso =Mfco; ulica = yauuay

b% syllables bearing rising accents in
SC differ more from R stressed syllab-
les, insomuch as in Russiag the stress
is shifted on to the following syllable
€ege, TUKA = pyké; sdstra = cgcfpé._
There is also a minor stress in Russian
parked ° : paguo-nepegéua. .
The Russians generally stress such sin-
jlar SC words in their waye.

i learners find it very difficult
Egrgigginguish between the SC accents,
While contrasting pairs of accents can
be of some help, €.8. 2 long-rising ac-
cent against a short-rising one:

78n3 (of women) Vv, Z2na (woman),

mere imitation of the accents occurring
in words which cannot 'be contrasted
does not necessarily prove efficient,
Foreign learners are usually aware of
length distinction only.Because of the
presence of both accented'syl}ables and
unaccented long vowels in a single wgrd
foreign learners often cannot determine
which syllable bears the accent, There-
fore, at each new attempt they may lay
the accent on another syllable, e.g.:
"yrahZcx" (of sparrows) may become:
vra-ba-ca, vra-ba-ca, Or Vra-ba-ca.

As for reduction, the English generally
take care of the accented syllgbleomya
Thus, they pronounce "A Happy hﬁw Year
" Sreéna nova godina
as ['sret{na 'nova «gadna].

There are diphthongs in French, Spanish
and English., Speakers of these languag-
es tend to make the SC vowel sequences
into diphthongs, the English evsn.lnm
triphthongs occasionally: bio = [biou],
As for distribution of vowels,there aré
5 Inglish vowels which cannot occurTﬁg
nally: RP No.3/e/, RP No.4/=/, RP hg}
/3/ kP Fo.8/u/, RP No. 10/A /. For ths
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reason,the English make similar SC vow-
els longer or into diphthongs:

ovde = [ sOvdel {; znate = [ <znetaeil;
neko = [[~nek 9]’_] or [;nekou .l ;] ’
robu = [«rdbu:]; deka = htfeka:]w

COITSONANTS

There are 25 consonants in SC.Fifteen
of them are voiced, ten are voiceless.

Plosives
Bilabial:py Ibl. (spelt p,b)
Dental: {t1 [dl (spelt t,d)
Velar: [k1[g1(spelt k,g)
The voiceless stops are not aspirated.
Affricates
Alveolar: [ts] (spelt c¢)

Palato-alveolar: [tf] [d3](spelt &,d%)
Alveolo-palatal: [tg] [dz](spelt. é,43)

Nasals

Bilabial: m] (spelt m%
Dental: n] (spelt n
Palatal:  [p] (spelt nj)

Phonetically, they are nasal vowels,
Apical sounds

Alveolar: rolled {r] - (spelt r)
Alveolar: flapped(r] (spelt r)

Rolled [r] is formed by rapid intermit-
tent taps of the tongue tip against the
teeth ridge.It is coupled with the cen-
tral neutral vowel [3] .

The formation of the flapped alveolar[r
is similar, but involves one tap only,

Laterals
Dental: [11 (spelt 1)
Palatal: [£] (spelt 13)

Being continuant and non-fricative, the
two laterals are vowel sounds.

Fricatives
Labio-dental: (£f] [v] (spelt f£,v)
Alveolar: [s] (2] (spelt s,z)
Palato-alveolar: [§3 [3} §spelt §,%2)
Velar: [x] ~ (spelt h)
Semi-vowel

Palatal: [j] (spelt j)

Being a variant oi‘[i] s this sound is
phonetically a vowel,

Theoretical Problems

Several consonants have not been descr-
ibed adequately in previous works, be-
cause. they are evaluated on the phonet-
ic ard phonological levels simultaneous~
ly. Thus, in all &C sections on Phonet-
ics, the nasals,laterals and semi-vowel
are dealt with first as they function
in language, their phonetic description
being almost neglected., There is no

mention of their vocalic nature.

From the point of view of phonetic de-
scription, the nasals, laterals, and
seni-vowel are vowels., Linguistically,
they occur marginally in the syllable,
thus, they are included in the conson-
antal category on functional grounds.
At times, however, owing to the phonet-
ic context, they are accompanied by
friction, thus becoming allophones of
consonantal nature, /2/

In SC books +the tongue is divided into
the apex, front and back. According to
the IPA books the apex 1is subdivided
into the tip and blade.That has in turn
brought about a more precise division of
palatal sounds. (Cf. &,d% with &, dj).

The two apical sounds stand in complem~
entary distribution, thus being two al-
lophones of one phoneme. Rolled [r] oc-
curs between two consonantsjthus, it is
considered a vowel on the linguistic
level,Flapped [r]) is considered a vowel

if it precedes a. consonant initially, -

In other positions, it is considered a
consonant, The central neutral vowel[2]
does not exist in SC, consequently SC
speakers are not aware of its existence
and role in releasing the apical sourds.

In SC books [ s] and [z] are treated as
dental fricatives., Actually, they are
alveolar sounds because the air-stream
escapes by means of a narrow groove in
the centre of the tongue, causing fric-
tion between the tongue and the alveol-
ar ridge. /2/

Errors Made by Foreign Learners

Some of the consonants present a lot of
problems to foreign learners., They tend
to stick to the phonemes existing in
their own mother tongues.,
In Russian there are even doubled con-
sonants, which are rather long. Russian
speakers tend to pronounce similar 5C
words in their way: masa = [\massa].
In Russian and German,voiced consonants
are devoiced finally. That is why R and
G learners devoice SC final consonants:
nov = {nof] ; vod = [vot] .
The problem of palatalisation is worth
considering. In Russian there are a lot
of consonants which can have both hard
(non-palatalised)and soft (palatalised)
varieties. There are 18 palatals in R,
and only 9 in 8C, Only 3 palatals are
the same in both languages:[p3,[£]1,[3].
Three are similar: [tf] is softer in R,
whereas ” (] and 3]” are harder. SC ¢ ,
%1 and dz do not“exist in Russian.
learners often palatalise SC sounds
in those positions which call for pal-
atalisation in R: delo = [«djeka] .

Plosives. Arabian speakers confuse [r]
and [b]: Palestina = Balestina.
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The Germans devoice stops in all posit-
jons: biti=piti; dobro=topTo} gad:katéc
The Fnglish often hear and reproduc; .
/Dytyk/ as {b,d,5] due to the lack ©
aspiration in the SC voiceless stops:
Papit= Babiéj klatnos= gladno.

A1l Germanic languages have regressive
assimilation, whereas Slavic languages
have progressive assimilation. Co%pare
the SC and English renderings of pet
banana" (five bananas)

SC rendering: ped banana

E rendering: pet panand

The Spanish confuse [b]with their bi-
labial fricative[A31]: subota= [supotal,

Affricates. Initial [ts] is d@fflcult

for the tnglish. They sound [s]instead:
cvet = svet

The French can never pronounce [ts], sO

they utter [s] insteads lonac = lonase.

A1l foreigners (and a 10t of SC speak-
ers too) find it almost impossible %o
distinguish between & and ¢yand 42 and
aj, respectively. R Tearners neutralise
Eland & into [t$1: kuée,kgéesfs.kutse] ’
and 4% and dj into [ail tdzak,djak= [diak,

It is advisable to point oub to the
double articulation of these palatalse
The tip, blade, and rims of the tongue
touch the upper alveolar ridge and side
teeth., At the same time, the front of
the tongue is raised towards the hard
palate,less(for g,d%)or more(for &,di)e
That explanation should help anyoneé,
articularly the Greeks, who_ pronounce
Ets] instead of [t{] and [tg], and (az]
instead of [dz) and Tdzl: Zuti=[tsuti] ;
noé=[nots]; dZep=[dzep]; Diura= dzura].
Nasals. The French and Chinese do not
<ound Final [n], but they  nasalise the
previous vowel: slon = [516].
Russian, French, Ttalian, Spanish and
Portuguese speakeTrs find it easy to
pronounce[}\] , yet it is very difficult
for the Germans and English. They sound
it as [n] or treat it as [0/3] y €eBey
konj= [kon]j; njuska= [nu:fka,n/ju:fkal.

Rolled [r]. This sound is easy for the
Spanish and Scottishe The Fremch  and
Germans sound uvular [r] instead.

The English pronounce RPNo.11 vowel[azl
coupled with a kind of [r] tkrv=[k3:rv],
The Japanese confuse [r] and [11:
gorak= golak; red = led
The English pronounce t+r and d+r like
their affricates [tr] and [drl:
tri = [tri:]; drug = [dru:gl.

Tateralse. As [11 involves a double
atticulation ( a tap of the tongue tip
against the upper teeth, coupled with a
rise of the middle of the tongue toward
the hard palate), the French shift the
second articulation forward, thus form-

. their clear [1]: Sal = [fa1+].
sj,}%le pronouncing f£inal [11,the Engligh

und their dark [21, by shifting th
2gcond articulation backward:Sal=[ aﬁi

Tne Russians always use their dark [t :
1ampa= [+¥amp? Ijsila= [+sji¥27;bal=pbaa,

he Japanese confuse (1] and [r]:
The 789 Split = Sprit

Russian, Italian, Spanish and Portugye-
ge speakers find it easy to _pronounce
[R1, yet it is daifficul® for French and
German learners. The:.r_rendering is gl-
ways [ 13 ljubav = [+«jubav]. The Engl-
ish rendering 18 either [11 or [1/31:
1jubav = Cslusbavl, [<1/jutbavl,

Fricatives.lnitially, Spanish learners
confuse LV 1and the stop [b3:vino=bino,
Arabic speakers do so medially as well:

navijam = nabijam

The Greeks and Spaniards have no [s] ,
[z1, C§3, or (3] sounds,but the sounds
Yo Detween [si end[f1, and [2] andf3],
respectivelye Thus, they pronounce:

[ 2

uzela sam sok = [uzela sam sok]
dozivela sanm Sok=[dozivela sam éok],

The Spanish often assimilate [s] or [2]
to the following nasal or lateral:

pismo = [pixgmo:[; razlog = [rallog]
The French have no [x]1,s0 they drop it:
hitno = itno

The English have the glottal fricative
{h], so they hear the velar fricative
[x1 as the voiceless velar stog [k],and
pronounce it thus: hleb=kleb; Ceha éek.
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A PHONOLOGIC-PHONETIC COMPONENT OF A
DYNAMIC LINGUISTIC MODEL

Georgi Chikoidze

Linguistic Modelling Laboratory
Institute of Control Systems of the GSSR Acacemy of Sciences
Tbilisi, Georgia, USSR 380042

ABSTRACT

As a basic quantitative criterion for a
phonologic description choice, an average
phonologic code length of a text is suggest-
ed. Capabilities of such an approach are
demonstrated on the example of a Georgian
phonologic system.

A dynamic linguistic model is a system,
which fulfils direct and inverse transform-
ation of a "sense-speech (text)". A phono-
logic-phonetic component of the direct
transformation (synthesis) produces to the
given phonemes corresponding phonetic char-
acteristics, i.e. descriptions, which must
serve as an immediate basis for a choice of
articulatory commands. A natural basis of
a phonetic description is a set of articu-
latory features (in the case of synthesis),
or their acoustic correlates (for analysis) .

These processes are essential components
of a complete linguistic model, being the
basis of many important practical applica-
tions. According to this, conditions of
simplicity and description economy acquire
not only abstract-theoretical meaning but
also practical value, stipulated by natural
demands, made by technical realization of
such systems. Technical realization of a
phoneme in a linguistic model is its code,
the choice of which, generally speaking, is
arbitrary, not taking into account a triv-
jal condition of noncoincidence of differ-
ent phonemes codes. According to this, a
problem of the code choice naturally arises,
providing a chance to create simple and
economical coding-decoding procedures, which
direct and inverse phonologic-phonetic con-
version.

Concretizing this code choice criteria,
on the basis of quite general consideration
we can suppose, that theymay be reduced to
the conditions of a code structure simplic-
ity and to minimality of its some quanti-
tative characteristics (of average length)
and also to demands of simplicity of its
correlation with phonetic characteristics,
A binary code, for which a structure of
coding-decoding procedure is represented by
a dichotomic tree, obviously, possesses the

simplest structure. Methods of agreement of
such a code with frequency of coded symbols
appearance, providing the code construction
with minimum average length, are well-known.
However, these methods are not intended for
taking into considerationan additional con-
dition, which is a requirement for simplic-
ity and directness of relation of a phono-
logical code to a phonetic description.

Evidently, this lastdemand is satisfied
more completely by acode, a coding-decoding
tree of which can simultaneously be regard-
ed as the basis for a phonological system
description in terms of phonetic features.
By the tree of such a type, constructed on
the basis of acoustic characteristics, a
Russian phonological system is described in
/1/. Terminal nodes of such a tree are pho-
nemes; some phonologically meaningful binary
features are connected with each nonterminal
node, one of the branches, coming from it
(in our case -left), is connected with the
positive value of the feature, and the other
— with the negative one.Now, by attaching
a value "1" to each "positive" branch, and
"O" to each negative one, for every phoneme
can be produced a binary code, which |is
created in the process of passing the route
from the root ("top") of the tree to the
terminal node corresponding to this phoneme.
A procedure of passing by such tree routes,
leading from the root to terminal nodes,
can be performed on the basis of the given
code sequence, creating the corresponding
phonemic features (a process of decoding),
as well as on the basis of the given pho-
netic features succession, providing the
construction of the corresponding code (a
process of coding) .

A set of phonetic features, associated
with nodes of his tree, makes up some sub-
set of a meaningful phonetic characteris-
tics set, enough for distinguishing all the

phonemes of the given phonologic system.
Ssets, possessing such a property, can be
chosen by many different ways, and thus,

some additional condition of minimality is
imposed in order to determine some "marked"
sets. In the majority of cases, and par-
ticularly, in /1/ and /2/ a requirement for
minimum of number of different features,
forming a set, serves as a restriction.
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However, taking a standpoint of the dynamic
linguistic model, it should be recognized,
that a condition of minimality of the pho-
nemes codes average length, is more essen-
tial, because exactly this parameter de-
termines the average number of steps of the
coding-decoding procedure and, therefore,
characterizes time expenses, connected with
the phonologic-phonetic component of the
model. A degree of this condition fulfil-
ment for this set of features is conveni-
ent to determine by a value Q:

Q=% =2 1008,

where L - is the average length of the pho-
neme code in the text, and H - is entropy
of the phonemes distribution in the text,

representing a theoretical lower limit of
values L. Thus, Q is the redundant average
length of the code in percentage of its the-
oretical minimum H, and hence, asystemwith
less Q value must be prefered. As  the

orientator let us note, that for the Russian
phonologic system, constructed in /2/ the
value Q was 21%,

A tree of dichotomized articulatory fea-
tures, describing a variant of the Georgian
phonologic system, for which Q has the value
of 10%, is attained on the basis of the
given in /3/ distribution of Georgian pho-
nemes frequencies in the text, towhich the
meaning of entropy H=4,31 b.u. corre-
sponds. The phonetic material used in the
system construction almost entirely is
taken from /4/, though in the choice of the
definition for correlation of air passage
common features, corresponding to the upper
levels of the tree, some consideration were
taken from /1/ and /S/.

The top feature of the tree onFig. 1 is
Vw vowelness, positive value of which cor-
responds to vowel phonemes a,e,o,u. Set of
vowels, in their turn, is structurized by
usual features of minimum (Mn) and mean
(Md) raising of the tongue. Phonemes char-
acterized by the negative value Vw, i.e.
consonants, first of all, are divided into
two subset by the sonority feature, (S).
With common representative of sonors (1,r,
m,n) a phoneme V is included in this class,
that corresponds to the contemporary point
of view on the Georgian phoneme, and also
to separate remarks from/4/. First of all,
from the class of sonors are distinguished
liquids (Lg), and then nasals (N), and non-
sonors are divided into fricatives (Fr) and
nonfricatives, coinciding with the class of
stops; the last in their turn- into affrica-
tives (Afr) and nonaffricatives, represent-
ing by them a class of pure stops.

Configuration of the upper part of the
tree and distribution of the corresponding
nodes, almost entirelly reproduces grada-
tions of the opening degree, defined in /5/:
Mn corresponds to the sixth gradation, Md -
to the fifth, and its negation (Md) - to
the fourth; then liquids (Lgq) are character-

ized by the third degree of the opening,
nasals (N) - by the second, fricatives (Fr)
- by the first, and stops (Afr and Afr) -
by zero. Exception is the phoneme V, com-
bining characteristics of a sonor and a
fricative; on the scheme of Fig. 1 it oc-
cupies a sonor position near nasals, being
a single representation of the additional
to them class, that aefines a degreeof its
opening, as an intermediate between the
first and the second, but more close to the
last of them. General structuralizing fea-
tures in this zone are a top feature Vw,
dividing a set of gradations of opening de-
grees into three upper and four lower gra-
dation, and also S feature, dividing these
last ones in two.

Below the considered zone there is a two-
level zone of features of the formation
place: the upper level is represented by a
feature Fn with meanings "front" - "non-
front", and the next level - by abilabial-
ity Lb, a dentality D and a velarity V1.
Analogous to the scale of opening degrees
regulates common features of air passage,
features of the formation place correlates
to the following consequent regions_of the
vocal tract: labial (Lb), dental (Lb = D),
alveolar (D), velar (V1) and transvelar
(V1) , which can be realized as pharyngeal
(the phoneme g) or laryngeal (h). Note,
that uniting these two last ® regions into
one, we shall be able to say, that not only
the positive but also the negative meaning
of these features always points to one and
the same region of the formation. The same
is true for the feature Fn, the “positive
meaning of which always corresponds to the
set of bilabial dental, alveolar and pala-
tal regions, and the negative - set of velar
and transvelar. Joining a palatal zone to
the positive region of Fn also justifies
this feature utilization for the opposition
of front and back vowels, that conforms to
the corresponding remark in /4/ about the
equivalence of this opposition to the op-
position: palatal - velar.

Two lower levels create features of
voiceness (V) and aspiration (A).

Let us note some alternative possibil-
ities of the tree structure choice, illus-
trating considerations, which have led us
to the variant depicted in Fig. 1. So, for
example, the phoneme V is related to frica-
tives on the concluding scheme of the Geor-
gian phoneme classification in /4/.Equally
with the already stated considerations, a
choice of a position V was stipulated by
the circumstance, that its inclusionin the
class of fricatives rdther deteriorates the
value of Q. accepted by us, as a criterion,
particularly, in this case Q = 11%. Further
deterioration of the value Q is connected
with the accepted in /6/ variant of the tree
"top" construction according to the pattern
/1/. In /6/ firstly vowels and liquids are
opposed to other phonemes by the feature of
vocality, and then liquids -~ to vowels like
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>nsonants to nonconsonants. In this case Q
-eaches 16%. On the contrary, concession to
the traditional approach, apparently, 18 a
refusal from the varjant, opposing firstly
fricatives and affricates to simple stops.,
and then fricatives - to affricates, since
this variant provides lower value of the cri-
terion: Q = 8%. o

At the same time, economy of description
basically defined by the value Q, must not
conflict with its completeness, i.e. on the
basis of the accepted scheme of the phono-
logic-phonetic transformation all the char-
acteristics, necessary for the functioning
of phonetic, phonologic and morphological
rules, must be produced. So if the synthesis
of the sound is provided by themodelling of
the speech tract configuration in the pro-
cess of the sound articulation, then it is
necessary to enlarge, for example, the sonor
characteristics by information about, common
to them voiceness and their formation place,
and also - to note such specific features

as laterality of 1 and vibrantness of r;
voiced consonants deafening in front of
voiceless stops needs, differentiating of q
by a voiced-unvoiced feature; finally, the
formulation of the morphological rules of a‘
stem .truncation and contractionwillbe sim-
plified by the feature, common to a and e,
and so on. The most natural is including of
all useful characteristics creationinto the
process of decoding. This can be expressed
graphically by adding their symbols to the
corresponding branches, for aims of minimiz-
ing a number of repetitions; such additions
must be made on the maximally high level,

i they are relevant; soO the adg-
ﬁ?gnﬂligatué of voiceness must be Create(ii,
according to the above adduced examples,
when passing the positive (left) branch,
coming from S. Let us emphas_ize, th_at these
additional symbols will be simply ignoreg

when coding.
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PROLEGOMENA TO DIACHRONIC PHONOLOGY

V.K. Zhuravlyev

Institute of Linguistics
Moscow

The problem of neutralization of phono-
logical oppositions as a. corner stone of
phonology was for the first time put for-
werd by count Trubetzkoy at the first Con-
gress of phonetic sciences (1932).By that
time Jakobson had published the first
trial of historic phonology (1929) and
clearly formulated its "Principles"(1931).

The XI Congress is proposed with the
synthesis of these outstanding achieve~
ments of the 20th century linguistics
which was expected for a long time. This
synthesis makes it possible to construct
the diachronic phonology paradigm which
remained uncompleted up to now.

An unprejudiced analysis of the state
of affairs in our science reveals strik-
ing contradictions between synchronic and
historic phonology in general and the
clagsical Prague concept in particular.
The former one has been worldwide recog-
nized and has become a kind of an epicent-
re of the 20th century linguistic thinking
whereas the diachronic phonology has not
won proper recognition even among special-
ists of the history of the language des-
pite the fact that it is one of the first
attempts of the special theory of struc-
tural transformations whose importance has
been realized only nowadays.

It is realization of the central sys-
tem~forming role of neutralization that
made Trubetskoi revise all his earlier
material in phonology, namely, all its
notional apparatus (Viel, pp. 175-176;

183+188) and this made it possible to
cauplete in 1933-~1935, the comstruction
of the paradigm of the gemeral phonology
as an integral science on phonological

.oppositions and conditions of removing

these oppositions, i.e. neutralization.
Jakobson's conception of historical pho=-
nology was established in 1927-1930. The
fundamental concept of position was not
properly ducidated in his work and,quite
naturally, the concept of neutralization
was not introduced at all. This -concept
as well as more recent ndigtinctive feat-
ure theory" (1952/56) is "a paradigmatic
type phonology, and ignored the problems
of syntagmatic relations” (Stankewicz,

1967, 394-5).

Many adherents of historical phonolo-
gy, deliberately or instinctively and may
be even for reasons of principle, focus
their attention just on paradigmatics
(Hoenigswald et al.}. Martinet who paid
great attention to neutralization could
not, howerer, find a proper place for it
in his diachronic phonology (1955), there
is no place in it for the concept of po-
sition either. Nevertheless outstanding
successes'of the young~grammarians arc
due to the fact that they tried to ex-
plain phonetic changes just by "phonetic
environment" in positional conditionali~
ty, i.e. in syntagmatics. Therefore one
more contradiction is reveéled, nemely,
contradiction between historical phone;
tics and historical phonology.
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Dischronic phenolosy could ceme into
he world only having positively brcken
all ties connecting it with classical
historical phenetics in whose depth it
was generated. Jekobson gave a brilliant
interpretation of the historical rhone=~
tics by Shakhmatov and contrsposed "in-
tegral methed™ of historical rhonology
to "isolaticonism" of young-grammsarians.
Prom that time on "diachronmic phonology
is still in its irfancy" (¥artburg, p.49.
It csn, at last, pass *he adolescence &ge
d assimilate the richest heritage of
raticns. It is necessary
iction Yetween histori-

fi

the previous gexe
to rexove contrsd
csl prornetics and phonolegy, rehabilitate
the postulate of ir—utadility of pronetic
lsws snd to trirg all expiricsl material
Jderived with their help into the nost va-
i . It is ne-

Ccesssry to remove th
icel gonersl snd historical

¢ bl

2 1o tize sttexpts sre made to

Proz tis
give phonelegigsl irterpretaticn of the
rhonetic lew concert (A. ven de Groot,
J.Fourquet e? sl.}, Sczetizes it is siat-
ed ths? 811 prexmozmerns covereld ty the Ja-
Kcxtson "mitaticn® ferzule can de due to
gn Izfluence ceoxming frox the synissmatic

. st
level "snd sry chemge In pheremic inven-
-
e

cal system: there is an opposition (in
position of differentiation} and there ig
no opposition (in position of neutralizat.
ion). Neutralization connects paradigma.
ticg and syntagmatics by means of positi.
onel (syntagmatic) removal of paradigmatic
opposition. Being strictly synchronic
neutralization is turned to diachrony,
convergence or divergence, dephonologizat~
ion of a neutralized opposition or phono-
logization of potential opposition in
past or future. Thus it connects synchrony
end dischrony removing, at last, the
Ssussure's antinomy.

Neutralization has actually turned out
to be the most powerful system~forming
factor. It integrates uniting phonemes
and allophones, positions, orpositions and
correlations, vocalism and consorentiem as
a single whole.

The centre control the periphery via
the neutralization mechanism thies stimu-
lating the correspondirg phonetic laws eas
means of generation of allopbcnic veriate
ion aimed to create potertial rhonological
oppositions which can irncrease the integ-
rative force of central correlations (cf
treditional concept of the "system pres-
sure"},

Chaos of accomodations beccmes Cosemos
of regular neutralizations determinated
by the rarticular system as a tendency of
growth of its integrative proverties.Thus
one more ccrnirsdiction of our science is
rezoved, namely, the yourg gra—marians
zaneged to fird regularity in the pest,in
tke history of the language erd we caznot
reveal phonetic laws in the present, in
the observed synchronous stste. Accamodst-
ions, assimilatiors, dissim=flstion and
even neutralizaticns which were cozsider-
ed to te a destructive factor weakening
the distirnctive (differentiative) force
z=ow turn out to be itke system in
factor. Tke loss in differentist

cozrensated bty the gair irx intermsl
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tegrity, coherence of the gsystem.

Being very sensitive to integrative
needs of the system neutralization, this
"demiurge" of Trubetzkoy, gives rise not
only to new allophones but also to 'the
rules of their positional functioning at
the given synchronous state of the lan-
guege, i.e. creates the phonological es-
gence of the socalled phonetic laws of
the young-grammarians.

The neutralization mechanism employs
quantitative and qualitative chenge in
differentiation and neutralization posite

ions thus performing convergence~divergen-

ce of phonemes and allophoneg as a main
wey of phonologization of potential oppo~-
sition and dephonologization of obsolete
ones. "Demon" of Polivanov "enables or
disables" the phonetic laws by'taking off
the former allophones from the state of
the complementary distribution and by re~
moving their pogitional dependence (the
law is disabled). It also selects those
potential convergents and divergents from
the allophonic variation which are able
to take part in the following convergent-
divergent process (the law is enabled).
Now it is not typology of correlations
and not survey of the inventory of dis-
tinctive features but typology of neutra-
lizations, mechanisms and rules of its
performance that are put in the foreg-
round of the diachronic phonology. Since

it (typology of neutralizations) is const-

ructed and tested using the material of
different languages irrespective of their
genetic affinity it can serve as a more
reliable base of the diachronic reconst-
Tuction than isolated facts of similar
changes in unrelated languages of the con-
ventional typology.

To complete the paradigm of the dia-
chronic phonology means to give the main
role not to a phoneme or a distinctive
feature, or an opposition, or a correlat-
ion, or a position and not event to a

neutralization‘but, at last, to the pho~
nological system as a whole, to its in-
tegrating properties and the system~form-
ing factors and their dynamics. In this
case an invegtigator will pay his attente
ion not to the aspect of mutability (cf
"phonetic changes" of traditional histo-
rical phonetics and phonology} but to sta-
bility, to dialectics of self-preservation
and self-motion of the phonological sys-
tems. And only now it becomes possible to
reveal the profundity of Trubetzkoy's
ideavthat "the phonological evolution
makes sense only if it ig applied to the
reasonable reconstruction of the gystem...
Many phonetic changes are caused... by
the necessity to form stability... to
correspondence to structural laws of the
phonetic system (1929, p. 65). Revision
and intensification of "the integral me-
thod" of diachronic phonology make it
possible to recover and enhance its exe
Planatory function. The notional apparat-~
us of the modern diachronic phonology al-
laws us to reconstruct continuous sequence
of phenomene and processes of the phono~
logical system history as a continuous
chain of causal-resultative relations.
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ON METHODS OF RECONSTRUCTION
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ABSTRACT

The inventory of the methods of re-
construction must be extended so that it
should comprise the methods of comparative,
internal, graphic and external reconstruc-
tion. The séope of each method needs fur-
ther specifications as well.

INTRODUCTION

The reconstruction of earlier states and
processes, their absolute and relative
chronology in the history of a langusage
ranks smong the central problems of dia-
chronic linguisfics and diachronic phono-
logy in particular. In a wide sense, re-
construction is synonymous with dischro=-
nic linguisticse In a narrower sense, re-
construction means techniques, or methods,
of recovering earlier forms of a language.
Traditionally, there are distinguished two
methods of reconstructions: comparative
(CR) and internal reconstruction (IR).
However, the wide range of the technical
means used in diachronic linguistics camn-
not be reduced only to these two methods.
In addition to CR and IR there are theore~
tical as well as practical reasons for
distinguishing the methods of graphic and
external reconstructions (GR, ER). GR 1is
jn fact distinguished by Lehmenn /1, ppe
63-81, 83/ when he discusses the use of
written records as one of the methods of
determining linguistic change. Milewski

/2,pp.137-138/ distinguishes the "traditi.
onal philological method based on compara-
tive analysis of old texts", whichlakin to
GR. Birmbasum /3, p.97/ singles out ER,
which as the first method of diachronic
linguistics is differentiated between his
three fundamental types of reconstruction
asg based on extraneous linguistic elements
(vorrowings, loan and forelgn words, non-
native proper names, etCe)e

GRAPHIC RECONSTRUCTION

In the case of alphabetic writing, GR is
the most reliable method among all the
possible methods of reconstruction. GR 1is
especially effective when based on what
is called phonemic alphabets (as opposed
to morphophonemic alphabets), in such lan-
guages as 0l1d Greek or 014 English, The
essence of GR is in establishing the
graphs and the graphemes, the relation-
ship between the graphs and the sounds,
between the graphemes and the phonemes in
the language of the texts under analysis
(cf. the use of spelling evidence when es-
tablishing the sounds and phonemes of 014,
Middle and Early Modern English, as in
/4/). Thus alphabetic writing provides
the most valuable evidence for the inven-
tory and distribution of sounds end pho-
nemes in a language at a certain stage of
jts development. Moreover, graphic evi-
dence helps reconstruct sound changes and
their chronological order, However much
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depends on what is actually reconstructed,
Graphic evidence may be used in reconstruc-
ting paradigmatic and syntagmatic, segmen-
tal and prosodic, phonological and phone-
tic systems and changes, but such evidence
is more scarce and less reliable for re-
constructing prosody and phonetics. The
loss of phonemes and oppositions i3 al-
most immediately reflected in spelling by
indiscriminate use of formerly contras-
ting graphs, or by the use of one symbol
instead of several initial ones, or by re-
verse spellings. The rise of phonemes and
oppositions 1s usually reflected in spell-
ing by the creation of new graphs, or by
a contrastive use of two available graphs,
though writing in this case is more con-
servative., Spelling usually reflects pure-
ly syntagmatio changes. Yet it is nece-
ssary to bear in mind that some phonolo-
gical changes, both paradigmatic and syn-
tagmatic, are not attested by spelling at
all. First of all, this is true of many
mutually related sound shifts which lead
to replacement of oppositions and corre-
lations (cf. the Great Vowel Shift, or.
the replacement of the consonantal corre-
lation voiced vs. voiceless by the corre-
lation fortis vs. lenis in Modern English,
/4, §§ 194-196, 199/). Yet even in such
cases occasional spellings may ocecur, in-
dicating sound change of one type or ano-
ther. Purely phonetic changes regularly
are not reflected in writing, yet in spe-
cial cases writing gives ample evidence
of phonetic changes as well, Thus diph-
thongs as gliding phonemes are regﬁlarly
spelt with digraphs. The choice of letters
for the elements of gliding mey indicate
phonetic realizations of diphthongs, as
well as changes in their phonetic reali-
zations (cf. 014 English diphthongs, /4,
§§ 153-154/).
GR provides important evidence for other
methods of reconstruction, so we may say
that it precedes IR and CR; on the other

hand, it may equally need a support by evi-
dence provided by other methods of recon-
struction.

INTERNAL RECONSTRUCTION

IR is based upon the comparison of geneti-
cally or structurally related elements
from the same language and the same dia-
lect. The method of IR is important in
that taking no outside language into acco-
wnt it helps reconstruct earlier sound
elements and patterns (quite recent and
prehistoric ones ag well) together with
most important data concerning the distri-
bution of the sound elements. IR helps es-
tablish, however, only relative, but not
absolute, chronology. This method takes
into account first of all morphophonemic
alternations, such as 014 English dag -
dagas(/ee / - /a/, /4, § 112/), fyllan -

full (/4/ - M/, /4, § 142/), Modern Eng-

lish was - were (/z/ - /r/), frost - fro-
zen, house - houses (/s/ - /z/), break -
breach (/k/ - /&/), long - longer (/3/ -
/mg/), without regard to morphological
classes., In this case the effectiveness of
IR depends upon the paradigmatic similari-
ty of alternating phonemes and the possi-
bility to recover the conditioning phono-
logical factors of alternaticn. The method
may be complicated and restricted in its
application (cf. such cases as bring -
brought) and finally made altogether in-
applicable by successive changes of sounds
and morpheges, and, naturally, complete
mergers of allomorphs. One has to admit
that sometimes alternations exist as mor-
phological interchanges from the very be-
ginning without any sound change involved
(cf. ablaut of the type sing - sang). IR
may also be based upon the principle of
pattern congruity. Such reconstructions
considerably widen the scope and possibi-
lities of IR and they may be no less co-
gent than those based on alternations (cf.
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the different treatment of the "gecond
fronting" in West Mercian and Kentish pro-
ceeding from the different patterns of the
short vowels of the two dialects, /4, §§
147-150/). We still remain within the 1li-
mits of IR when we base our agsumptions

on relationships between subsysiems of the
sound structure, e.g., between prosody and

segmentics, paradigmatics and syntagmatics,

or on interlevel relationships between the
sound structure and morphological, gyntac-
tical and even semantic patterns, as well
as on typological maxims. Typological
maximg impose two constraints on recon=
struction: the sound changes must be typo-
logically acceptable as processes and the
proto-forms and the proto-language must be
typologically acceptable in a static sense
/5/. This broad treatment of IR is much in
accord with Kurytowicz's approach to it
16/

Ideally speaking, IR should precede CR:in
the first place pre-forms and pre-langua-
ges are established by meens of IR and
then the CR of proto-forms and proto-
languages is carried out (cf. /7, p.156/

COMPARATIVE RECONSTRUCTION

The traditional method of CR hardly needs
any further elaboration (see, among other
works, /8/). It is based upon the compa-
rison of genetically related elements
from cognate languages and dialects of the
same language. Otherwise it may be said
that CR deals with the facts of different
dialects of the same language or diffe-
rent languages within the same language
family., Moreover, it must be added that
a contrastive treatment of evidence from
earlier and later stages of the same lan=
guage should be considered as belonging
to the method of CR as well, for such
evidence is drawn actually from different
linguistic systems. The comparative me-
thod has proved to be of special impore

tance in prehistoric recongtructions,
EXTERNAL RECONSTRUCTION

ER may be based on linguistic and non-
linguistic dats. Linguistic data may be
provided by language contacts, in the
form of borrowings, loanwords, foreign
words and names. The interpretation of
the descriptions by orthoepists in terms
of modern linguistics may also be consi-
dered as a procedure of ER based on lin-
guistic datae Non-linguistic data may be
provided by archaeology, history, onoma-
topoeia (e.ge, records of animal cries),

etce
CONCLUSION

From the methodological point of view, 13
ig important and possible to distinguish
and define more exactly four methods of
reconstruction: GR, IR, CR and ER. Prac-
tically, however, it is possible to
achieve reliable reconstructions only as
a result of a combined use of several
methods of reconstruction. In‘a sense it
is true that there is no "method of inter-
nal reconstruction as distinct from a
method of comparative reconstruction"
/9, pe116/, or from any other method of
reconstruction,
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ARTICULATORY PHONETICS AND RECONST
(Indo-Iranian.data)

RUCTION VERIFICATION

D.I. EDEIMAN

Institute of Linguistics,

103009, 1/12 semashko S

Abstract

Articulatory phonetic data of 1i-
ving Indo-Iranian languages may be
used to verify reconstructed subsys-
tema of Indo-European, Proto-Aryan and
Proto-Iranian phonological systens.
Analysis of the articulatory aspect of
historical changes helps %o solve some
disputable problems in the history of
Indo-Iranian languages.

Using typological evidence to veri-
fy or c%rrzgt data obtained through
comparative-historical method allows
t0 reveal systemic relationships bet-
ween reconstructed units, including
phonetic units, and to make the recon-
structed system more probable /1/.
Thus, articulatory phonetics and pho-
nology of living Indo-Iranien 1anfua-
ges scloses interesting typolog cal
parallels to various reconstiructed sub-
systems of Indo~-European, Aryan and
Irenian protolanguages. This makes for
s better understanding of the functio-
ning of these subsystems in the syn-=
chronically viewed reconstructed proto-
systems and diachronic processes accom-
panying both the emergence of these gyg-
tems and their subsequent changes.

One example of such parallels is a
system of triads of consonants: "pale-
talized - simple - labialized" of the
type ¢/ - C - C°, which is observed in
several living Indo-Iranian languages:
in one of the Iranian languages - Yaz-
ghulami - in West Pamir (consonants
¥ -k -%°, § -8 - &) /2/, in one of
the Nuristani (Kefir) languages - Kati
- in the province of Buristan in Afgga-
nistan (cerebral shibilants & - § - &°,
i’- ¥ - 3°) /3/ and in one of the Dar-

ic %angﬁages - Kashmiri (consonants of
almost all the zones and series, e.g.
t7 -t - t°, t9- t°- t°, &’- 4 - 4d°,
-4 -4 =k =-k.., 8-8~8°

Joe Y= h - h°) /4/. These triads, par-
ticularly in Yagghulami and Kashmiri,
sre typological parallels to early In-
do-European triads of gutturals, laryn-
geals and, possibly, sibilants /5/.

USSR Academy of Sciences
t., MOSCOW

ion o the articulation of the con-

ﬁgzﬁs forming these triads in the above
mentioned languages helps to better under
stand the functioning and evolution of
corresponding Indo-European triads.

~ wsimple" members of the triads of the "gqu.
ttural® group (of the type X' - X - K) appear t
be unmarked members of the oppositions, and
are represented by velar cons onqn"cs charace
terized by wide variation and ability to mer.
ge with palatalized and labialized consoe
pants. in certain positions. wWith predoni.
nance of the palatal focus, the palatali.
zed members of the triads easily shift to
the front zope and become affricated (py the
type Ky £5& and so on).This accounts for
the tendency towards turning into affri-
cates and further changes of Indo-Euro-
pean palatal consonants: *g> Aryan *¢>*g
from which derive Nurist. ¢, Indo-Aryan
and Iranien & (its transition into s isa
relatively later phenomenon which did not
oocour in 81l the Iranian languages).Deps-
latalization and & back-lingual shiftk>k
is less frequent. The labialized members
of the triads are represented by velar
consonants with a second lablal focus,
not always synchronous with the main one:
labiel articulation may begin earlier
than velsr implosion and end later than
veiar explosion. Labiality may disappear
completely or transfer to the neighbour-
ing vowel. Its preddminance and the chan-
ge of & labialized consonant into labial
is rare.

This evidence supports the possibility
of the functioning, in early Indo-Europe:
an, of trisds of guttural consonants, &ul
discloses the main principles of their
change in the eastern area, i.e. in sata
languages: a)the shift forward of galatr
lized - palatal consonants (with a frics-
tion and possible assibilation), b) the
loss by the labialized conscnants of the

labial articulation c nent leading i
their merger with theoﬁg mg at consoﬁmﬁ!

/6/. The reverse pattern in the frequend
of processes,i.e. depalatalization of p#"
latalized consonants and their merger

with "eimple" ones, and the predom ance
of the labial focus in the labialized ¢o¥
sonants with their transition to the 18-
bial group - characterizes the changes
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these triads in the western area, i.e. in
cextum languages.

Positional presentation of sibilants
as shibilants in various languages (e.g.
see /7/) points to the pattern of tran-
sition of Indo-European *s> 8 following
*4, %y, *pr, *g, *K in sate>m languages:
appearance of a secondary focus (additio-
nal point of articulation) of *s - a pala-
tal focus after *i, *R and velar or post-
alveolar focus - after *u, *r, *k. The
secongarxvfocus brought about shibilants
(of *8, *3 type), the phonologization of
which (and consequently, the phonologiza-
tion of the opposition s~ 8 /8/ occured
much later, after the satem group had di-
verged into a number of subgroups (partly
even after the divergence of Aryan proto-
language).

The difference of articulation of *3
in different regions of Proto-Iranian
language brought about differences in
sibilant subsystems of various Iranian
languages. In the Western and North-
Eastern subgroupd, "soft" (palatalized)
articulation of *5 with a secondary pala-
tal focus prevailed. The result was an
appearance in these languages of a two-
pember opposition s - & (except Ossetic
which lacks this opposition, and where
the single phoneme /s/ has different
dislectal realizatione [s, 8, &, 8]). In
the South-Eastern subgroup, the influen-
ce of a substratum similar to the sub-
stratum for Indo-Aryan languages resulted
in the predominance of “"hard" articula-
tion of *¥, with a secondary velar focus,
which, in this region, was associated
with the cerebraé phonological zone. As
the opposition /&/ - /¢/ developed in the
sgme region, an "empty slot" for the "soft"
/8/ asppeared in the phonological systemof
these languages, which was later filled
with positional variants of other conso-
nants - reflexes of Proto-Iranian *&, *&
etc. The result was the establishment of a
three-member opposition 8 =& = é, to some ex-
tent similar to the 61d Indian oppositione.

One of genealogical features differen-
tieting the East-Iranian language group
from the West-Iranien - is a reflection
of Proto-Iranian *b-, ¥d-, ¥g- as West-
Iranian b-, d-, g~ ~ East-Iranian v-, 8-,

- in word-initial position.Individual
exceptions in fast-Iranian languages,

such as the initial b-, d- instead of *v-

#8-, can be explained by relatively late’
‘rticulatory tondenciesyalready wi%hin °

these languages themselves. Thus, Ossetic
at some stage became to be characterigzed
by the strengthening of articulation of
word-initial voiced consonants. As & re-
sult, borrowings from 0ld Ossetic (Alan)
into Hungarian display the complementary
distribution, which existed at that peri-
od, of voiced stops and fricative conso-

~nants in word-initial and middle posi-

tions: b~ : -v-; d- : =3= (the latter
being represented by Hungarien z). Signi-
ficant in this respect,are cases of re-
flection of the 0ld Iranian resonant *y-
in Ossetic b~, and almoat complete absen-
¢e in Modern Ossetic of original words
with initisl v-. This evidence shows that
the articulatory tendency characterizing
a one-word speech segment, i.e. articula-
tory "border mark", resulted in a "devia-
tion" in historical development of conso-
nantism, & "violation" of the phonetic
law. A similar tendency is observed in
Khotanese. In several East-Iranian lan-
guages (Yagnobi and Ishkashmi) "devia-
tions" occur only in the reflection of *§
- and connected with the general instabi-
1lity of articulatjon of *¥, *& in these
languages area: *V changes, relatively
early, into t or s, and *8- - usually in-
to d- (provbably, not without Tadjik in-
fluence). In the neighbouring area the
unstable articulation of *§ brought about
the transition *3>1. This occured in
Iranian languages - Pashto and Munji, and
also in one of the Nuristani languages =~
Presun, - which shows that this phenome-
non is regionally rather than genetically
conditioned.

As to reflexes of East-Iranian *J=,
such deviations in the form of its reflec-
tion as ¥g- are non-existent. The reason
of this is its articulatory characteris-
tic: very early and virtually across the
whole of Iranian linguistic area *f shif-
ted to the uvular (postvelar) zone,
therefore its "return" to the velar stop
*g- became impossible. Even the word-ini-
tial strengthening in Ossetic resulted
only in its transition in one of the dia-
lects, into the unvoiced uvular g~ = the
only stop in this phonemic group (the
other dialect retainS'r*).

The tendency toward a spirant charac-
ter of word-initial voiced consonants in
East-Iranian languages may be rooted in
the ancient past It is known that Proto-
Iranian *b, *d, *g are reflexes of the
two Proto-Aryan consonant series merged:
aspirated *bh, *dh, *gh and non-aspirated
*p, *d, *g (corresponding to series I and
II of the Ir-+o-~-European model suggested
by T.V.Gamkrelidze and V.V.Ivanov). Du-
ring Proto-Iranian, as well as during
Proto-Aryan and Indo-European periods,
there was no fricative/stop opposition
for voiced consonants. Even in late Indo-
European "dialects", and later periods -
up to individual Indo-Aryan languages -
voiced aspirated consonants may be phone-
tically realized as voiced fricatives /9/
and/or as freely varying sounds of *bh/v
type, etc. A similar articulation type
may be assumed also for those early Aryan
dialects from which Iranian languages la-
ter originated. This clarifies the fur-
ther development of articulation of voi-
ced consonants in early Iranian dialects:
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terms of description, the senior terms
being semantico-phonological classes.
Classes of lexical etymologies and gram-
matical classes comprise the temporal pa=
rameter - they are spread out {("smea =
red") in time, the functional load of
distinctors in the system being measured
in their actual or potential transforma=
tions. Distinctors can combine into hy-
permerismata - or they can discompose into
hypomerismata. This idea was expressed
for the first time in the Tbilissi FPhono-
logical School. Synthesis ( resp. discom-
position) of features presupposes absorp=
tion (resp. emanation) of information and
functional load /5/. The functional load
freed from the segmental (phonmemic) le-
vel, is used in phonotactics or prosodic
structures. These transformations expose
an important property of surface distinC-
tors, which are revealed in neutraliza-
tions. They *nterchange, and their muta-
tions are most clear when the distinctors
transgress from one phonological level to
another., We explain this phenomenon

the following way: surface distinctors
are "incarnations" or "reincarnations™ of
deep-structure merismata, the latier are
less numerous and quite invariable. Group
phonemes, syllabophonemes and units of
word prosody may be treated as transforms
of phonemes, and vice versa.

The possibilities of the model were
investigated by G.S. Klychkow and L.
Hertzenberg /6,7/. The model comprises
variables X, ¥ eses, the slots C and V as
parts of the syllable CV, stages seguen-
tal Cx or Vx, suprasegmental C* or %g ’
and connecteq /CV/ vs. disconnected
/C=V/. If "x" is laringality, then /CV/* .
is a syllable with stgd-like accent,

/C¥ = xy/ should be interpreted as H
or schwa, CX*V - syllable with aspirated
initial, CVX = syllable with long vowel,
CxV as HV, CVx as CVH, where H repre~
sents the segmental laryngeal. It is
worth noting that one feature in the by~
nary slot CV can be distributed in the
four patterns CV, CxV, CVX, CXVX; the mo-
del thus presupposes some restrictions.

a). Only one feature is considered, so
CV is excluded because it would mean in-

-troduction of new binary feature - "gx", . -

b). The feature can be used only once;
CXvE. "uY, CAY. CBYH Yeluded
(Grassmaﬁn!s 3.9 )., HVH are all excluded
3+ A more complex model has been develo=
ped in order to explain the phonology of
the Indoeuropean Protolanguage disinte-
gration. The transformation of a syllabo-
morphemic language into a8 family of what
one would call word-and-phoneme languages
is accepted as the diachronic axis for
this model. It comprises two unvariable
deep-structure merismata - ¥ ("force")
and £ ("laryngality"), which appear as
dlfferen? surface distinctors on three
phonological levels: the phonemic level

(P), the suprasegmental level (3) ang

the word-prosod

y level (A).

T Toatures" Deep=-structure LerIsmaty
ogical |
honologica
P levels Jt
supra- A
o -seg- the high the brokey
K mental | register contour
5 = ——
ﬁ phone- f
3 [} mic . e =
Ad P Zfog;e"
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Then the following consonant changes
show how the protolanguage developed int

two main filiations
I. D—T% 1

D-»D/-—‘
The consonant sets correspond in the fol.

lowing way:

IX. D~DH/ A
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The "experiences™ of the merism & had
been investigated by G.S. Klychkov /5,6/s
those of the merism 4~ - by V.A. Dybo /8/s
L. Herzenberg has revealed the merismata
mutations in the prehistory of Anatolian
Greek, Italic and other branches of Inde-
european /7/. The reconstruction of Indo-
european phonological diachrony thus re-
quires a theory with two kinds of "feaiu

res":

a) unvariable "deep-structure" merisms

ta,

b) surface distinctors being "incarué-
tions" and "reincaramations" of the
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merismata ; their mutual transformations
and their transgressions from one phonolo-
gical level to another are mutations

wLich seem to be determined by typologi-
cal language change tendencies.

The models introduced above presuppo-
se dynamic realizations of linguistic
units with the remaining constant charac-
ter of their inmner regenerational pat-
terns. The relation "dynamic realization
- constant structural pattern" is the
main feature of all processes determina-

. $ing the unity of linguistic families.

4. The next step in complicating the mo-
del ig the introduction of semantic fea=-
tures. Relations between semantic and
phonological features are supposed to
lead to flexible non-discreet merismatic
structures. Linguistic material is repre-
gented in the model as large dynamic and
gemantic sets. Processing of material
necessarily becomes computerized. Three
classes of Indo=-European etymologies:
words for "water", natural phenomena and
an open class of random etymologies. were
described in terms of 35 semantic featu-
res and 35 phonological distinctors.
Correlation coefficients between the
clagses on sementic features and phono=-
logical distinctors wsre calculated and
the agree criterion x© was computerized
twice., First it was phonological coeffi-
cients that were taken as theoretical

- data with semantical coefficients as se=-

mantical data, then vice versa. The

main result obtained in the experiment
lies in the realization of the fact that
gemantic and phonological relations in
all the classes are orthogonal.

It becomes evident that both in speech
production and speech perception the
principle of shuttle movement is domi~-
nant. The focus of actualization moves
incessantly between the vocal and conso-
nant, between phonemic, suprasegmental
and word-prosody components, between me-

rismata and "files", between the phonolo-~ '

gical and semaniic spheres.
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ACOUSTIC CHARACTERISTICS OF THE 6L0

TTAL STOP IN KAYABI

Helga Elisabeth Weiss

Symmer Institute of Linguistics, Brazil

ABSTRACT

Spectrograms of the recorded speech of one male and
one female speaker of the Kayabi language of Brazil
demonstrate voiced variants of the normally
voiceless glottal stop.

The glottal stop is realized by several variants
which are reflected in the spectrograms. These
variants range from a period of complete closure,
through various kinds of creak, to a more slowing
down of vocal cord vibrations, or a combination of
these.

INTRODUCTION

This presentation describes the Kayabi glottal stop
in terms of their acoustic cues and cue patterns as
observed in spectrograms. Some degreee of glottal
stricture from glottal trill, flap to glottal stop
is perceived and identified by the Tlistener as a
glottal stop.

Kayabi belongs to the Tupi-Guarani language family

.of Brazil as -classified by Rodrigues (Rodrigues

1953). The Kayabi language is spoken by about 400
Ind1aps living in Central Brazil, were the material
on which this study is based was gathered.

1. METHOD

Data used for this research were mainly lists of
isolated words of varying syllable types and
lengtgs taperecorded by one male and one female
Kayabi speaker, wusing an Uher 4000 Report 'S’
taperecorder with a Sennheiser microphone.

Spectrograms were produced with a Kay Digital Sona-
Graph 7800 at the University of Edinburgh.

2. RESULTS

The.g1ottq1 stop in Kayabi is phonologically an
articulation type? being in contrast with other
stops. It occurs in syllable initial position and

functions as a consonant. Examples of contrast
are:

/ta?it/  ‘'offspring’ /tajti/  ‘'cloth
/a%u/ ‘he/she works' /katu/ ‘good'

/ari/ 'a sloth! /a¥/ 'it hurts
/9?9/ '‘meat, flesh' /03/ "he/she goes
/¥ a/ 'a gourd' /#at/ 'canoe*

preglottalized consonants also  occur  syllaple
initial at morpheme boundaries. They are mostly
the result of metathesis, as seen in:

/ipiran/ ‘red' plus suffix /-?i/ ‘diminutive
——/ipira?ni/ ‘'a little red'

2.1 Intervocalic glottal stop

The acoustic cues reflecting the intervocalic glot-
tal stop articulation are seen on spectrograms as:

a. a gap of shorter or Tlonger duration,
reflecting a momentary and voiceless articulation:

c. arapid lowering and raising of Fo:
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Figure 3: /#?a/ ‘'gourd’
left male speaker, right female speaker

The various types of glottal activities are
accompanied by a drop in intensity, which is

‘maximum for the complete glottal closure.

The duration of the intervocalic glottal stop
ranges from 80-160 msec, which is shorter than the
duration of other stops.

The auditory effect is always that of a glottal
stop, whatever the variation in degree and length
of closure. Free variation of the acoustic cues
for a glottal stop have been observed in the same
utterance spoken on separate occasions by the same
speaker.

stronger glottal pulses, with or without sTowing
down of vibrations before and after these gaps:
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Figure 2: /ka?a/ 'jungle, tree'
left male speaker, right female speaker
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— W : : 2.2 Preqlottalized consonants
- \\ T A glottal stop preceding the consonants /m/  /n/
I T et /n/” Iw/ 13/ /vl /g/ can have the same variants
be 1 3 ity - as when occurring intervocally:
N " SRl I
im BN 1
N i P B8 m m % & S-S N T
A . | ‘ 1 . : fr il Fom S
N : p N I & ]
_ it m . ' . Ny
B PR N O TN O U O O TV O e e PR A e R
== &
Figure 1: /ka?i/ ‘'monkey’ i 1
left male speaker, right female speaker = )
§ » 719 p - i =
b. a series of short and irregular gaps between & L f’ .
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Figure 4: /ka?’ra/ 'a root vegetable'
left male speaker, right female speaker

The duration of this glottal activity is about
70-150 msec, followed by a consonant of 20-60 msec.
This consonant duration 1is shorter than the
duration of the same consonant intervocalically.
The auditory effect of the variants of the glottal
stop preceding consonants is always that of a
pre-stopped consonant.

3. FACTORS INFLUENTIAL IN THE CHOICE OF VARIANTS

OF THE GLOTTAL STOP - o. - ’ -

Kayabi - speech demonstrates a tendency towards a

“more_lax articulation, especially in the speech of

male adults. This results in incomplete or-lax
closures especially of /r/ and /?/, and a more open
aproximation for fricatives. Women tend to use a
more tense and precise articulation with tighter
closures and narrower constrictions, and often a
longer duration of segments. .

The creak variants are more prevalent in male.
speaker with a lower Fp. Female speakers do
manifest creak, but show a tendency toward complete..

closure.

. . . A
The creak variant 1is more. common in open vowele,

than in close ones.

The glottal closure is longer the heavier the
stress, with less closure or just creak with weaker
stress. In faster speech and longer utterances the
variants creak to slow vibrations are the more
common.

4. CONCLUSIONS AND DISCUSSION

In Kayabi the target for the glottal stop
articulation is of the category stop or closure,
realized by a scale of glottal stricture from
complete and prolonged - closure, several short
closures, through creak to tense voice.

The unit of perception is composed of acoustic cues
and cue patterns as seen in the spectrograms, which
reflect glottal activity of varying degrees, the
totality of which is perceived and distinguished as
the phoneme 'glottal stop'.
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ABSTRACT .~ .

A time series analysis of Gitksan ejectivgs provides
additional evidence for a typological distinction between
fortis and lenis glottalic stops.

INTRODUCTION

In the light of recent evidence of inter-language and
inter-speaker variation [1, 2], it is apparent that .the
classical account of the glottalic airstream mechanism
for ejectives [3] is in need of revision. This paper
reports an acoustic investigation of plain and glottalizgd
stops in Gitksan, a Tsimshianic language spoken in
the Skeena River valley of British Columbia.

Glottalized stops in Gitksan are notable for their lenis
character [4, 5], in contrast to the unmistakably ejective
nature of glottalized stops in other Pacific Northwest
Ameridian languages, such as Sahaptin or Kiksht (Upper
Chinookan). For non-native listeners, Gitksan glottalized
stops may, in certain instances, be perceptually confused
with plain voiced stops, with which they are actually
in phonemic contrast. Hoard [4] suggested that
glottalized stops in Gitksan utilize &an implosive
airstream mechanism (in prevocalic position) and
proposed a revision of the then current Chomsky &
Halle [6] scheme for laryngeal features. Gitksan stops,
because of their transitional status, provide an
interesting testing ground for models of laryngeal
features.

Hoard's conclusions were derived not from instrumental,
but impressionistic phonetic observations, supported
by then-known properties of glottalic consonants [7]
and inferences based on the classical model of the
glottalic airstream mechanism. We find no evidence
to support Hoard's claim that Gitksan glottalized stops

are implosive, but this negative result merely raises

the question of precisely what the underlying
articulatory mechanism may be. The question is
significant for a model of glottalic features in general.

More recent instrumental studies of glottalic obstruents
[1, 2] have revealed a greater range of cross-language
and cross-speaker variation than was hitherto.envisioned.
In addition to the widely accepted distinction between
ejective and ingressive mechanisms within glottalic
consonants, it seems necessary to draw an additional
typological distinction between fortis and lenis varieties
of glottalic consonant.

Lindau [1] compared implosive and ejective glottalic
stops acoustically in a number of languages, including
Hausa, which has a labial implosive and a velar ejective
as part of the same series of glottalic stops. She found
greater speaker variation in Hausa glottalic stops
than in the other languages examined (Degema, Kalabari,

Orika, Bumo, Navajo). Comparison of Navajo and
Hausa ejectives indicated substantial differences in
manner of production, which we associate with a fortis-
lenis typological distinction among glottalic stops.

Kingston [2], developing a theory of tonogensis for
Athabaskan -languages, distinguished between tense
and lax ejectives, claiming that the following phonetic
features of ejectives in Tigrinya, a Semitic language
of Ethiopia, and Quiche, a Mayan language, exemplify
the differences between the two types:

TABLE I
CHARACTERISTICS OF TENSE AND LAX EJECTIVES
Type of ejective: Tense Lax
F,, of the following vowel: raised lowered
Voice onset time: long short
Intensity of release: high low
Vowel onset: abrupt gradual

(after Kingston, 1985)

The speakers: Two informants provided two tokens
each of a word list elicited by one of the authors (BR)
in 1985. One of the Gitksan speakers, LH a male in
his late 30's, was the informant for Hoard's 1978 paper.
The other Gitksan speaker, SH, is LH's mother. SH
is the more conservative of the two speakers with
respect to Gitksan norms of usage and also the more
fluent. Both speakers are bilingual in Gitksan and
English, but LH clearly favours English in his everyday
speech.

Two examples from Chipewyan, an Athabaskan language
with typical fortis ejectives, reported here for purposes
of comparison, come from the speaker in Hogan's (8]
study.

The Gitksan items were tape recorded on a Marantz
cassette recorder (CP430) and then digitized at a
sampling rate of 20 KHz for time domain and spectral
analysis using the ILS signal processing package.

Acoustic_analysis: Plain and glottalized stops in word
initial pretonic position were examined from waveform
displays comprising the whole word and a windowed
frame of the first 358 msecs (see figure 1). The
following acoustic features of the signal were examined
by a combination of quantitative measurement and
qualitative visual inspection of waveform
characteristics:

1. The amplitude envelope of the oral release burst.

2. The voice onset time.

3. The amplitude envelope of the vowel onset.

4. The presence of aperiodicity and period by period
fundamental frequency changes in the vowel onset.
These acoustic features are illustrated in Figure 1.
Where qualitative judgements based on inspection
of waveforms were used, rater reliability was checked
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'by repeating _the observations one month after the

originals were made. Reliability rates, expressed
as percentage agreement scores, ranged between 94%

and 98%.
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FIG. 1. Waveform of Gitksan ejective

Plosive release characteristics: Fortis and lenis varieties
of glottalized stops may be expected to differ in the
amplitude of the noise burst associated with the oral
release gesture. It would be reasonable to infer that
the amplitude of the release burst is monotonically
related to intra-—oral air pressure and the strength
of the compression gesture just prior to release. In
the case of fortis and clearly ejective glottalized stops,
the release burst is highly damped and followed by
a period of silence (approximately 100 msec.) before
the onset of voicing. This contrasts with the release
characteristics of voiceless aspirated stops, which
typically also have a substantial voice onset time,
but where the noise burst is relatively undamped and
continues up to the onset of the vowel.

The contrasting release characteristics of the ejective
and aspirated stops are attributable to two factors:
a) higher intra-oral air pressure during the compression
phase of the ejective as the larynx is raised, b) the
open configuration of the glottis for aspirated stops,
which permits sustained turbulent oral airflow up to
the vowel onset.

In the case of (English type) plain voiced stops, where
oral release occurs more or less simultaneously with
voice onset, obviously no independent release burst
is observable. In the case of prevoiced (Spanish type)
or imploded stops, low amplitude voicing is observable
in the waveform prior to oral release. )

Measurements were made of the maximum amplitude
gf the oral release burst where it could be observed
!ndependently of the vowel onset. This was possible
in all cases for the glottalized stops but generally
not for the plain stops, except for the velars and uvulars.
Figure 2 shows the observed distribution of release
burst amplitude measurements for the Gitksan
glottalized stops as well as for two reference tokens
from Chipewyan. The amplitude measurements have
been expressed as ratios of the maximum vowel
amplitude for their respective tokens, so as to normalize

the data for arbitrary variations in absolute signal
strength. .

Figure 2 illustrates the lenis character of the release
burst in Gitksan glottalized stops in comparison with

tho§e of _ Chipewyan. It also indicates substantial
variation in the relative strength of the release gestures.

12 9
10 1 & )
8 4 4 B = Gitks (N =30)
64 B - Gurevan (N=2)
im HE
‘12 B &
9 » 58,79 99 118 13 1.73 1.9
0 .20 .40 .6 8 10 120 1,60 .]..8]
RELATIVE APLITUE: - Arclosoe/ Avwel -

FIG. 2. Amplitude of release burst for Gitksan &
Chipewyan ejectives
The envelope of each release burst was also classified
by visual inspection of the waveform into one of four
categories:

C (checked): a damped noise burst

A (aspirated): an undamped noise burst

V (voiced): noise burst coincides with voice onset

P (prevoiced): voice onset prior to oral release.
With only two exceptions all glottalized stops were
judged to have a 'checked' noise burst, although the
amplitude was very low in some cases, but still audible.
The distribution of release types for the plain stops
is shown in Table II. - o

TABLE II
Classification of plain stops by type of release burst’
and place of articulation.
Prevoiced Voiced Aspirated Checked
Alveolar 1 7 0 0
Velar 0 8 4 0
Uvular 0 3 0 3

It is typical of dorsally articulated stops to have some
aspiration. The damped appearance of some uvular
release bursts should not be taken as indicative of
an ejective airstream mechanism, but it may explain
why there is a tendency to mishear plain uvular stops
as glottalized. Only one instance of a prevoiced stop
was observed in the data set (SH, on second elicitation
of /taw/, [daw], 'ice). No examples of implosion were

- encountered, on phonologically glottalized stops or

otherwise.

Voice Onset Time: Hogan [8] reports a mean Voice
Onset Time of 114 milliseconds for Chipewyan ejectives
in single word utterances elicited under comparable
conditions to the present study. Voice onset times
for the Gitksan glottalized stops were somewhat shorter
with quite a high variance (X = 89.2, SD = 31.3 msec).
Voice onset times for plain Gitksan stops fell within
the range of English voiced stops (X= 11.1, SD =
36.1 msec). Figure 3 shows the distribution of voice
onset times for all items. There is clear separation
of plain and glottalized stops on the VOT continuum
for SH but some overlap for LH whose VOT's are
generally shorter for the glottalized series.

Amplitude envelope of vowel onset: For ejectives
produced with a tense glottal configuration an abrupt
vocalic onset may be expected, whereas with a more
lenis configuration, the onset may be more gradual.
A simple but adequate index of the abruptness of the
vowel onset was provided by the peak amplitude of
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the third glottal pulse as a proportion of the maxlsmtuhn;
-amphtude "attained by the vowel. Figure 3 show °
distribution of ¢fis “index for all tokeris on the y éms
'of~the—gr'aph. If.is clear that the A3/Amax index doe

e b <
not-distinguish glottiized from -plain stops. It g?f's
however  indicate- a *cross speaker difference.
1
vowel onsets are more abrupf than LH's.
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FIG. 3. Voice Onset Time and Abruptness of Vowel
Onset in plain and glottalized stops.

Aperiodicity and frequency of vowel onset: Frequency
characteristics of the vowel onset carry information
about the glottal configuration. Kingston [2]
distinguishes between tense and creaky voice qnsets
which follow tense and lax glottalized stops respectxve}y.
Tense voice is associated with stiff vocal folds, a.hxgh
degree of general laryngeal constriction, and a hlght::r
than normal transglottal pressure differential to sustain
phonation. Creaky voice, on the other hand, is
associated with shortened but lax vocal folds, moderate
medial compression of the vocal folds with a lax
laryngeal configuration, and a lower than normal
phonatory transglottal pressure differential [9].

There is some uncertainty about the acoustic features
that distinguish tense and creaky voice. The most
prominent difference lies in the fundamental frequency
of phonation, which is very low in creaky voice and
somewhat raised for tense voice. A greater degree
of aperiodicity of vocal fold vibration may be expected
for tense and creaky voice than in modal voice, though
its time series and spectrographic expression may
be different in the two non-modal voice qualities.

In creaky voice there is gross variation in the period
of vocal fold vibration, pssibly due to insufficient

10
PEEC.

airflow or subglottal pressure to sustain regular’

pulsation. In tense voice, the higher degree of stiffness
in the vocal folds and surrounding laryngeal musculature,
combined with higher levels of subglottal pressure
produce a phonatory cycle that has a relatively longer
closed phase than in modal voice and a spectrum
characterized by increases in the amplitudes of higher
harmonics. Frequency or amplitude variation in the

higher vocal harmonics may result from inherent -

instabilities of the laryngeal configuration for tense
voice.

Aperiodicity during the first 40 milliseconds or so
of the vowel is evident from the whole waveform display
in Figure 1, but this was atypical. Only 26% of the
Gitksan glottalized stops in pretonic position showed
obvious - aperiodicity in the first 40 milliseconds or
so of the following vowel. However, there are possibly
significant speaker differences on this parameter.
For SH, six of ten vowels following glottalized stops

showed aperiodic onset, compared with two out of

twenty for LH. "~ _ o
Measurements were also made of the periods of e
first eight glottal pulses. Figure 4 summarizes the

results.
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FIG. 4. Period by period frequency changes in vowel
onset

There are notable speaker differences in the frequency
contours of vowels following glottalized stops. For
LH, whose glottalized stops are particularly lenis,
the frequency at onset is low, well within the range
of laryngealized voice, and rises nonlinearly to modal
voice within the first five or six glottal cycles. SH'
vocal frequency generally - begins slightly high and
drops to normal value within the first three cycles.

LH's vowel onset frequency contour follows that of
lenis glottalized stops as observed for Hausa by Lindau
[1] and Quiche by Kingston [2]. SH's frequency contour
more closely approximates that of fortis Chipewyan
stops (this paper) or Tigrinya [2]. A common feature
of both speakers vowel onsets is the large and
diminishing variance in the periods of the first two
or three glottal pulses.

Summary and conclusions: To summarize, Gitksan

glottalized stops in pretonic position are characterized

acoustically by: )

1) A relatively weak but damped release burst,
consistent with a lenis ejective airstream mechanism.

2) A shorter VOT than is typically observed for (fortis)
ejective stops.

3) A gradual rather than abrupt vowel onset in t'he
majority of tokens, though this feature varied with
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the speaker and was correlated with:

4) An absence of visible aperiodity in the waveform - -

of the following vowel-onset for the majority of
tokens (contra illustration in Figure 1 ébove), but
nevertheless:

5) Substantial, but declining, pitch period perturbation
(jitter) over the first few glottal cycles of the
vowel onset, with the fy contour rising (in the case

«.of speaker LH) or steady-falling (SH).

6) Significant speaker variation on all of the above
features, with LH consistently demonstrating a
more lenis pattern of articulation.

It is possible. that the observed speaker differences

are attributable, not to inherent variation in Gitksan

glottalized stops, but to the differential effects of

‘language shift. As mentioned earlier, LH is less fluent

than his mother, who_ maintains .full native-speaker
productive control over the language. Alternatively,
the speaker differences may be at least in part
attributable to stylistic variation. SH is a more
conservative speaker, and her pronunciation may reflect
the use of a more formal speech style. Regardless
of the source of these speaker differences, it is possible
to draw certain inferences about the underlying
articulatory mechanism of Gitksan glottalized stops
and to hazard some speculative comments as to their
featural representation.

Analysis of the Gitksan data, taken in context of a
growing body of data from other languages,. suggests
that a language typological distinction between fortis
and lenis ejectives is- warranted, where this term is
understood in the traditional sense of the degree of
vigour of the complex laryngeal and articulatory
components which comprise the whole gesture [6,
10, 11). Reduced upward movement of the larynx
would produce a weaker and shorter compression phase.
This is consistent with the lower observed amplitude
release burst and shorter VOT's of Gitksan glottalized
stops. A weaker medial compression, with lower overall
muscular tension in the larynx will result in a non-abrupt
vowel onset, but one which is more likely to begin
with a creaky or laryngealized mode of vocal fold
vibration. (While fortis ejectives have a glottal attack,
lenis ones, begin with a laryngealized voice and hence
both have a 'glottalized' voice quality.)

Of the variously competing laryngeal feature systems,
that of Ladefoged [9] seems most naturally to
accommodate the emerging picture of cross language
variation in glottalic stops. The fortis-lenis contrast
applied to ejectives is a typological rather than a
distinctive phonetic feature. In Languages such sas
Hausa whose glottalic stops fall on the lenis end of
the continuum, the contrast between ejective and
implosive airstream mechanisms is less apparent, both
perceptually and physiologically. Reduction -of the
laryngeal constriction and movement in the vertical
plane will tend to result in half-way state that yields
a brief period of laryngealized vocalization superimposed
upon a weak plosive gesture that may be ejective in
some environments and ingressive in others.

No evidence was found of an implosive airstream
mechanism in Gitksan glottalic stops, but rather, a
weakly ejective mechanism seems to be used. However,
Hoard's important insight that a feature 'glottalized'
is required, in order to adequately capture phonetic
processes to which 1lenis glottalic stops may be
particularly prone, still stands.
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ABSTRACT

The research aims at describing the

s in
latest development of a new proceszri-
ites -
jculation of moscov
the artic iy The instmmen=

,ation of /t'/»
et that /t'/ end /ar/

tal analysis shows 1t
develop fricative gtages, as & resula
the occlusive Jt'/ /d‘{‘may be rgp'/
ced by the affricates /tst!/ and /dzt/ .

e-
The latest decades have shown &8 consid

rable development of a peculiar phonetic
offect - affricatization of /t'/', 18"/ .
In terms of articulatory phonetics the
effect can be descrived as f£ollows ., The
occlusive steges of palatalised Jtv/
/a'/ are followed by rather long percei-
vable whistling fricative stages.

The main aim of this study is to
100k into the problem of the quality ef
the palatalised /t'/ end /a'/, including
such aspects as gex and age of informants.
87 native speakers took part in the pho=-

netic experiment, conducted by the author
of this paver. The informants were chosen
at random according to the following cri~
teria: 1. he or she must be moscovite by
births 2. he or she must have no flans
in articulation. The informants read &
specially-prepared 1ist of words /1/ .
Their reading was recorded on tape. The
tape was subjected to an guditory analy-
gig with the aim to establish the extent
to which the phenomenon of affricatisa-

tion of /t'/.'/d'/ is used by speakers of
different sex and age. Nine inf?rmants
formed the 8O called "main group", These
were permanent residents of Moscow, bro=-
ught ‘up in families, two generations of
which had also 1ived in Moscow. The pro-
mincistion of the main group wag subjected
to & more profound analysis with the use
of an oscillographic, palatographic, lin-
and spectrographic methods of
analysis, 88 well as auditory analysis
(with the help of & segmentator of
speech gounds with & rotating magnet head)
and auditory analysis, performed by a
group of 1inguists and non-linguisis.
A A11 the informants were divided into
four groups according to their age:
1. schoolchildren (from 11 to 16 years);
o, gtudents and post-graduates (from 20
to 30 years); 3. middle-aged people (40-
50 years 01d); 4. the older generation
(60-80 years 0ld) . The third and fou?th
groups included people with a higher'e&p
cation, Both the auditory and the instru-
mental analyses have shown, that out of
the 75 informants of the first three
groups 48 people (64% of all) had affrice
tisation. But this phenomenon wag not ty-
pical of the older generation. The speech
of the informants of this group represen
ted a very weak fricative element after
the occlusive stage of Jtr/, 14/ This
element could be detected only by & trein
ed phonetic ear. The fact that different’
age-groups of the speakers nave different

guographic
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degrees of affricatisation of /t'/,/d'/
secounts for the existing diversity of |
opinions on the problem.

The comparative analysis of the results
of auditory and oseillographic experiments
aimed at establishing degrees of affrica-
tisation points to three degrees of this
phenomenon . The average affricatisation
(2) of /t'/ at 45% and the average affri-
catisation of /d'/ at 39, accounts for a
weak degree of affricatisation. The avera-
ge affricatisation of /t'/ at not more
than 55% and the average affricatisation
of /a'/ at 45% accounts for a moderate
degree of affricatisation. The average
affricatisation at 55% and mode and /av/ -
at 50% and more accounts  for a very high
degree of the phenomenon.

The auditory analysis performed by Russian
phoneticians showed that the average aff-
ricatisation of /t'/, /d'/, accordingly
35% and 30% , must not be regarded as af-
fricatisation phenomenon. It has already
been proved in earlier experiments conduc-
ted by L.V.Bondarko, L.R.Zinder, L.A Ver-
bitskaya /3/ that a weak quality of affri-
catisation is an inherent part of palata=-
1ised /t'/ and /d'/. As a matter of fact
this phenomenon has always existed in the
literary pronunciation of moscovites, and
now we can speak only about it modifica-
tion, The quality of the pelatalised /t'/,
/d'/ is not stable. Because of this the
degree of affricatisation of /tY/ or /4t/
in certain position, pronounced by diffe-
rent speakers, always will be different.
On the other hand, the idiolect shows more
stability. That is why this phenomenon can

serve as a reliable means of identifica-
tion of a speaker,The present phenomenon
has some characteristic features. It
nugst be pointed out that the degree of

the afrricatisation of /t'/ in all posi-
tions is greater than that of /d'/. The
same fact is true for the Belorussien lan=-
guage and Russian dialects where affrica-
tisation is a dialectal feature. This ten-

dency is universal and the reasons for 1t
1ie in the acoustic and articulatory pecu=-
liarities of /t'/. Probably, a greater de~
gree of articulatory tenseness and of the
volume of air in /t'/, in comparison with
/d'/, shows in the lengthening and inten-

sification of the fricative stage of /t'/.
Analysing the frequency of this phenome:.;;'

non, it must be pointed out that the fre=
quency of occurence of obvious affricati-
sation in the speech of men and women is
different. In the speech of women of the
second and third age~groups there is a
tendency to use the moderate and the
strong degrees of affricatisation of /t'/,
/d'/, while in the pronunciatien of men
the moderate and the weak degrees of af-
fricatisation are mostly used. Men's
speech is characterised by a much shorter
abgolute and relative length of the fri-
cative stage of the sound in comparison
with the women's one. Thus, the average
affricatisation of /d'/ in men's speech
may be at 21-34% , for women's speech it's
not peculiar. Another discrepancy charac-
terising the speech of men and women 1is
ags follows. In women's speech the degree
of affricatisation of /t'/ and /d'/ is
balanced . In men's speech the balance is
tipped in favour of /d'/, i.e. it is very
low for /4'/.
Another feature is the intensity of the
fricetive stage, which in men's pronuncia-
tion is fairly low. Due to these features
it is possible to identify the sex of the
speaker.
A1l the sbove-mentioned experimental re-
sults point out the necegsity of distin-
guishing male and female manners of moderu
Russian literary pronunciation /4/.
A very high degree of affricatisation of
/t'/, /d'/ in women's pronunciation must
be taken into consideration in speech syn-
thesis, automatic recognition of speech
and in teaching Russian to foreigners. To
prove this it is worth describing some
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facts from our teaching experience. The

students_f;dﬁ”PaIestiﬁg and_Equador; who" -

were studyipg Rugsian here in lloscow, be~
lieved that they should write /f%/“in the
suffixes of the infinitive, They made the
following conclusions due to the impre- -
sions of their perception. These examples
show that in the speech of modern women-
moscovites the border between paletaliseq.
occlusive /t'/ ang affricate /fé/ is not
steady, this may lead to their perceptual
nixing up. '
To clear up the mode of production of the
sounds /t'/, /ar/, Pronounced with g high
degree of affricatisation, the author hag
carried out an auditory analysis, in the
course of whien Ukrainiang ang Belorug-
sians, YPOSQ n%five languages have affri-
cates /ts'/, /3z'/, defineq the quality
of the Russian /¥, Jar/. Then the re-
sults. of the auditory ang acoustic /5/
analyses were compared , ’
The results of the analyges have shown
that in the case of high degree of affri-
catisation the majority of the /ti/; /ar/
sounds were identified ag /fé'/ and /é%'/;
in the case of moderate degree of affrica-
tisation approximately 1/3 of the sounds
was evaluated gg affricates, the rest of
the sounds were identified gg palatalised
occlugive consonants with gn affricatigg.
tion of a different degree, In the cage
of the weak degree of affricatisation,
only few sounds were identified gg affri-~
cates. This phenomenon confirms the gbe
sence of a gteady relationship in the
system of the language ang gives ground
for its further development .
A comparative analysis of spectro-

gramms and palatogramms of the Russian,
Ukrainien end Belorussian /{st/, /dz"/
hag shown that the affricates which have
developed in the Russian language have
got articulatory characteristics of their
own and are not identical with the analo-

gous S9Engs of the Ukrainian and Belorug-
sian languages. Tn compaxrison with Belo-
russian and Ukrainian Sounds the Russian
SQPnds are more front., The. Belorugsian
/tar/ and'/é}'/ occupy an intermediste
position between the Russian and the Ukrai.
nian sounds. .

As regards the oprosition of hardness/pa-~
latalisation it mist ve noted, that some
new Russian affricates were identified by
the Ukrainiang and Belorussians ag hard
Or not palataligeq enough. An analysis of
the phonetic context of these sounds show-
ed that their new quality was conditioned
by the context.

The phonetie context plays an important
role in determining the degree of the af-
fricatisation of /tv/, /d'/; It was reve-
aled that the degree of the affricatisa-

tion is increaseq in the intervocal stre-

sged.positiqn (the stressed vowel
elther precedes or follows /t'/,/d'/ ).
This increase becomeg possible owing to

the pPhenomenon of Spirantisation always

| taking place-in this position. The strong
degree of affricatisation is also typical .

for the word-final /tv/ (here the affrica-
tisation of /t'/ ig Supported by the aspi-
ration ang, besides, the off-glide of /t'/
18 not restricted by tne following onset
of the next sound) . The degree of the af-
fricatisation is.also increased in the
following context: before front-high vo-
wels or /3/; in stresseq position in com~
parigon With unstreggeq one, in logically
stressed Pogitions, in front of /5/ in a
c%pged (not open )syllable (compare: or-

3 -~ . .
/07 80 /uudt ang pas/Jl’éJI/). In the speech
of the oldest &group ‘

he Position before
()] wnd e Iv'y /my (if the pa-
isation of /¢ /y /3 / ceused by ag--
s%p}lation).,ror example, /ﬁh’B’é/
/1%B'3p2/, /n%" M3 /o puy and ,
Thus, the degree
can be put down t

S0 on.
of the affricatisation
0 the influence of the
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pﬁonetic context. But the question arises
whet has triggered this process in the
phonological system of the Russian langu-
age while the system itself has not been
and is not being influenced by any other
phonological system of a different langu~
age? If we try interpret this in terms of
phonology only, then it must be said that
the development of this phenomenon (i.e,
the ongoing transformation of occlusives
into affricates) is made possible by the
state of phonological "permissibility",
From the point of view of phonetics it
mist be mentioned that in comparison
with the articulation of
/t'/, /d'/ by o0ld moscovites, the younger
generations articulate these sounds in
& more front part of the mouth. The ad-

vaenced position of the whole body of the
~ tongue, accompanied by the dorsal articu-

letory position, which characterises all
affricated /t'/, /4'/, makes the obstruc-
tion of these consonants wesk enough.
Thus it breaks end a long intensive fri-
cative stage develops. That is why high,
front vowels (/i/ in +he first turn) en-
hance this process because they do not
prevent the movement of the bulk of the

" tongue forward. These sounds are made so

front, that they loose partly the acous-
tic effect of palatalisation, which.they
would have being in the intermediate po~- .
sition, and that is why they .may be iden~
tified as almost hard sounds. '

' The development of the affricatisation of

/t'/, /d'/ influences the whole articulato-
‘ry base of the Russian language and cau-
ses changes in the homorganic with /t'/,
/d'/ sounds. The speaker, whose idiolect
is characterised by affricatisation of
/t'/, /d'/, increases the intensity and
length of /s /, /s'/, /2/,/2'/ 5 lengthen
the off-glide of /{E/ (as a result tne
listener'may identify /EE/ as a biphone-
mic entity - /ts/). It becqmes’Possible
to replace the old affricate /ts/ by the

new /ts'/ (such phenomeénon was fixed in
the words "mpAkosmuA", "BkpdTie", "Mer-

.mo").

An all-round study of the process of aff-
ricatisation_inuygscow may help in the
solution of some problems of historical
prhonetics and account for gsimilar proces—
ses in Polish and Belorussian. It may, in
a way, throw some light on the developj

" ent of the language system.

/1/ Aftricatisation of /t'/,/d" /was ana-
lysed in the following positions; 1 .,word-
final position (for example, MaTh);

2. stressed position (TETd, cnénate);

3. unstressed position ( TExEaHi, gepeBéﬂ-
HHiT); 4. stressed intervocal position
(yrdra, rérs, nnf, B4ma); 5. unstressed
intervocal position (ceTenbii, ﬂegﬂﬁéﬁ).
/2/. The term "average affricatisation”
means that the length of the fricative
-stage in the sounds /t'/ and /d'/ is ex-
pressed in per cent. The dafa were obtai-
ned from the oscillographic analysis as

a ratio of the average relative duretion
of the fricative stage of /t'/ or /dav/
and the whole sound /t'/ or /4'/.

/3/. L.R.Zinder, L.V .Bondarko, L.A.Verbi-
tskéya. Akusticheskeya kharecteristika
razlichiya tvyordykh i myagkikh soglas-

-

-.nykh.v-russkOm Yyazyke ., = Uchyonyye zapis-

ki IGY imeni A .A'.Zhdanova. - L., 1964, -
Vyp.69, I 325, Seriya philologicheskikh
nauk, - P.28-36, ‘ ‘

/4/. In linguistic literature concerning

Russiasn dialects one can find indicationse
of a similar kind. Thus, early in the

XX century N.M.Karinskiy revealed the
same phenomenon in the dislects of Bron-
nitskiy district. Nowadays &8 gimilar fact
was described by P.A.Rastorguev in the
dialects of the Smolenskayva district
(N.M.Karinskiy. O gcvorakh vostochnoy po-
loviny Bronnitskogo uezds .~Spb., 1903;

P.A .Rastorguev. Govoru na territorii Smo-~
lenshchiny. - Moscow, 1960). ,

/5/ . In this case duration and intensity
of the fricative stages are meant,
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ABSTRACT

. The phonetic data of the Da hestan la

give evidence of the 1nadequac§ of the p?g::gisviews
on art1cu1atgry possibilities of the pharynx. Apart
from the articulations produced in the pharynx by
the movement of the tongue body (the uvulars X, R
q) and of the epiglottis (the epiglottals f, g Q;
there exist articulations produced by sphincte;ic
narrowing of the pharynx itself. Such is the mecha-
nism of.proqucing a secondary feature called “pha-
ryngealization" and of pharyngeals proper X, R.
Structural regularities concerning pharyngeal “fea-

tures in the Daghestan languaqe : ;
this paper. guages are examined in

PHARYNGEAL ARTICULATIONS IN DAGHESTAN

The Daghestan languages are highly active i i
pharyngeal articulations and tﬁeii dat;vSrLCeuiagg
1ngomplepeness of the traditional nomenclature for
this region of the vocal tract I1], |2]. Three se-
ries of consonants are found in the Daghestan lan-
guages: the uvulars, epiglottals and pharyngeals
proper (s. Figure 1). In addition, they possess two

secondary features: epiglo izati
cestiary fe piglottalization and pharyn-

Figure 1. Places of articulation in pharynx: '
1 - uvular, 2 - pharyngeal, 3 - epiglottal,

The term "uvulars" indicates the localizati
strlctyre in the upper-pharyngeal regigﬁftggg ggta
an act1vg articular. The articulations of q-, X-
and R- like sounds are produced by the backward -
upward movement of the tongue-body. The uvula does
not play an active role - it is ejther pressed to
the'poster1or pharyngeal wall (plosives) |3], or may
optionally vibrate (spirants). The Daghestan uvulars
are similar to the corresponding consonants of Ara-
b1g and of some other languages |4|. There are
slight differences among languages in the backness of

chanism of its production remains th
e same.
The Daghestan h- and G- like consonants do not dif-

fer from the corresponaing Arabic sounds auditorily.

Our fiberoptic data [5] show that the Daghestan h
and 7 are produced in a manner .identical with that
found by Laufer and Condax 6] for the # and § of
Hebrew: we observed the backward-downward movement
of upper edge of the epiglottis to the posterior
pharyngeal wall. Laufer and Condax explained the
d1sp]acement.of the epiglottis by the contraction
of the aryepiglotticus and thyroepiglotticus. At
the same time, El-Halees |7| considers that the mo-
vement of the ep1g]o§tis s a mechanical consequen-
g: of thﬁ larynx rising (this articulatory parame-
r for h, G was assumed already by Troubetzkoy

18]). In any case, the term "epiglottals" seems the
most appropriate for these sounds: it is used al-
ready by Soviet Arabists |19] and is conceptually
close to Troubetzkoy's term ‘emphatic laryngeals'.
It shou]d.bg mentioned that, contrary to the wide-
iﬂread opinion, the tongue does not participate in
asewz;fduct1on of h and 9: these sounds may be just
2s uel Pronounced with the tongue put out of the
There is a number of allophonic varian i

. ts of the epi-
g}ottal phonemes in the Daghestan languages, tﬁesg
zelzphones form two series which differ in the ex-
h ? of~the epiglottis displacement from the neut-
al position (ep1glottalization)(see Table 1).

Table I. Epiglottal consonants

1. Moderate

|___epiglottalization ¢

2. Strong ? ﬁ/ﬂ
epiglottalization % 9 H

The sounds of the first séries are formed by the

Super-imposition of moderate epiglottalization on -

glottal postures for the "plain®
0 S plain" 1a HIE

epiglottalized glottal sto , h/h - gg?g?glialiéed
a§p1rat1on,(unvoiced/voiced), <.
ximant (the vocal cords are in the
spogtaneous voicing"),

e basic articulatory compon A :
:he second serfes is strong t??ti:or F et ot
i;s,tphe function of glottal articulations being
i entical with the function of phonation for oral
onsongnts.‘i-.- epiglottal stop (the closure between

epiglottal appro-
position of

two epiglottal pPhonemes, in "broad" ipti
¥§Auss for them the signs % and 9 acggggggrggt;ﬁg
trA. e € are examples of their Tlophonic realiza-
fhon: fm -h[H].ﬁe/?Iﬁ] gAwar ; /ﬁ/=[H],/‘i/= 9/1?!-
rehi)s /a/=[0]/[R],7/5/<[3 (Dargl);/h/=fh,- :
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/ﬁ/=fﬁ] (Lezgi). We have found similar variants in
our pilot-study of the epiglottals ¢ and £ in Ara-
bic dialects (cf. [10]). But there exist Tanguages
possessing three epiglottal phonemes (some Agul
dialects and Budukh), in these languages the third
member is the epiglottal stop /%/.
Epiglottalization may function not only as the ba-
sic component of the epiglottal phonemes but also
as a secondary (usually prosodic) feature. Troube-
tzkoy |8] described this feature as "emphatic pala-
talization". This designation is connected with the
fact that the epiglottis displacement is usually
accompanied by the larynx raising and the forward
movement of the whole tongue. But the main parame-
ter of the feature (about the relation of the no-
tions "feature" and "parameter" see |11}, ]12]) is
the narrowing of the lower-pharyngeal passage.

A number of the Daghestan languages know another
secondary feature resembling epiglottalization but
easily distinguishable from it perceptually. This
feature is usually called "pharyngealization" by -
the scholars studying these languages. Our prelimi-
nary investigation of articulatory correlates of
this feature by means of fiber-optic technique has
yielded the following results. We observed the in-
ward-movement of the posterior and lateral pharyn-
geal walls accompanied by the backward movement of
the tongue root together with the epiglottis which
led to the narrowing of the pharyngeal passage (see
Figure 2). This articulation is probably caused by

3

1 ” \)
4—1 )

a. b'
3

Figure 2. Arbiculatory mechanisms of pharyngealisa-
- . tion

a. Non-pharyngealized [a], b. Pharyngealized [a;].
1 - epiglottis, 2 - posterior pharyngeal wall,
Tateral pharyngeal walls, 4 - tongue root.

‘the contraction of the pharyngeal sphincters (the

- middle and inferior constrictors).

The radiographic unvestigations of pharyngealiza-
tion |3, 13| have revealed only a backward movement
of the tongue, yet we believe that the main articu-
latory parameter is the circular narrowing of the
pharyngeal tube invisible on radiographic tracings.
For this feature the term "pharyngealization" seems
to be appropriate: it indicates that the pharynx
proper is in this case an active articulator.
Pharyngealization is usually a prosody, but in some
languages it should apparently be considered as a
consnantal feature (see below). There exist also
the pharyngeal spirants X» R, they relate to the
epiglottals E, S in the same way as pharyngealisa-
tion relates to epiglottalization.

The backward movement of the tongue body seems to
bg the invariable component of Daghestan pharyngea-
lizationbut the precise direction of this movement
(back or down-back) and the configuration of the
tongue blade are unknown.Cross-linguistic differen-
ces in timbre colouring of pharyngealization are
Indicative for the nonidentity of the parameters

mentioned. In the majority of the languages (Tabasa-
ran, Tsakhur, etc.) pharyngealization has the pala-
tal timbre, but it is not the usual palatalization.
It seems to be caused by a sort of deformation of
the tongue: the bulk of the tongue moves back and
down, whereas the tongue blade moves back and up
(to the palatum). However, there are languages that
combine pharyngealization with velarization (Archi
|14], Udi). This kind of pharyngealization resemb-
les auditorily retroflexivization (particularly,
%- coloured sounds of American English).
Epiglottalization and pharyngealization do not con-
trast, they are supplementarily distributed among"
languages (or dialects) or sometimes among diffe-
rent consonants of the same language. The common
origin of both features is apparent, the initial
form being epiglottalization. Futher on for the this
family of features a cover-term “pharyngeal stric-
ture"(PS) will be used.

In some Daghestan languages (Lack, Dargi) both epi-
glottalization and pharyngealization participate

in the production of the pharyngeal stricture equal-
ly. For this variety of PS the term Wepiglottopha~
ryngealization* is used here. Epiglottopharyngeali-
zation shares with eppiglottalization the palatali-
zing influence on consonants (especially, on velars)
as well as on back vowels. The widening influence
of the epiglottal component on narrow vowels is
also typical: fi]approximates to [e]and [u] approxi-
mates to [6]. The PS features also contain a slight
nasal component.

We mark the PS features by a vertital bar (af, gl),
yet in the "narrow" transcription epiglottalization
is marked by a crossed vertical bar (at}, q}).

LINGUISTIC FUNCTIONING OF PHARYNGEAL FEATURES

1. A1l twenty six languages of Daghestan have uvu-
lars as a part of their phonological systems and.
all basic phonemic contrasts are found in the con-
sonants of this series: all phonation types (voic-
ed/unvoiced/aspirated/ejective), strength, labiali-
zation, palatalization. )

The epiglottals % and G are also found in the ma-
Jority of the Daghestan languages, ih some langua- -
ges they have the labialised pairs. There is a
close connection between the type of PS and the his-
tory of the epiglottals in a language given. The
old epiglottals are lost if PS has a form of "pure"
pharyngealization - they are replaced with the cor-
responding plain laryngeals, the epiglottal compo-

_nent being reflected by pharyngealization (Archi)

or by umlaut of the adjacent vowels (Tsakhur, Taba-
saran). The new epiglottals in loan-words may re-
main (Archi) or be again deepiglottalized, For in-
stance,in Tsakhur i » h| and G~ ?|: h|#|}|a|t di=
spute, ?|alr|a|bla| araba.

In the languages which possess the mixed (epiglot-
topharyngeal) form of PS (Lack, Rutul) [hi and [?]
represent /h/ and /?/ in the PS context. In the
south dialects of Dargi such sounds may be found

in the words, both with and without PS. Spirant al-
lTophones of Ti and G are typical for the languages
which have epiglottalization and the languages
without the PS features.

Whereas the old epiglottals are usually (but not
always) lost in the languages which have pharyngea-
lization, additional epiglottal spirants arise in

Se 26.4.2

143




in the languages which have epiglottalization: *+ -
s R = (some Tsez and Agul dialects). The tran-

sition q'+ » # is much more seldom (some Agul dia-

Tects),

Fina]%y, there are Agul dialects(the dialects of

this language demonstrate surprising diversity in
the pharyngeal features deve]opment) in which the

pharyngealized uyulars haye changed into the pharyn-

geales proper: X] » Xs R| » R. There are three se-
ries of the post-velar spirants in these dialects:
the uvulars (XsR), epiglottals (f, 9) and pharynge-
als (X, R). Here are some examples from the Richa
dialect: "Xal zouse - fak apple - Xaw udder, Rad ham-
mer - Saky Light ~ Ran beiiy, In addition, there
are new pharvngealiZed uvulars in this dialect:
Xlalw rat, Rla?b stack. It may be the most abundant
system of postvelar spirants in the world languages.
2. Now let us consider Tinguistic behaviour of the
PS features. In the majority of the Daghestan lan-

examples from Archi s blafk*|o]n rope, k'[e|nlq hauk;
an example from North Tabasaran: glajr|a ulnu|za|
growled: A§ a rule the degree of pS diminish from

ges (e.c. Rutul) have PS only in the syllables which
contain uvulars or laryngeals, This feature is naty-
rally treated there as consonantal,

On the contrar s the dentals do not coarticulate
with PS and may prevent the spreading of this fea-

x|ulm|ulSa Ziquiq flack). As to the Tabiais, hugh-
ing sibilants, laterals and velars, they are "trang-
parent": they easily join PS and Pass it to the next
segments, .

AlT the forms of ps €an easily combine with the 1la-
bialized consonants, Here are examples from Tsez:
Retati dog, qw{a{Ji ankle; examples from Archi:
Rwlallqli] emog, Swlais| Zast yean.

3. A concluding remark: Arabic "phahyngea]ization"
is not identical with any form of Ppg and, probably,
should be treated as a variety of velarization (cf.
Troubetzkoy's term "emphatic velarization® 181). The
"emphatic" t, d, 5, 7, 1 of Arabic are pronounced
with the tongue displaced into the pharyngeal cayi-
ty [10]. However, the perceptual results of thig
movement are not identical to epiglottalization or

a significant fact that just the same sounds (den-
tals) which participate in the "emphaticalness"
contrast in Arabic do not coarticulate with the PS
features in the Daghestan languages.,
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ABSTRACT

This paper defends phonetic adequacy of the traditional
term "voiced aspirated” as a descriptor and classifier of a fourth
category of homorganic stops such as /bh/, which has been
questioned in recent phonetic literature.

INTRODUCTION

In those languages that possess four manner categories
of homorganic stops such as /p/, /ph/, /b/ and /bl/, the fourth
category has been, traditionally, described and classified as
"voiced aspirated". This description and classification of the
fourth category of stops has long been considered adequate
phonologically as well as phonetically. Recently, however, the
phonetic adequacy of the term "voiced aspirated” as a
description and classifier of the fourth category of stops has
been questioned. According to Ladefoged [7] "when one uses
a term such as voiced aspirated, one is using neither the term
voiced nor the term aspirated in the same way as 'in the
description of the other stops.” That is, unlike the voiced
unaspirated stops which are produced with normial closure
voicing, the closure voicing during the voiced aspirated stops is
not normal {3,9]. Moreover, the voiced aspirated stops are
also not aspirated either, since during their production the
release of the oral closure is not followed by a period of
voicelessness. They are thus unlike the voicless aspirated
stops where the release of the oral closure is immediately
followed by a period of voicelessness [1,3,7,9].

There has been some confusion in the phonetic literature
as to what aspiration really is. Part of this confusion can be,
perhaps, attributed to Lisker and Abramson's [11] work on
voice onset time associated with stop consonant production,
although to no fault of theirs, as they did not consider voiced
aspirates. Their findings on voice onset time led them to
regard the "noise feature of aspiration"..."simply as an
automatic concomitant of a large delay in voice onset".
Unfortunately, "the noise feature of aspiraton,” which provided
the phonetic basis for the description and classification of the

voiced aspirated stops as aspirated, was forgotten and the

"large delay in voice onset" or "voicing lag" became the
equivalent of aspiration. From then on most phoneticians and
linguists used these terms in the sense of aspiration. Thus, the
voiced aspirated stops were considered phonetically neither
voiced nor aspirated and a few new terms such as "whispery
voiced", "breathy voiced”, "murmured”, "murmured aspirated”
and "voiced phonoaspirated" were suggested as phonetically
more adequate replacements of the term "voiced aspirated”.

The purpose of this paper is to examine and discuss the
phonetic adequacy or inadequacy of the various terms
mentioned above in the light of glottographic, aerodynamic and
spectrographic data from Hindi (a four-category Indo-Aryan
language) and to show that the term "voiced aspirated” is a
better phonetic descriptor and classifier of the fourth category
of stops than its suggested replacements.

EXPERIMENTAL RESULTS

The results presented here are based on the analysis of a
large body of data. Although only a few illustrations are given
here, they may be taken as typical of the data as a whole.
Glottographic, aerodynamic and spectrographic data from one
speaker of Hindi are pr;sentca in Figures 1, 2 and 3,
respectively. These figures display records obtained during the
nonsense words /pipi/, /phiphi/, /bibi/ and /bhibhi/ which were
produced in a frame sentence /didi -- bolije/ ‘elder sister --
(please) say’, We will not consider the data on the voiceless
unaspirated stop /p/ in detail in the present study; we will
simply note that Photo-Electric Glottograms (PEG) in Figure 1
show that the glottis is slightly apart during the initial /p/. The
figure also shows that /b/ is produced with an approximated

_ glottis and vibrating vocal folds; while /bh/ and /ph/ are

produced with a moderately and a widely open glottis,
respectively. The glottal opening during /bh/ begins
appreciably before the oral release, peaks around the middle of
the noise interval and terminates during the initial part of the
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following vowel: However, during /ply/ the glottal opening
starts at or slightly prior to the articulatory closure, peaks at or
near the articulatory release and terminates during the early
por.tion of the following vowel. Notice that the glottal opening
during /ph/ is ap_proximat"cly double that during /bh/,

pipi
Vo

PEG

bibi inhi
m vo
PEG
Figure 1

‘ Oral air pressure (Po) and oral air flow (Uo) curves in
Figure 2 show that the pressure profiles and the magnitudes of
pressure during the articulatory closure for /b/ and /bh/ ar
about the same, but the magnitude of flow after the articulat .
release is much greater for /bh/ than for /by, However, :hry
pressure profile as well as the magnitude of pressure and ;lo .
for /pl/ are different than those for /b/ and /bhy, For /ply thw
pressure rise is rapid, the pressure build -,

flow rate is greater than each of these for either /b/ or /bhy/

Pipi,

tmH,0

mi/s

shiphi
vo

up is higher and the ,

i The spectrograms in igure 3 show that the closut
::i:n.,al Of: /p?'A/ ls mostly vqiceless, except for a few verticd
no'ns md.xcatmg vocal fold vibration continuing from t¢
Z;/ce:;n tim:d environment. The closure intervals of &/ f
of c'losur: :o-ef hand, are fully voiced. The acoustic patters
ey 'xcmg for /b/ and /by appear to be virtual)
men:r:iil;l::uce t:lat a period of voicelessness occurs bethﬂ!
vowel, How‘:y weasellp h/ and the onset of the followmg
is occupied bver' such a period during /bh is not voiceless !
which appearyta fuzzy a.COus.ﬁc pattern of vertical striatiots
during closure ; 0 be quite different from the one observed
this period ac mte.wal o.f /ol ot /bl. On the other hand, dur%
oustic noise can be observed for /bh/ and /¥

alike, in
: about the same frequency regions as the resonancesd
¢ vowel following thege stops.

DISCUSSION
The

demonstrat
voiced ap
Produced
unaspirat
voiceless
in other

Spectrographic data presented above clearly
e that‘ the voiced aspirated stops of Hindi are bott
d aspirated. They are voiced because they &%
Wwith regular closyre voicing like the voiced
::p?:tzz and they are aspirated because, like the

Stops, they are produced with glottal noise*
words aspiration - following the release of ord
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closure. However, the period following the release of oral
closure, during which aspiration occurs, is voiceless in the
voiceless aspirated stops but not in the voiced aspirated stops;
in the latter category of stops the vocal folds continue to vibrate
through this period. In the voiced aspirated stops the mode of
vocal fold vibration during the period of aspiration is
apparently different from that during the closure interval. This
is reflected in the fuzzy pattern of vertical striation during the
aspiration vis-a-vis the clear pattern of vertical striations during
the closure interval (Figure 3). The différence in the mode of
vocal fold vibration within the voiced aspirated stops is further
reflected in an approximated glottis and an extremely low flow
rate during the closure interval versus a moderately open glottis
and a high flow rate during the noise or period of aspiration
(Figures 1 and 2).

During the aspiratory interval of these plosives the
glottis is only moderately open and the vocal folds are relatively
slack; consequently they can vibrate in the absence of an
articulatory obstruction to the airflow. But they do not touch
one another while vi.brating. On the other hand, during the
aspiratory interval of the voiceless aspirated stops the glottis is
widely open and the vocal folds are relatively tense; they
simply cannot vibrate even in the presence of high flow rate.
Thusr the aspiratory interval of the voiceless stops is voiceless
but that of the voiced stops is not. Further, the spectrograms in
Figure 3 show that the acoustic noise during the voiceless
aspirated as well as voiced aspirated stops is found in about the
same frequency Yegions as resonances of the following vowel,
which indicated that the noise source is located at the glottis. If
the source were located elsewhere a different noise pattern
would have resulted. Glottal noise is commeonly called

aspiration. Thus, the phonetic description of the voiced -

aspirated stops as aspirated cannot be reasonably rejected [4].

.Likewise, their phonetic description as voiced is also

unquestionable. In anticipation of the forthcoming aspiratory
phase the glottis begins to open appreciably before the release
of the oral closure; but the vocal folds continue to vibrate and
remain fairly close together almost until the articulatory release,
as attested by fiberoptic observations [2,6]. Those sounds in
which the vocal folds "form a closure or near closure duing
successive periods of the oscillation' are said to be regularly
voiced [12]. Thus, the traditional term "voiced aspirated” is an
adequate phonetic descriptor and classifier of the fourth
Category of homorganic stops. Further "voiced aspirated” is a
better term since it produces a symmetrical matrix of
classificatory terms, and is capable of capturing phonological
generalization, while its suggested replacements produce an
aSymmetrical and counterintutive matrix and create problems in

the description of such sound changes as Grassman's Law, as

shown by Halle [5].

On the basis of the definitions of phonetic terms given in
Petrerson and Shoup {12], Benguerel and Bhatia [2] have
proposed the term "voiced phonaspirated” as a phonetically
more adequate descriptor than the term "voiced aspirated” for
the fourth category of homorganic stops. There is no problem
with the term "voiced" which adequately describes what
happens during oral closure. However, the term
"phonoaspirated" which describes what happens after the
release of oral closure is problematic. It appears that "phono”
in "phonoaspirated” was prefixed to "aspirated" to indicate the
particular mode of vocal fold vibration which occurs during the
aspiratory period and which is different from the one that
occurs during the oral closure. However, "phono"” is also
prefixed to "constricted” in the term "phonoconstricted” where
it indicate a very different mode of vocal fold vibration from the
one that occurs during the aspiratory interval. As "phono"
describes two entirely different modes of vocal fold vibration,
it renders the term "phonoaspirated” phonetically inadequate,
and thus unacceptable.

The discussion of phonation types in Catford [3]
suggests the term "whispery voiced" for the voiced aspirated
stops. He says that "the fact is that in such sounds as [bh]
there is whispery voice rather than voice during the stop and
for a certain period aftef its release.” The glottal stricture used
in the production of whispery voice is described by Catford as
"narrowed vibrating." The degree of opening according to him
is less than 25% of maximal glottal opening, while during

voiceless stops it is frem 60 to 95% of maximal glottal |

opening. Let us assume that the opening for the voiceless
aspirated is 95% of maximal glottal opening. Now recall that
the degree of glottal opening for the voiced aspirated stops in
the data presented here was about half of that for the voiceless
aspirated stops. Thus, the voiced aspirated stops were

~ produced with more than 45% rather than less than 25% of

maximal glottal opening. Obviously, they were not produced
with whispery voice, since the glottal stricture was
inappropriate for the generation of whispery voice ,being twice
as wide as required for such a phonation. Moreover, Catford's
assumption that the glottis is in the phonatory posture for

whispery voice during the stop phase is also not borne out by’

the data. But even if such a posture were present during the

stop phase it could not generate whispery voice in the presence
of a supraglottal obstrucion. Thus, the term "whispery voiced"
instead of "voiced aspirated” is phonetically inapproopriate.
Ladefoged has suggested the terms "murmured” {7,8,9]
and "murmured aspirated" [10] in place of the term "voiced
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aspirated” for the phonetic description of the fourth category of
homorganic stops. According to him [9] "murmured sounds
are sometimes made...with the glottis fairly open at one end.
They can also be made with a narrower opening extending over
nearly the whole length of the vocal cords.” Ladefoged has
called both these physiologicz;l possibilities the "murmur” state
of the glottis and has assumed that such a state occurs during
the oral closure as well as after the release of the closure in the
so-called murmured or murmured aspirated stops [8,10]. Thus
the vocal fold vibrations that occur during the oral closure are
assumed to be of "the kind that would be expected from a small
volume of air flowing through the glottis while it is in the
position for a murmured sound" [8], that is the vocal fold
vibrations during articulatory closure are said to be different
from those in normal voice vibrations. However, these
assumptions do not find support in the glottographic and
acoustic data presented here. The phonation that is generated
after the release of a closure was earlier [7,8,9] described as
murmur or breathy voice. Later [10] in relation to the
somewhat different voiced aspirated stops of Owerri Igbo it
was surprisingly though unjustifiably described as aspiration,
(surprisingly since “aspiration” for Ladefoged is " a period of
voicelessness during and immediately after the release of an
articulatory stricture” [7]). This was the result of redefining
aspiration in an attempt to accomodate the voiced aspirated and
the unvoiced aspirated stops under the same phonetic category
of "aspiration”. The attempt, however, did not succeed since
the closure voicing in the voiced aspirated stops of Owerri Igbo
was still considered to be murmur, which is almost certainly
contrafactual.

Lately, Ladefoged has changed his position. In the
second edition of his book A Course in Phonetics he states that
"voicing during the vowel and the closure are, as usual, the
result of air flowing between the vocal cords while they are
held loosely, fairly close together". In other words the closure
voicing in the voiced aspirated stops is normal regular voicing.
This is strongly supported by the glottographic and acoustic
data presented here. Further, the vibrations that occur after the
articulatory release of these stops are described as "murmured
(breathy) vibrations”. That is, after the articulatory release of
the voiced aspirated stops "murmur” or breathy voice"
Breathy voice may as well be called "voicy aspiration".

. ,"%s v\.ve have seen, in the voiced aspirated stops of Hindi
asplranon.ls accompanied by glottal vibration which noticeably
changes 1.ts quality. ‘ It sounds more like breathy voice.
sors "y Vet e e e
state of the glottis after the release of the cl escr'lbes o the

osure in these stops,

occurs.

On the other hand, the term "voiced breathy voiced" sous
strange. If the term "murmur” could be strictly limited to t
meaning of "breathy voice," then perhaps a term like "voiced
murmured” could be suggested to describe the fourth categoy
of homorganic stops. The seeds of th.is.term were already
present in Lisker and Abramson's [1] and Benguerel aid
Bhatia's [2] work, but for some reason they did not suggestit
If this term is accepted then a diaeresis [..] should not be used
under the stop part of the consonant, since it will give the
wrong impression that the closure voicing is murmur rathe
than regular voicing.

To conclude, the term "voiced murmured,” although
phonetically adequate, will produce an asymmetrical matrix of
classification that will fail t6 capture phonologicl
generalizations. However, it may turn out to be a useful tem
in speech synthesis. On the other hand, the term "voiced
aspirated” is not only phonetically adequate but also producesa
symmetrical matrix of classificatory values and is capable of
capturing phonological generalizations, It will thus be mor
attractive to the linguist. The other terms which really are bob
phonetically and phonologically inadequate should b
discarded.
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ABSTRACT “production of speech, on the other hand, do not °

In the speech signal rhythm manifests itself in
the temporal structure of stressed and unstressed
syllables. This structure differs between lan-
guages and seems to be the basis for perceived
rhythmic differences. At the same time there is
evidence of temporal adjustments towards regulari-
ty which seem to occur irrespective of the lan-
guage spoken.

It is assumed that these characteristics of the
speech signal reflect two major determinants of
rhythm - language structure and speech production
constraints, respectively.

Some predictions based on this model are tested
on three rhythmically different languages, Swed-
ish, Spanish, and Finnish.

INTRODUCTION

That something is rhythmic means that it is tem-
porally constrained. The impression of rhythm
seems to depend on the impression of temporal reg-

ularity. In speech this regularity concerns syl-
lables, stressed and unstressed.
While temporal regularity seems to, be at the

bése of rhythm, different languages seem to have
different kinds of temporal regularities, that is,
they often. sound rhythmically different. To cap-
ture such differences Pike /1/ introduced the
:ttezﬁ—timing/syllable-timing dichotomy implying
w?ih 1fferent' ththmic principles. In a language
the :tress-tlmlng, then, the regularity concerned
. llsbiessgd' syllables, while in a language with
IZbla e-timing the regularity concerned all syl-
re uis,'stressed and unstressed alike. Temporal
tei arity also implied the strongest possible
strZ:r?i' constraints, isochrony. Thus, in a
assumzd émed language stressed syllables were
of the n ob recur. at equal intervals irrespective
and 1n umber of intervening unstressed syllables,
Stresseda syllable-timed language all syllables,
have o and un§tressed alike, were assumed to
Isocgt:iyd::atxo:. .
ems to be an important aspect of the

%%593%5%22 of speech. For example, Pike /1/ based
tined la;nctlon between stress-timed and syllable-
sion of guages entirely on the listener's impres-
temporal regularity. Observations of the

support any strict regularity in the sense implied
by either stress-timing or syllable-timing. Inter-
vals between stressed syllables, and syllable du-
rations, seem to differ within fairly wide ranges
in both allegedly stress-timed and syllable-timed
languages.

However, in measurements of the speech signal
tendencies to temporal regularities have been
found. The duration of segments and syllables seem
to be inversely related to the number of un-
stressed syllables between stressed ones, implying
a weak tendency to stress-timing . Most of these
observations have been based on English but also,
to a certain extent, on other languages including
so-called syllable-timed languages (see /2/, p. 3-
5, for a survey). There are, on the other hand,
several studies in which any tendencies to tempo-
ral regularities are denied. One example is a
study by Lehtonen /3/ examining the tempora:
structure of Finnish.

All these aspects of rhythm have to be account:
for within a general model of speech rhythm. As
first step to such a model I will outline a con
ceptual frame for studying rhythm in speech.

A CONCEPTUAL FRAME FOR STUDYING SPEECH RHYTHM

Three basic concepts all contribute to the com-
plex of rhythm in speech as well as in other types
of rhythmic behavior: (a) grouping, (b) alterna-
tion, and (c) temporal regularity.

Grouping is the most fundamental concept. All
kinds of activities seem tc be organized by group-
ing the elements of which they are made up. Group-
ing occurs in both production and perception, as
shown in experiments by Fraisse /4{ and Woodrow
/5/. In complex activities there may be several
levels of organization. One group at a higher lev-
el may contain two or more groups at a lower lev-
el. Such hierarchical grouping is very obvious in
music but it seems to be a characteristic also of
speech and other kinds of human activities. Thus
grouping may be seen as a general means for struc-
turing information, and therefore what we perceive
as rhythm may be a consequence of a natural way
of handling information.

Alternation often characterizes a sequence of
elements. Normally some elements in a sequence are
marked from the others, for example by being long-
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er or more intense. The marked elements will then
altgrnate with the unmarked  ones, Alternation. is
an important basis for grouping as groups are de-
limited from one marked element to another. How-
ever, grouping also occurs when there is no alter-
nation at all in a sequence of elements. In this
case grouping may be achieved by marking some of
the originally unmarked elements.

Grouping may lead to temporal regularity. Group-
ing elements together means that there are tempo-
ral constraints on how they are processed. Related
elements have to be kept together and will accord-
ingly constitute a unit in the temporal domain
also. The basis for this temporal unity of group;
migbt be a cyclic and regular processing of infor-
mation. This means that in groups with many ele-

~ments there has to be a temporal compiessién of
these elements, while in groups with few elements
no su?h compression will be needed. Such compres-
sion in longer groups has been reported in several
studies. It. even seems to be a tendency to adjust

differently-sized groups towards an intermediate

or average duration /4/.
Grouping, alternation, and te
mporal regularit
all contribute to the complex of speech rgythmiaz

outlined i i
ey in the following simple input-output

MESSAGE 'RHYTHM
STRUCTURE — 1C

ARTICULATORY PLANNING
STRUCTURE

F i ‘
27.or a more detailed description, see /2/, p. 19-

.The message structure
By message structure I refe
r to all struct
:gizrmation which is needed for uttering a S;Zii
ence or a phrase: phonologi
. gic, prosodic, syn-
tactic, semantic, as well as i 1fica
. ic, pragmatic specifica-
tions. Thus it is a sit . .
cions Struc;ure. uationally coloured lan-
. The message structure differs widely between
a:ng:;g;:. fhe most important differences as far
s concerned. include stress
distinctions, and syllable and word 'stgﬁzztity
‘These characteristics all have. to be ptese:re&
throughout the production process in order t is
nal the intended message. ° sie-
The characteristics of
the message struct
t u
52:: the basis for grouping. Stressed alternati;e
i unstressed syllables would be such a b 18
giving groups of one stressed and a number ofas :
itress?d syllables. Such a stress group is commun:
y defined as one stressed syllable and all fOQ-
lozinglun:tressed ones up to the next stres:ed
syllable irrespe
syllat pective of word and syntactic bound-
- However, both word boundari
aries and
?oundaries might be alternative bases fzznziztis
sig. Thus, there may be words or word groups bz-
mayebztrizz dg;ou72} Support for such alternatives
nd in . Other charact
message structure may be wused too?tizzécitozethe
most reasonable to suppose that different lems
igages'use different kinds of bases for groupi o
A sz,‘xn each specific language there maypbggs'
ertain optionality in the choice of what to bas:

the grouping on. Different alternatives may "com-
pete' with_each other. What determines the specif-
ic kind of groupling may be the situation as‘a
whole and the specific intentions of the speaker.

Articulatory planning .

In the articulatory planning grouping is a means
of structuring information. Grouping is assumed to
occur at two levels at least. At the first one the
input string is restricted to contain units about
the size of a short sentence or a phrase consti-

tuting Fhe message structure as described above.
The basis for this may be intonation characteris-.

t%c§ coinciding with syntactic boundaries and de:-
limiting semantically ccherent units. : )

At the next level this string is scanned for
elements to base further grouping on, for example
sFressed syllables or different kinds of bounda-
ries as suggested above. Thus there will be stress
groups or possibly words or word groups.

If the groups contain more than just a few ele-
ments there may be further subgrouping. Most rea-
sonably, this would be the basis for rhythmic al-
terna?1on of unstressed syllables. In this case
gz;:p;ng seems‘ to be achieved by strengthening
some n a string of several unstressed syllables
. The pla?ning'system converts the elements in the

n?ut string into articulatory coded units. These
units are t@en converted into commands to the
To:or execution system and eventually transformed
nto acoustic events in the speech signal.

The rhythmic structure

torzy iZyt@mic structure, the output of articula-
o ogalnnlng’ I refer to those aspects of the
thePbaSisst;ucture 9f the speech signal which are
ctrgesls or the impression of rhythm. Rhythmic
planning a;z :hresult of both the articulatory
both wiil b the message structure, as effects of
Howl 1 be le?d in the speech signal.

above ezgrét;ithln. the conceptual frame as given
cific’d tg er with careful analysis of the spe-

ata, the two effects may be separated. Fur-

thermore the stre .
each specific case?gth of each may be predicted in

TESTING SOME PREDICTIONS OF THE MODEL
Data

andIF:;iisﬁresent some data from Swedish, Spanish,
cally diffe’ chosen so as to represent rhythmi-
QUently-uSezenﬁ languages. Referring to the fre-
stress-timed rhythmic dichotomy Swedish would be 8
guage. Finnis;nd Spanish a syllable-timed lan-
rhythmic term » though difficult to categorize in
its quantit s, was chosen for the complexity of
to test th Yy system. This would make it possible

e interplay between temporal constraints

of the plannin
8 proces :
input structure.p S'and the constraints of the

The material con

si
syntactically and St
three languages.

sentencs which were
Thsemaqiically similar in all
in whi ey a had an invariant frame
syl:?éiz test words with different numbers of

s were inserted. The sentences weré read

in a neutral ma .
any specific worg?er without giving prominence to

Se 27.1.2

The data are more thoroughly accounted for in
12/, p. 117-1462- SRR .

The predietfons against data
1 There will be similar temporal adjustments to

k]

regularity inrespecti%e of the language spoken.

If gtouping is a natural means of strucxuriné.

{nformation and tendencies to temporal adjustments
are a consequence of grouping, then temporal ad-
justments should occur in languages in general.
Also, as grouping occurs hierarchically, there
should be adjustments on several levels,for exam-
ple, (a) the phrase and (b) the stress group.

The effects of articulatory planning, then, will

be temporal adjustments of segments and syllables
so that they are more compressed the more elements
there are in a unit.
However, there are no claims regarding isochrony
and in effect, no timing rules at all are im-
plied.The temporal adjustments are seen simply as
a consequence of the assumed tendency to cyclic
and regular processing as outlined above.

The data support the prediction. There are simi-
lar temporal adjustments decreasing the temporal
differences between stress groups with different
numbers of syllables in all three languages. In
stress groups with one, two, and three syllables
the duration of the first (stressed) syllable de-
creased successively upon the addition of the sec-
ond and third syllable. Figure 1 gives an example
from Spanish. Thus, temporal adjustments associ-
ated with stress-timing seem to occur also in lan-
guages assumed to be syllable-timed. Assuming that
the temporal adjustments are related to articula-
tory planning, it seems that the stress-timing/
syllable-timing distinction does not reflect
different planning strategies.

300 4
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200 1
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NUMBER OF SYLLABLES

%%EEEE_L- Duration of vowels and consonants in
. ree Spanish test words as a function of the
umber of syllables (1-3) in the test word. The

words were inserted 1 =
yords n a sentence frame. N=6.

Lad

2 Differences in rhythmic structure between lan-
guages is a‘consequence of structural differences.

The message structute,'without doubt, is an
important determinant of rhythmic structure. The .

‘reason naturally is that many of the character-
- jstics of the input structure carry the burden of

funational distinctions which have to be pre--
served in order to.convéy the intended message to
the listener. Especially important characteristics
are (a) stress, (b) quantity distinctions and (c¢)
syllable structure. :

It seems most reasonable to assume that such .
differences form the basis for the stress-timing/
syllable-timing dichotomy. So-called stress-timed
languages, for example,-seem to have a clear dis-
tinction between stressed and unstressed sylla-
bles. In general, the stressed syllables have a
more complex structure than the unstressed sylla-
bles. In so-called syllable-timed languages, on
the other hand, stressed and unstressed syllables
are structurally more alike /8/.

There is empirical support also for the second
prediction. Language-specific structural charac-
teristics and their temporal manifestations differ
widely in the three languages. The greater simi-
larity, structural and temporal, of stressed and
unstressed syllables in Spanish as compared to
Swedish contributes to making rhythmic. structure
quite different in the two languages. 'And the
elaborate quantity system in Finnish contributes
to the characteristics of rhythmic structure, in
this specific language.

3 Temporal adjustments to regularity will only
occur insofar as functionally important structural
features are not destroyed. ) -

The planning mechanism js sensitive to the
specifications in the message structure. There-
fore, general characteristics of articulatory
planning will be temporally reflected only when
the temporal aspects of planning and these spec-
ifications do not conflict. When in conflict, the
constraints of the message structure take prec-
edence over, or simply obscure, temporal con-
straints of planning. Such conflicts may arise
more often in elaborated than in neutral rendi-
tions of speech. The maintenance of certain
structural distinctions may also produce such
conflicts. They may occur, for example, in lan-
guages with elaborated quantity systems.

An analysis of the Finnish data point to a com-
plex control of articulatory planning. Obviously
there is complex interplay between the constraints
of the input structure and the planning mechanism.
This interplay seems to be conditioned by the de-

mands of the quantity distinctions in Finnish. ‘As

is well known, both vowels and consonants are pho-
nologically either long or short in Finnish, and
this distinction has to be made in both stressed
and unstressed syllables. In the speech output the
phonological distinction is reflected in segments
of longer or shorter duration. What happens in
Finnish is that there are temporal adjustments to
a certain regularity of -stressed syllables in some
cases but not in others. Phonological length seems

Se 27.1.3
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to be an important conditioning factor, as only
_long :vagls ‘«and consonante are compressed to any

significant degree. ‘A second conditioning factor

seems to be whether the temporal adjustments will
obscure important guantity relations or not. Thus,
compression only occurs insofar as it will not
affect the quantity relation between the first and
second syllable in a word. Figure 2 showing two
different cases, one with (a) and the other with-
out (b) temporal adjustments, illustrates this
conditionality. . . '

This may be the reason why Lehtonen /4/ found no
compression effects in Finnish. His study was
bas¢d ‘mainly on such quantity patterns in which
fsompression would be very restricted.

2004 ) (a) taakkaa
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Figure 2. Duration of vowels and consonants in

Finnish two-syllable sequences as a function of
the number of following syllables. The test words
contained 2-4 syllables: (a) taakkaa and (b)
taakka followed by nsa and nsa + han in words with
three and four syllables, respecmely. The words
were inserted in a sentence frame. N=6. From /2/
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CONCLUDING REMARKS

The congeptual .frame as outllned fits well t.
the observations in the three languages which wer
chosen so” as to . represent different kinds of
rhythm. The data reveal the expected difference
as well as the similarities between the three la-
guages. Thus the frame may be used as a starting
point for further research on speech rhythm,

A more detailed account of the contents of ths
paper -is given in-/9/.
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