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ABSTRACT

The goals‘of the phonetic analysis of
speech activity are determined by the pro-
perties of the language as a means of
communication. Pro uction and perception
of speech under normal conditions of com-
munication can only be understood if one
is aware of both the characteristics of‘
simple acoustic signals, representing a
set.of allophones and the rules of their
grocessingt
f great importance is also a detailed

study of phonetic variance of a particu-
lar language as well as information on
phonetic s ructure of meaningful units of
the language: morphemes and words. A pho-
netic fund of the Russian language has
been described that combines the informa-
tion Specified above. The fund provides
phonetic information for speech analysis
and synthesis as well as for liguistic
study of Russian sound system.

Phonetics as a science dealing with
speech sounds can proceed along two dis—
tinct paths: one parallels phonology,
whose concern is distinctive function of
speech sounds, the other parallels psycho—
physiology, studying mechanisms of pro-
duction and perception of sound sequencea
Phonology has already devised rather
Strict methods of analysis enabling ling-
uistsito study any sign system. Phonolo-
gy's traditional refusal to analyze pho-
netic reality has become now a universal
characteristic of phonological studies,
where the authors either absolutely deny
the importance of physical prOperties of
speech sounds or are satisfied with rath-
er primitive phonetic information.

During the 16 years separating us from
the Yilth Congress of Phonetic Sciences
when Dr D.B.Fry accused linguists of neg-
lecting scientific knowledge little has
been changed. Up to now, experimental
phonetic studies of speech activity
have been non-essential for phon010gists,
because it is assumed that by contrast
with the systematic character of language,
speech is individual and, as a consequai-

ce, unsystematic. many present-day phono-
logical concepts exist absolutely indeper
dently of phonetic knowledge, are "nouri-
shed" by their own postulates, and it
seems that no new phonetic information
obtained in experimental studies can
shake the stability of those postulates.

Another approach to speech sounds is
represented in studies dealing with
speech production and perception. During
the last decades a wealth of research
work has been done, where the properties
of man, allowing him to use speech so
effectively in communication, were of ut-
most importance. Interest in this inform-
ation is shown first of all by those re-
search workers who, with respect to lin-
guistics,may be called representatives of
neighbouring sciences — physiologists,
psychologists, research workers in speech
communication and automatic speech recog-
nition, as well as those studying rob-
lems of artificial intelligence. his
trend using the most perfect experimental
methods and statistical analysis has made

an important contribution to our concepts
both in the physiology of speech product-
ion and in psychophysiology of speech
perception, beginning with peripheral
processing of speech signals and ending
in procedures making decisions b cent-
ral parts of the hearing system i for a
detailed account of a similar approach
and extensive bibliography on this sub-
ject see, for ex la, the work by Bern-
ard Delgutte /£3 . However, the mater-
ial used in most of these studies seems
to be rather limited, if considered from
the point of view of linguistics. For in-
stance, in studying speech perce tion
such simple sound sequences, as V or
CVO are often used. Many researchers,on
the whole, prefer using synthetic speech-
like stimuli which allow them to manipul-
ate the parameters under study, no matter
how far their characteristics are from
those of real speech signals. 7

As a result of the-development of
such diametrically opposed sciences as
the phonology and psychophysiology of
speech, sciences using their own strict
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methods and having Specific areas of

application, the speech actiVity of man,

who used Speech signals for communicati-

on, is beyond the interests of both the

fonner and the latter trends. Phonolo—
gists, as has been said, are not interes-

ted in the real manifestations of Speech.
The psychophysiologists' concern, on the

other hand, is limited to the phonetic
properties of simple sound sequences.

it becomes expedient. therefore, to
study speech activity on the basis of
both phonemic concepts and the knowledge
of phonetic mechanisms. It is desirable
that such studies should be more intense-
ve than they are today. From a perceptu-
al point of view, information contained

in the auditory system of any native
Speaker may be compared to a Curious
“puff—pastry", in which without fail
there are the following layers:
(a) Certain universal properties vi audi-
tory system that are common both to man
and animals.
For example, the ability to classify syn-
thetic Speechrlike vowels according to
the values of F1 and E11 and ascertain
"phoneme boundaries"/16/ was found in ex-
periments on dogs, which allows us to
assume that "phoneme boundaries between
vowels are determined by some fundament-
al properties of man's auditory system.
ot by his linguistic competence" 1/.

(b) Some properties of the auditory sys-
tem that are determined by man's linguis-
tic ability and his use of articulate
Speech.
These are properties enabling speakers
of various languages to discriminate be—
tween the vowels of the basic triangle,
to use on— and offeglides of vowels for
the identification of adjacent consonants
to define the accentual structure of a
sound sequence, etc. To these abilities,
common to all people, one might add
sound symboliSm, i.e. the presence of
certain psychological and sound associat-
ions 39%.

(0) Some specific preperties of the audi-
tory system that depend on the speaker's
own sound system. ‘
These preperties are determined not only
by_the number of phonemes and their allo-
phonic variation but also by the whole
sound system. For example, in experiments
on Russian subjects estimating the dis-
tance between pairs of sounds it was
found that d vowels were similarly rated
on the basis of the re 1 lte a ion
the tage part in ( /1$337E 3Tis€757dom /
- /§ama ), rather than on closeness of
their El and Eli values.

ho doubt it is very difficult, or even
impossible, to find the exact boudaries
of the layers. As has been said above,
the ability to identify adjacent conso-
nants by on- and off-glides of vowels is
a common feature of man ( we may assume

that animals can acquire this ability as
well). however, Russian Subjects easily
identify hard and soft consonants on um
basis of on-glides, because in Russian

hard and soft consonants are in phonolo-

gical opposition, but they show poor dis—

crimi ation of the place of hard conson—

ants p, t, k/ and /b. d. g/- French mm
“merican Subjects, on the other hand,ae

is well known fro ,the classical studies
of the e y '00s713 do this veriell,
but the 7§}-glides of Russian vowels are

not used by them as reliable cues for
correct 1 entification of preceding con-
sonants/7 because softness in these lmr
guages is something unknown and phonolo-
gically irrelevant. _ _

in any case, investigation of Speech
actiVity should be based on the results
of experimental psychophysiological sur

dies, but the main function of Speech,
i.e.conveying meaning, should also be
properly considered. This very function
allows or even provokes variation of
speech signals and hinders successfulmc-
delling of man's perceptual pr0pertiesin

automatic speech recognition.
To demonstrate the degree of diverge-

nce between physiological and psychowv-
siological data, on the one hand, and um
results of speech activity, on the oflwr
hand, two figures are given. In Fig.ya
and b) Russian consonants are shown in

two different feature Spaces. Fig.1a de-
monstrates a geometrical arrangement cf
the consonants i a space of articulau-

on features/£87, which seemed to be 8
convenient way to show the relationsbe‘
tween nussian consonants and their feat-
ures. Fig.1b demonstrates an arrangement
of Russian consonants in a space of 993'
chological features comparable with sub
oppositions as h d-soft and continumm‘
discontinuant/24 . What a great differ-
ence between the geometrical linguisnc

pattern and the real arrangement of the
consonants in the perceptual space!

Fig.2 (a and b) shows schematic If?" _
presentation of the vowels used as shnu

li in experimental phonetic studies:

Fig.da demonstrates synthetic four-f¢“‘
ant stimuli used in numerous works $1?8
at ascertaining "phoneme boundaries / e:

Fig-3b shows Russian stressed and unstr-

ssed vowels. As can be seen from the “E
Parison of steady—state synthetic vowel

(400 msec long) and transitory natural
V0W918(Varying in duration from t°
00 msec), the differences between tmm t
are so great that one cannot assume hag
in Processin and identification of fl”
two groups 0% stimuli the same mec
are used.
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Fig.I. Russian consonants in a space of
features.
(a) Russian consonants in a space of
artiCulatory features, demonstrating
the arrangement of the consonants with-
in phonemic system/lb/;

(b) Russian consonants in aspace of
perceptual features related to the
features "hard-soft" and "continuous—
discontinuant"/34/-

Thus, in investigating speech activi-
ty, when natural languages are studied,
one should consider the following: (I)
psychophysiological properties of man,
2) how these properties are realized in

a particular phonetic system, (3) in
what way the phonemic system as one of
the upper levels of the linguistic struc«
ture effects speech activity.

Such an approach to the study of
speech activity will undoubtedly cause
the disapproval of both phonologists and
representatives of the natural sciences.
Let us take courage and borrow what we
need from these opposite provinces!

Aha 1?

6?

\

—
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Fig.2 The scheme of formant characteris—

tics of the experimental vowels.
Ea) synthetic vowels
b natural Russian vowels, both

Stressed and unstressed, occur-
ring in different phonetic
contexts.

rhonemic terminology, due to thorough
elaboration of the main concepts of the
field, is more precise than psychOphysi-
ological one. Let us consider some of
the terms.

I. The Phoneme is the minimal unit of
the expression system which is able to
constitute and distinguish meaningful
units i.e.WOrds and morphemes /20/.The
term psychophysiological phoneme", as
used by psychophysiologists, is less pre-
cise: psychological phonemes are defined
as units corresponding to non-overlap—
ping areas in the space of acoustic pa-
rameters of the speech signal. The num-
ber of these phonemes exceeds that of
linguistic phonemes in any 1anguage.How—
ever, it is not known ex ctly how great
this excess is /16, p.827. Fig.3 pre-
sents the phoneme boundaries of psychol-
ogical vowel phonemes in relation to the
arran ement of Russian vowels in Fl-FII
plane Fig.3a), as well as data on pos-
sible changes in F1 and F11 of the vo-
wels as a result of coarticulation with
adjacent consonants(Fig.3b). Comparison
of these figures shows that psychologi-
cal phonemes, as revealed in experiments
on synthetic vowels, do not correspond
to the arrangement of natural vowels
based on their acoustic and perceptual
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characteristics.
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Fig.6 areas of F-values of natural
aussian vowels and "phoneme boun-
daries" '
a) arrangement of Russian vowels in

Fl-FIi plane and as related to
"phoneme bOundaries" obtained in
experiment with synthetic vowels;

b) possible Pi and F11 values of
glides with respect to stationary
segments of the vowelsz/a, o, e,
1 ,u, i/ - stationary segments;
/c'a/ etc. - i-glides of the vow-
els preceded by soft consonants;
/pa/,etc.- glides of the vowels
preceded by labials.

what are the correlates of phonemes in
speech activity? From the viewpoint of
.speech production, the minimal unit of
pronunciation is an open syllable(CV,CCV),
in which the information about the conso-
nant(s) and the vowel is cont7ined nearly
in the whole of the syllable 4, 6 ; nei-
ther is it the minimal unit from the view-
point of Speech perception, because some
phonemes and classes of phonemes cannot
be identified without minimal phonetic
.context /ID/. Finally, if we consider the
main function of phonemes, which is to
.constitute and distinguish meaningful lin-
guistic units, the phoneme does not appear
to be their obligatory element; it is a
well-known fact that it only seems to a
.subject that the two words.differ.in some

sound se ment /3/; it is also known that

man can hear" the sound in a sound sequ-
ence(more often in meaningful units) even
if it is not present at all.

we may speculate that the phoneme as
the minimal unit of the expreSSion syst-
em is only necessary to put in good or-
der conceptions about the structure (ar—
rangement, set-up) of meaningful units,
and such a conclusion gives grounds for
the very bold but false claims that. the
phoneme as an operational unit of lingu-
istic analysis bears no relation to
speech activity of native subjects. Re-

searchers studying Speech activity have
already gone through the period when the

concept of the phoneme seemed to be a
logical device which did not have a7§b/
correSpondenoe with speech material .
Now one can safely say that the phoneme

is as real as other units of linguistic

structure, such as the morpheme, the

word, etc. Evidence of its reality for

native subjects is quite plentiful and -

is discussed on a large scale in experi

mental phonetic studies. Let.us consider

some of the facts in the sepuence that
seem to be the most natural . ‘

A phonemic system is represented in lthe

brain of n tive subjects as an organized
structure 4, 17/. Phonemic classificat-
ion is used by native subjects for syste-
matization of sound units ( in speech 1r
perception), which greatly vary in th;
parameters, and for coding programs 0 _
essential articulations ( in speech Pr°_
duction). Phonetic realization of a pho
nemic sequence, as a Specific phenomena:
of any langu e, is regulated by a who d
set of rules the articulatory.basi8)a§ _
leads to certain peculiarities of perihg
tual processing of acoustic signa18(
perceptual basis) 8 . . . .

Z. The honeme and its dlstlnctifieh
features. gince the middle of the ;0_
century, this roblem, due to the scetc

larlvork of akobson, Pant, Kalle..-c E-
has become central inphonologicaldéie:
sions and experimental phonetic Stu r all

‘Linguists concern themselves first ot've
twith”the idea of regarding a distinc lex-
)feature as an 1 dependent unit of'theort-
pression system73, 14/. of utmost 1mg

ance for phoneticians is the study 0 o
articulatory and acoustic correlates ed-
distinctive features, as well as prgcdis_

ures for obtaining information abo‘ti n
tinctive features in speech pe7gepla7.

!x
- ' - ‘deTakin this opportunity to acquaint W1

circlgs of phoneticians with studies
little known outside this country, f
.will mainly mention here the results 0
‘studies of Soviet phoneticians.
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No'less important, however, is theproblem of the degree of manifestation of
linguistic and proper phonetic characte-~ristics of distinctive features in nativeSubjects' Speech activity. is the phonemerepresented by a constant set of distin—ctive features or does it vary from onecontext to another? As a matter of fact,
the answer to this question is closely
connected with a different problem: is
the set of distinctive features of a pho-
neme based only on the phonemic oppositi-
ons existing in a given language or does
the phonemic system itself effect the
procedure of attributing distinctive fea-tures to phonemes? For example, are the-phonemes k', g', x'/ ‘n the words/ruh'i/ "hands“, /g'i "anthem" and/x'itruj/ ”cunning soft or is their soft-
ness an allophonic variation determinedby the character of the fol owing vowel?Are the affricates /c and 5/ voiceless
or are they lacking ch acteristics of
the feature "voiceless voiced"? Experim-ents on speech activity of Russian sub-jects demonstrate that the set of distinc-
ive features of each phoneme is ascert-

ained on the basis of knowledge of the
phonemic system as a whole, and if the
feature in question is distinctive for
most phonemes, it is also attributed to
the-phoneme which is not apposed to oth-ers by this feature. Thus, /n/ is a fore-
lingual nasal phoneme, thOugh in Russian
there is no opposition of forelingual and
backlingual nasal consonants; backlingual/k', gf, x! in the words given above are
soft phonemes but not the allophones of
hard k, g, x . This conclusion is suppor-
ted not only by numerous experiments whe-
re subjects make phoneme discriminations
of such sounds, but also by the indiSput-
able ability of the subjects to mark the
unnaturalness", "anomaly" of those stim—

uli which satisfy our phonological con-
cepts about distinctive features but do
not meet the phonetic requirements concer-
nin the correlates of the distinctive
fea ures. it is noteworthy that distinct—
ive features are abstractions: each dis—
tinctive feature has a great number of
phonetic correlates, and native Subjects
can use any combination of these correla—
tes for the identification of the distin-
ctive feature in question. The abstract
nature of distinctive features is also
supported by the fact that the character
of phonemic oppositions is determined not
by the degree of phonetic manifestation
of distinctive features but by phonemic
relations proper. For example, Russian
nasal and soft consonants having distinct
phonetic characteristics are in phonemic
oppositions to each other as unmarked and
marked members, the fact having been de-
finitely confirmed in perceptual experi-
ments on Russian subjects 0 .

it follows from what has been said .-
above, that, on the one hand, native sub-,
jects behave contrary to the phonological
conceptions about phonological operation
(which have been developed in phonology).
On the other hand, being tolerant to the
varying charateristics of speech sounds,
native subjects use an effective set of
rules allowing them to proceed from a
variable phonetic picture to a sequence
of phonemes, thus constituting the expre-
ssion of meaningful units. This, in turn.’
means that native subjects use their own,
phonemics, which only partly coincides
with that of a phonologist.

3. The Phoneme and the Morpheme.
From the viewpoint of classical phono-

logy one of the main functions of the
phoneme is its ability to discriminate
morphemes. Morphemic criteria are also
used both in determining the independent
status of a phoneme and in making decisi-
ons as to mono- or biphonemic interpre-
tation of a scund sequence, as well as in
classifying phonemic oppositions. Indeed,
the morpheme is the minimal meaningful
linguistic unit and the ability of the
phoneme to function as the morpheme's ex-
ponent is a very important evidence of
the linguistic segmentation of the acous-
tic continuum into minimal segmental
units, i.e. phonemes. '

It is necessary to point out that ex-
perimental phonetic studies are very ra-
rely based on conceptions that combine
both phonemic and morphemic levels of
analysis.

But it is quite clear that a descrip-
tion of human Speech activity dealing
with natural coherent utterances should
not ignore the principal rules that gov-
ern the sound(phonetic) structure of mor-
phemes. Russian language studies have ex-
cited an ever-growing interest in this
problem. Every chain of sounds can be re-
presented phonetically, for Russian at
least, as a sequence of open syllables,
and from a morphological viewpoint, as a
sequence of morphemes: affixes, roots
and infiections (Fig.4). Segmentation of
the utterance into Open syllablesis used
in applied studies and is confirmed by
experimental data/2/,

I , I
CV CV CV CV CCVram—1T”, [ELIV—CCZHTW—i :71 F","_1a 3/74 pa d/m gt V61 6% £0 i‘mz| ,Ljy |L___JL__JLJLI L__JULJ Y

[Q 4F /7 1Q .5 53: f? .5/7 I

Fig.4 a sound se uence segmented into
open syllables ?at the top) and morphs(at +he bottom).
d-root, P-prefix, S-suffix, F-flexion
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in order to gain an understanding of

how this segmentation can be rendered

morphologically, that is, how to trans-

form a sequence of syllables into a sequ—

ence of morphemes, a special study was

carried out.
Each syllable was considered from the

point of view of its morphological seg-

mentation. producing the morphemic syl-

lable structure. This made it possible to

formalize the transfer from syllable seg-
mentation to morphemic segmentation/31 .

We have every reason to believe that

the relation between the "morphemic stru-
cture of the syllable" and the "syllabic
structure of the morpheme" has psycholin-
guistic correlation and it can be experi~
mentally investigated as an element of
human speech activity.

A close study of phonetic properties
of morphemes revealed certain facts
which are important in the evaluatiOn of
nor hological criteria used in phonology.

irst of all, not every morpheme is

a meaningful unit. becondly, many morphe-
mes differing in their sound pattern ha-
ve the same grammatical meaning (we are
not considering root morphemes here, of
course). These facts challenge the exclu-
siveness of morphological criteria in
phonology.

Nevertheless, rules governing the com-
bination of phonemes(sounds) into morphe-
mes and their arrangement into word-forms

are language Specific; they form one of
the building blocks of what is meant by
"language comprehension" or "information
about higher levels" in constructing
speech recognition models.

Systematic studies of the Russian Lan-
guage Dictionary x where each word is re-
presented as a sequence of morphemes 23 ,
have made it possible to obtain quantita-
tive data for linguistic interpretation
of the predictability of phonemes both
in a dictionary and in speech flow.

‘ 0 thousand words were organized into
‘10 thousand word-families having the same
basic root. x

The phonetic analysis of these roots
revealed the following:
l.Approximately half of the roots contain

a stressed vowel.
2.The probability of the occurrence of a

stressed vowel in the root depends on
its quality:

s res— umber of syllables in the root

8331v°' l 2 3 4 5 6
i z 3 4 o 6 7

“0xx-' 8 i 32 £26 22 v
3 £353 a? L 0.33 oz 7 e
0 0646 3371.037 06 3

Z 3 4 5 6 7

woo MM 641 '75 1'.
i429 $60 as l

u. 410:: 1049 4‘79 45

H
P'

F'
I

esented be ow were obtained
bghgoggutegranalysis o the dictionary.

xxThe absolute number of roots containinfi
this vowel

The table shows that there is a con-
sistent relationship between the number

of syllables in the root and the frequen-

cy of roots: the lon er the roots, the

fewer their number. f freque7t occ ren-
ce in stressed syllables are .a/,/e and

o .
3. The probability of occurrence of un-

stressed vowels in the root morp eme

varies: the more freque t are and
1/, less frequent are ?u/ and 1/.

4. The description of root morphemes in
terms of generalized phonetic struct-

ure(C and V) revealed 23 different
combinations, the more frequent of
them being CVC, CCVC, CVCC and CVCVC.

0. historical alternations of vowels(i.e.
changes in the phonemes of the root

morphemes which cannot be explained by

phonetic rules of modern Pr? unciati-

on) occur in approximately 3 of all
roots,alternations of consonants - in

nearly 6t. _ _
Most prefixes, as our investigation

revealed, contain an unstressed vowel.
This indicates that a stressed vowel in
a prefix is an exception rather than the
rule,which any Russian speaker can use in
phonemic identification of a vowel in a
prefix ( the prefix Sec = b'is for ex-
ample, occurs in the diction7ry 409 tim-
es, whereas the prefix sec = b'es/ oa5
3 times; the prefix Onv =/at/occurs £0 2
times, whereas a. = ot/ is found only 3
times).

The computer based dictionary has -
made it possible to determine the freque

ncy of cases in which considerable vowel
reduction occurs and, as a consequence.
the simplification of the phonemic sequ-
ence. in RuSSian vowel reduction is oft-

en found in post-tonic parts of the word.
A Special computer programme enabled as
to extract all unstressed fragments slv'
en in the dictionary; 67% of word-form5_
contain such fragments in their strucfgoo
re; every 3ii fragments out of the
which are possible occur in 90% of all
word-forms having post-tonic parts.
Research is under way to establish the
relationship between the phonetic and
morphological properties of these frag‘
men S. '

These studies may seem to have no dl‘
rect reference to the investigation of
human speech activity, but this is not r
so.The language competence" of a Speake
J-mplies not only his ability to make use
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of phonemic and phonetic distinctions of
his language, but also to understand the
meaning of the phonetic complexes. The
system of basic knowledge which forms the
mechaniSms of recoding sounds into mean—
ingful units includes also the comprehen-
sion of rules of word-formation which en-
able the speaker to make lexical and gram-
matical interpretation of a phonetically
vague series of sounds.

The study of regularities governing
the formation of the phonetic structure of
an utterance in a particular language is
one of the necessary constituents in the
investigation of human speech activity.
The stu y of speech perception, exhausti-
ve as it might be,will give us informati-
on only about the potential capabilities
of human Speech activity, whereas inform-
ation about the predictability of occur-
rence of phonetic patterns of meaningful
units makes it possible to put forward a
reasonable hypothesis about the mechanrns
which enable the listener to predict one
element of speech by the other and the
abilities of the listener on which the
speaker can rely when he allows himself
certain deviations from the "ideal" pho-
netic pattern of the utterance he produ-
ces.

1n fact, the problem of defining the
acoustic cues for the transformation of
the acoustic continuum into a succession
of discrete elements in Speech perception
or automatic recognition by a computer
cannot be solved without reference to all
possible modifications of the whole word.
These'modifications are governed by cert-
ain rules. This means that in order to
give a thorough and comprehensive phonet-
ic description of the sound system of a
particular language, it is necessary to
take into cons deration both allophonic
modifications caused by the phonetic en-
vironment and modifications due to ten 0
variation, the intonation pattern and the
placement of the word in the phrase ( va-
riability caused by deviations from stan—
dard pronunciation is the subject of a
special study).

50 the problem is to create a phoneti-
cally representative speech material that
will enable us to obtain necessary infor-
mation. ‘ 4

We will use the Russian language.to il-
lustrate how it can be done.

As mentiOned above, there are statisti-
cal data on the open syllable in Russian:
200 most frequentlg occurring syllables
cconnt for about 0% of any Russian text
15/. These are sequences of CV, CCV and

CCCV, both stressed and unstressed.
Fig.3(a,b,c) shows the relative frequ-

encies of syllables with various vowels
(in per cent) and the relative frequencies
of stressed and unstressed vowels in CV,
CCV and CCCV sequences.

it is evident that syllables with the

the vowels /a/,/i/ and /u/ prevail in the
group of most frequently occurring sylla— -
bles; the n ber of syllables containing
stressed /o and e/ is considerably
greater than that of syllables with un-
stressed vowels; other vowels were more
frequently found in unstressed syllables.

a . ‘1

M

40

audioew

' 4% .
moi . °

6’0“ 0 °

m9- 0
‘ 00

40. .

20- . «,
fl9'

% 0'
[00. O

6” - O O o

6? -

2W . . o 0 g 0

la ' l
I . l . 1_ l I

,.. a a" 0 1 a e 1
Fig.3 Relative frequencies of syllables

in Russian:
Eagcontaining various vowels
b and (c)containing either stressed

or unstressed vowels (filled and un-
filled circles). Data on CVsyllables
are given in Eb), and on 00v and CCCV
syllables in c
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The occurrence of consonants and their
clusters in these syllablep is in accord
with the known at tistical data for the
Russian language . The creation of a
phonetically representative text is nece-
ssary not only for experimental studies
of apeech activity but rather it should
serve as a component of the bank of pho-
netic data obtained for any language in
various computer techniques for proces-
sing and storage of phonetic information.
This text, together with simple phonetic

«_aequences like CV and CCV, will provide.
‘ necessary information both for theoreti-
.cal research and applied studies of
speech signals. In its "ideal" form this
bank of phonetic data muSt contain the
following four blocks Fig.6):

L. Block of physical acoustic) inform-
ation proper, which characterized distri-
bution of acoustic parameters at the allo-
phonic level as well as their combination
within a.word-form,
II. Block of phonetic properties of

final constituents of the word-form(i.e.
mor hemes).

I .Block of phonetic properties of the
word-form as a combination of morphemes:
it allows sequences of sounds which are
im ossible within a morpheme.

V. Block of phonetic properties of a
text of any length.

The first of these blocks seems to be
the simplest since it transforms the re-
corded text into digital representation
and perfonms segmentation of the computer
version into "fragments” in accordance
with the prescribed transcription. One of
the disputable.questions here is the num-
ber of informants necessary for obtaining
a statistically adequate and reliable cor—
-pus. They may be few ,but a preliminary
selection with the help of an experienced
phonetician is necessary, since he is ab-
le to assess both the standard of pronun-
ciation and the degree of its individual
variability. The computer version of pho-
netic material makes it possible to obta-
in any information which may, be interesting
for a phonetician and also makes possible
accurate comparison of data obtained by
other li ists.
The secon block in which the information
about phonetic properties of morphemes is
stored, also requires the use of the com-
puter based dictionary segmented into mor-
phemes and computer programmes which make
it possible to obtain the necessary infor-
nation.

The realization of the third block is
also impossible without the computer ba-
sed dictionary. One of the best examples
of such dictionary is the above mentioned
Russian Derivational Dictionary by Dean 3.
Worth (et al.) which gives information
about predictable combinations of deriva—
tional morphemes in nussian.
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And, finally. the block of phonetic '-
prOperties of a text which in fact is
the algorithm for an automatic transcrip-
tion which converts any orthographic re—
cordin into a sequence of phonetic sym-
bols. ince every phonetic symbol is as-
signed its possible acoustic realization
in the first block, such a transcriber
should provide an optimal synthesis of

e text.
th The realization of the bank of phone-
tic data as it is described here is a
very difficult and responsible task.0nlyg

fa few fragments of each of the four in

blocks have been realized up to now.But
our confidence in the necessity of this
work is justified by the interest arous-
ed by this idea in linguists and repre-
sentatives of applied sciences. In some
respect, to create a bank of phonetic
data means to construct a model of human
speech activity.

H .2?

Fig.6 A scheme of phonetic base data
with linguistic information considered
i,iiAlk and iv - blocks of phonetic
properties.Upper lines with arrows
indicate the most closely tied blocks
providing for analysis and synthesis
of speech. Lower lines with arrows in-
dicate the direction of information
transmission in linguistic processing
of speech. -

'I I

Fig.6 shows the structure of the bank
of phonetic data and the relations that
seem important both from the linguistic
point of view and from that of the inve-
sti ation of human Speech activity. _

The block of acoustic data which con
tains information about the realization
of sound units may provide data for a
reliable and thorough description of “W
acoustic cues of the distinctive featu;
res and for the description of stander
pronunciation. Segments from this block
may serve handsomely as transcription d
symbols, since each of them is assigne
information about the position of the _
corresponding allOphone. Phonetic trani
cription provides information about Pflm‘
tential phonetic variability of each P -
neme. it is important that these segmen
ts can also be used for comparison 6“
"ideal" models. _

Classification of final constituents
of word-forms - morphemes - in terms 0
Phonetic and phonological units is ex-_
tremely important for linguistic'analys
sis preper, since we know very little fie
yet about the quantitative sepect 9f t,9
relationship of the two types of lingul
tic units, the phoneme and the morpheme'

how often does a phoneme perform its dis-
tinctive function, i.e. how many morphe-
mes are distinguished by the phoneme alo-
ne? Which phonemes are the more active in
this respect and which are less so? How
often do the morphemes which differ in
various respects have the same phonemic

. make-up? How many morphemes with the same
grammatical meaning differ in their pho-
nemic make—up? Even the listing of these
problems makes it clear that information
cannot be obtained without the use of com-o
puter techniques which are employed not

- ‘ just because of fashion but as vital ref “to
search necessity. a

From the linguisticpointof view, in
formation about the phonetic properties'
of a word-form as a combination of morph-
emes is also of some interest, since it
enables us to obtain quantitative data
that characterize recesses of formin a
phonetic pattern 0 lexical items. e
occurrence of definite classes of phone-
mes in definite positions within a word-
form is a universal phenomenon, but only
by comparing inherent phonological pro-
perties of sound units with their funct-
ions within the word-form and the mor-
pheme can we obtain new data in this res-
pect. These phenomena which occur within
the word-form may even give specialists
in the field of diachronic phonetics
something to think about.

Finally, an automatic transcriber
performs the analysis of any text in
terms.of the first three blocks, and thus
not only verifies the various properties
of sound signals but also enriches the
content of these blocks with the data of
the text.

In conclusion, I would like once
again to draw your attention to the nece-
ssity of the investigation of those spe-
cific aspects which are pertinent to
human sppech activity. The development
of new and reliable methods is on y be-
ginning. To these we may refer the inf
vestigation of the perception of foreign
language sounds (familiar and unfamiliar
to the listener), the comparison of re-
sults of the identification of the same
speech stimuli( synthetic sounds, for
example) by speakers of different langu-
ages, the analysis of perceptual abilit-
ies of Speakers of those languages which
have different rules governing the com-
bination of phonemes into meaningful _
units (Russian compared to Turkish, With
its law of vowel harmony). The modifica-
tions of Russian sound units produced by
the Speakers of different languages is a
good model of the influence of one's .
native language on one's Speech actiVity
in a foreign_language. _
How to investigate these fine mechanisms
of the influence of the linguistic sys-
tem on human speech activity, is the

' problem which requires close attention

of all specialists interested in obtain- '
ing new data about properties of speech
production and perception. A
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ABSTRACT

We present two methods, which use alterna-

ting magnetic fields, for measuring arti-

culatory activities. The first method uses

homogeneous magnetic fields and as

induction coils a flat flexible rectangu—

lar coil and a magnetic potentiometer. The

second method uses inhomogeneous magnetic

fields and small dipole receiver coils.

Some examples of comparative measurements

of various articulatory movements

during speech production are presented

here in order to demonstrate the

applicability of the system.

INTRODUCTION

One of the most important problems in the

phonetic sciences is the measurement and

theoretical modelling of the articulatory

motions and their relation to the acoustic

speech signal.

For the direct registration and measure—

ment of the articulatory motions several

methods have been developed in the past.

However, most of them are very expensive

or/and have some “undesirable bioeffects

[2]. Some other techniques, based on

pulsed—echo ultrasound [3], are not tissue

invasive but disturb the articulation a

little, and they are not suitable for

measuring all the articulatory parameters.

We developed two magnetic methods, by

which we are able to measure the tongue

and jaw movements. These methods hardly

disturb the speech production, are

891.1.1

biologically safe and not expensive. We

also present here some comparative inve—

stigations variousbetween quantities

related to the articulatory movements.

METHODS

Homogeneous fields

The first magnetic method uses homogeneous

fields,

Helmholtz—coil pairs with different fre—

generated by three orthogonal

quencies (15, 17.5 and 20 kHz) surrounding

the head of the subject. One of the coil

pairs is not quite "Helmholtz", but serves

only for correcting purposes. The

homogeneous fields do not allow to measure

absolute positions, but vectorial

distances can be measured more exactly. We

used two types of receiver coils: a

magnetic potentiometer (MPM) and a flat

flexible coil (FC).

By the MPM, i.e. a long, thin and flexible

coil, we can measure the vectorial

distance between its ends with the help of

the voltages induced by the three fields

in the coil. These voltages depend only on

the position of the MPM's ends (Fig. 1).

We place and fix the coil's ends on the

upper and lower incisors. Thus we can

measure the distance of the upper to the

lower jaw in the midsagittal plane.

The PC (with one or two rectangular

windings, which are embedded between two

flexible plastic sheets) is attached to

the tongue surface in order to measure the

tongue "curvature" and the angle of the



tongue tangent relative to the Erankfort

horizontal line in the midsagittal plane.

By the induction of the same homogeneous

fields as above, a two dimensional

vectorial distance of the short edges can

be measured (Fig. 2), which can be

interpreted as the curvature and the

tangential direction of a tongue surface

element. An outline of the vocal tract

with the positions of the coils is shown

in Fig. 3.

A longer flat coil allows us to measure

the distance palate-tongue, if one edge of

the FC is attached to the immoveable

palate and the other to the tongue. Thus

we had the possibility to obtain measure-

ments relative to the head of the subject.

But this technique may be too disturbing

during speech production.

Dipole fields

The second method uses four dipole

transmitter coils placed on the edges of a

square in the median plane of the

subject's head (Fig. 4). The opposite

coils are driven at the same frequency but

opposite phase, so that the field strength

equals zero at the centre of the square.

Each coil has 22 cm distance from this

centre. Another pair of transmitter coils

with their axes perpendicular to the

median plane are used for correcting

purposes. This (circular) coil pair gene-

rates a nearly homogeneous field about the

centre of the above-mentioned square,

which is approximated with a 4th—order

polynomial [4]. These coils correct the

induced amplitude for a possible deviation

of the receiver-coil axes from the normal
of the median plane. The receiver coils

attached to the tongue surface are about 1

mm thick and 3 mm long, with a ferrite

core and about 400 windings. with such

miniaturized dimensions of the coils no
disturbance during speech is given (they

are smaller than the pellets in [2]). They
are pasted on a plastic strip, which is

..‘&.'!
.-€ W:-

. the...) attached " to‘ the " tongue- This
facilitates obtaining the proper orienta-

tion and position of the coils, protects

the coil's leads and enhances

reproducibility. Another receiver coil is

placed on a immoveable point of the head

(e.g. upper incisor) used as reference

point. Since we use synchronous

demodulators for the detection of the

receiver signals, we can distinguish the

sign of the field strenghts, unlike [1L

The field strengths are converted into

Cartesian coordinates by a zero-detection

iterative technique. The calibration

constants can also be estimated by a

similar iterative technique.

The electronic section of the apparatus

consists of a transmitter (three sinewave

oscillators) and a receiver lock-in

amplifier, which separates the three

induction voltages of the receiver,coih

by a synchronous demodulator and three

4th-order Bessel filters. The advantage of

the lock-in circuit is that it keeps the
disturbing voltages to a minimum and

allows the distinction of the sign of the

induced voltage.

The errors of both methods are below 1 mm-

simultaneously with the motions of the

coils the speech signal is picked up by a
Sennheiser microphone (MKH 105). in ordet

to compare the signal with the
articulatory parameters. For preventing

any acoustical disturbances all the
measurements have been done in an echo-

free chamber. All the signals (speech and
those from the lock-in amplifier) are
digitized and fed into a laboratory compu-
ter.

MEASUREMENTS - DISCUSSION

with ‘ the homogeneous—field

tongue and jaw movements have been meas-
ured in VCVCV utterances. ComparatiVe

investigations have been done of the time
which is required from the start of the

apparatus
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movements until the onset of phonation and

the maximal velocity or the maximal ampli-

tude of the movement; between the latter

two quantities we found a roughly linear

dependence of the data (Fig. 5). We

measured the coordination between the jaw

and tongue movements. Specifically, we did

some investigations about the repetitive

production of /d/, /t/, /p/, combined with

/a/, /u/, /o/ and /au/. In the comparisons
of tongue and jaw movement we found a

positive correlation (an example is shown

in Fig. 6). Jaw and tongue measurement

examples by the dipole—field method will

be presented at the Congress.

These methods have the following advanta—

ges: negligible disturbance during speech,

they are inexpensive, and they are biolo-

gically safe. The disadvantage of the

homogeneous-field method is that it is

impossible to registrate parallel dis—

placements of the coils (thus no absolute

positions can be measured). This disadvan-

tage is avoided by the second method (the

inhomogeneous fields). Unlike the first

method, we can thereby measure absolute

positions in the mouth, with the transmit-

ter coils, having fixed positions about
the head of the subject, as reference

frame. In further development of these

methods we combine them with optical

methods (measurements of the lip opening

area [5]) and collect a large amount of

data for application in articulatory and

speech modelling.
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Fig. 1: Schematic of the magnetic
potentiometer; dashed line indicates the

vectorial distance between MPM's ends.

Fig. 2: Schematic of the flexible flat
coil. The hatched planes indicate the
projections normal to the fields. The
dashed line indicates the measured
vectorial distance.
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MPM
Tongue

Fig. 3: Positions of the flat coil and the

magnetic potentiometer in the vocal tract.
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Fig. 4: The dipole coil system.

Transmitter coil pairs with frequencies

f1, f2, f3; r: three receiver coils on a

plastic strip in the middle of the system.
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ABSTRACT

Electromagnetic articulography (EMA) is a non-invasive

method of investigating the movements of articulators inside and

outside of the vocal tract. With this method, it is possible to register the

articulatory movements of the tongue during on-going speech and to

reveal the dynamic, speech-physiological aspects of palatalization in

Russian.

INTRODUCTION

Palatalization is a linguistic Phenomenon of wide occurrence.

In a slavic language such as Russian, it is especially prevalant and has a

(mor)phonernic significance. There are some theoretical linguistic

investigations [1,2,4,5,7,8,9] and experimental studies [3,5,6] on

palatalization in Russian. However, a direct recording of articulatory

movements of the tongue, which modulate the vocal tract configuration

underlying palatalization, is still lacking. EMA offers the possiblity of

routinely sampling large amounts of speech data for empirically testing

theories of palatalization specifically, as well as modelling speech

production in general.

METHOD

EMA (Fig.1) is based on the physical principle that a magnetic

field of an oscillating dipole decreases as a cubic function of increasing

distance from its center [10,11,12]. The distance between a receiver and

a transmitter coil can be determined by measuring the voltage induced

in the receiver if the axis of both coils are parallel. Use of two

transmitters allows calculation of the x / y coordinates of the receiver if

the receiver does not tilt or twist. A third transmitter corrects

falsification of the signal due to tilting or twisting of the receiver and

enables precise localization of the receiver by iterative solution of non-

linear equations.

The three transmitters (4 cm x 2 cm) are fixed on a helmet and

positioned around the head of the subject in the midsagittal plane. The

receiver coil (2 mm x 4 mm) can be attached to the tongue with a tissue

adhesive (Histoacryl blau). The signals from the receiver are fed into

the analog circuitry via a thin copper wire (0.13 mm).

Fig.1. Electromagnetic Artieulography. Fig.1a. Three transmitter coils

(T) are fixed around the subject in the midsagittal plane. Fig.1b. Tilting

of the detector (receiver) coil (D) weakens the signal and the radius (r)

seems to be greater. A third transmitter corrects this effect and the

unique solution of the non-linear equations is iteratively approximated.

The temporal resolution depends on the sample rate (up to 1

kHz), which was 125 Hz for the present experiment. The spatial

resolution of the system is 0.5 mm in the major working range.

A physiological frame of reference is necessary for a

reasonable orientation and localization while examining the movement

trajectories of the tOngue. One reference selected is the profile of the

palate, which is obtained by sliding a receiver coil in the midsagittal

plane along the palate (Fig.2). The overlay plot of Fig.2 demonstrates

the reliability of the recordings. Another physiological reference is the

occlusion plane of the subject, which is close to the resting position of

the tongue. All data are presented in a coordinate system in which the

x-axis is parallel to the occlusion plane of the subject.

Se 1.2.1 27



In the present experiment two receiver coils were positioned

upon the central furrow of the tongue, one about 2 cm from the tip of

the tongue and the other at the dorsum of the tongue. The subjects,

who are native speakers of Russian, were then requested to repeat

various types of syllables in Russian, including: 1). nonopalatalized

consonant plus vowel <CV>, 2). palatalized consonant plus vowel

<C’V> (the palatality is indicated by an 'apostrophe'), 3). syllable

with [j]-insertion between consonant and vowel < C(’)jV> .

PALATE “on,

Fig.2. Three consecutive recordings of the midsagittal profile of the

palate of a subject facing to the right. Fig.2a-c: Single plots. Fig.2d:

Overlay plot.

RESULTS

The Russian vowels <i> and <y> deserve special attention

with respect to palatalization in Russian: the consonant which precedes

the vowel <i> is always palatalized, while the consonant which

precedes the vowel <y> can never be palatalized. It is disputed

whether they should be treated as allophones. Fig.3 compares the

tongue positions of these two vowels.

For articulating the vowel <i>, the forward and upward

movement occurs mainly at the front of the tongue, whereas for the

vowel < y> the backward and upward movement occurs mainly at the

back of the tongue. In order to determine the precise tongue position at

a certain point in time, acoustic signals and movement signals, which

are recorded synchronously during the experiment, are compared. For

both vowels, the baseline of the tongue position shows the resting

position of the tongue, which is approximately in the same plane as the

occlusion plane, and is therefore parallel to the x-axis of the coordinate

system. As a rule, both vowels are pronounced when the tongue reaches

its highest position. The tongue position of <i> differs from that of

<y> in that the tongue as a whole lies further forward. This is in

accordance with the phonetic description that [i] is a high front vowel

and [y] is a somewhat high and relatively back vowel. It is noticeable

that the distance between the two receiver coils changes not only from

vowel to vowel but also from time to time during speech movement.

In traditional static phonetics, the tongue tends t0 '36 Simplified

as a rigid mass, which moves at the same time in the same direction. In

fact, the tongue is a heterogeneous mass so that different parts can

move at the same time with different amplitudes and in diffmm (or

even opposite) directions.

back PALATE . front

,4

a 'i’

b v!

c "Jr

q

Fig.3. Tongue Positions of Russian Vowels. Fig.3a: <i>. Fin: <y>.

Fig.3c: <i> ind <y>.

Since palatalization is closely related to high front vowels, it is

generally treated as a regressive assimilation through high front

“vowels", especially through the vowel [i] or the glide [j]. But the

formulation of such a rule of palatalization is opaque in Russian,

because, in Russian, palatalized consonants do not occur exclusively

before high front vowels, and, furthermore, non-palatalized consonants

also occur before high front vowels. Neeld (1973) suggested an addition

of rules to solve the problem of opacity [8]. This means - in the case of

Russian - an insertion of the glide [j] must be postulated. Yet the

Russian phonology requires a fine distinction between palatalization

and [j]-insertion, e.g.: <s’em'i> (gen. sig. of "seven") and <s’em(’)ji>

(gen. sig. of "family") are a minimal pair. This dilemma of static

phonology can be solved by investigating the dynamic aspects 0‘

palatalization with EMA. Fig.4 and Fig.5 demonstrate the distictions -

between palatalization and [i]-insertion.

In the case of the palatal fricatives, the front of the tongue

moves to a greater extent in comparison with the back of the tongue-

The articulatory movements of the front of the tongue for the non-

palatalized palatal fricative <Sa> are the parts of the trajectories. in

which movement from the position for the palatal fricative < S> at the

top dir90tly down to the position for the vowel <a> occurs. The

curved trajectories forward and upward are the preparatory movements
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of the tongue for pronouncing the target syllable. During the silent

period, the tongue first returns to its resting position and then the front

of the tongue moves backward and upward in order to reassume the

initial position of the palatal fricative <S>. The trajectories for the

palatalized <S’a> are loops which differ from those of the non-

palatalized <Sa> in that the initial position for the palatalized

consonant <S’ > already lies more at the front at the very beginning of

the articulatory movements.

back PALATE front

I
a '1’,

Fig.4. Palatalization of the palatal fricative <S>. Fig.4a. Non-

palatalized <Sa>. Fig.4b. Non-palatalized <Sa> vs. palatalized

<S'a>. Fig.4c. Non-palatalized <Sa> vs. <S(’)ja> (with [j]-

inscrtion). Fig.4d. < Sa > , < S'a > and < 50in > ~

Although <Sja> and <S’ja> are written differently in cyrillic

orthography, acoustic and articulatory investigations do not show any

difference between them. Phonologically, the palatalized consonant and

the corresponding non-palatalized consonant are neutralized in the

position before an inserted [j]. The articulatory movement for

<S(’)ja> is no longer a nearly "straight line" but becomes a Very bent

curve. This indicates that the syllable contains three segments instead of

two. Before the front of the tongue reaches its final goal, which is the

area for the vowel [a], it passes an intermediate station, which is the

area for the glide [j]. The initial position and the final position of the

articulatory movements and even the preparatory movements of the

trajectories of <Sa> and <S(’)ja> coincide with each other. When

we compare the trajectories of all three syllables, we find that the

trajectories of the palatalized < S’a> lie just between those of the non-

palatalized <Sa > and those of <S(’)ja> .

All these three syllables <Sa>, <S’a> and <S(')ja> have

the vowel [a] in common. The turning points at the bottom of the

trajectories of the articulatory movements of these three syllables lie

fairly close to each other. Yet at the same time there are still some

deviations. A detailed study of the trajectories together with the

acoustic signals shows that the vowel [a] is pronounced before as well as

after the turning point is reached. Thus, there is not a single point but a

whole area in which the vowel [a] may be produced. This means: speech

production requires on the one hand precise tongue movement when

sounds are to be differentiated, but allows on the other hand a certain

degree of freedom when sounds are not to be differentiated.

back PALATE from

Fig. 5. Palatalization of <r>. Fig.5a. Non-palatalized <ra>. Fig.5b.

Palatalizcd <r'a>. Fig.5c. <r(’)ja> (with [j]-inscrtion). Fig.5d.

<ra>. <r’a> and <r(')ja>.

The situation is similar when we compare <ra>, <r’a> and

<r(’)ja> (Fig.5). For articulating <ra>, the front of the tongue

moves from its resting position first backward and then upward in order
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to form a constriction with the palate. Through interaction with the air

flow, the tip of the tongue is set into vibration. Then it moves down to

the area of the vowel <a> and then forward to its resting position.

The trajectories of < r’a> differ from those of < ra> in that firstly, the

constriction point of <r’a> lies (about 5 mm) more to the front and

secondly, the front of the tongue moves somewhat forward in the

direction to the position of the glide [j] after the tip of the tongue

begins to vibrate. This forward movement is even greater for <r(’)ja>.

The difference is about 5 mm. On the whole, the trajectories of < r’a>

lie again between those of <ra> and <r(’)ja> and are more similar

to those of < r(’)ja> than to those of <ra>. This can be confirmed by

data for many other consonants. Acoustically, palatalization and [j]-

insertion resemble each other so much that most non—native speakers of

Russian have difficulties distinguishing them.

DISCUSSIONS

The EMA investigation of the trajectories of tongue

movements shows that there are similarities as well as differences

between palatalization and [j]-insertion. It also shows that there are

constants as well as variants in speech production. 0n the one hand,

each sound requires a certain vocal tract configuration in order to be

able to be distinct from other sounds in- the language system. On the

other hand, the various articulators are able to compensate for each

other, so that each articulator has a greater degree of freedom. This

speech-physiological interpretation of polymorphism supports the

assumptions of generative phonology that even among distinctive

phonemes in a language, there are still some overlapping of articulatory

and acoustic elements.

In this sense, palatalimtion means the partial take-over of the

acoustic and articulatory elements of the palatal glide [j] and, at the

same time, differentiation from [j]-insertion. This means more exact

spatial and temporal coordination between various articulators.

Spatially, the trajectories of the palatalized consonant reach only the

peripheral area of the glide [j], whereas those of the corresponding

syllable with [j]-insertion pass through its center. The whole vocal tract

is so configured for the palatalized consonant that it acquires the

partial acoustic effect of a palatal fricative. At the same time, it is

temporally so coordinated that the trajectories of the palatalized

consonant pass the area for the glide [j] in approximately 20-30 msec

less than the trajectories of the corresponding syllable with [j]-insertion.

Thus, under certain circumstances the consonant and the short glide

n1 'lid be treated as a new consonant rather than two segments of a

: .Linble.

In a broader sense, palatalization is a reduction of "extrava-

gant" speech movements in the motor realization of the whole speech

sequence. Since velar consonants and dental consonants require a

greater extent of speech movement from the neutral position of the

tongue than palatal consonants, they tend to be reduced to palatal

consonants. This extended interpretation of palatalization can offer a

unified explanation for palatalization at the phonetic level as well as

palatalization at the historical, morphonemic level.

CONCLUSION

EMA investigation shows that palatalization can be treated in

a wider framework of dynamic speech motor planning as an

optimization of speech movement in the total planning of the whole

speech sequence. This optimization of speech movements in various

speech environments may result in a differentiation of the structure of a

language.
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A BIBLIOGRAPHY OF X-RAY STUDIES OF SPEECH

SARAH N. DART

UCLA Phonetics Laboratory, Dept. of Linguistics, Los Angeles, CA 90024-1543 USA

ABSTRACT

This paper reports the compilation of a bibliography of

all studies of speech which include some x-ray data. The

bibliography has been entered into a data base program

for implementation on the Apple Macintosh computer and

is currently being used by the UCLA Phonetics Lab

Group.

Over the years, we at the UCLA Phonetics

Laboratory have been compiling a bibliography of

speech studies which contain some x-ray data. This has

primarily been to gather a large data base of x-ray

tracings and photographs for use in our research. During

the past two years we have expanded this bibliography

tremendously and entered it into the Microsoft File

database program for implementation on the Apple

Macintosh computer. This enables us to search entries

with certain specific characteristics, such as language,

author, or a certain segment of interest.

As a point of departure we took the existing

bibliographies of Macmillan and Keleman (1952) [1] and

Simon (1961 [2] and 1967 [3]) and reviewed each entry

that we could locate, putting it into our database format.

In addition, we have searched and reviewed many more

sources not listed in those previous bibliographies and

are still adding to the collection. Presently our

bibliography consists of over 335 entries from 270

different sources (sources involving more than one

language are listed in separate entries for each to

facilitate searching).

FORMAT

We have organized each entry in our data base into

ten "fields" according to the format shown below. These

fields are: 1) author 2) year of publication 3)

bibliographical reference 4) language involved 5) type of

x-rays (i.e., still or cine—x-ray and if the latter, the frame

speed) 6) segments covered (in the lPAPlus phonetic

font developed at UCLA) 7) number of speakers filmed 8)

location in our laboratory of the full publication 9) other

data provided in addition to x—rays 10) a short abstract

giving more specific information as to the type of data

provided and the usefulness thereof, but not intended to

be a summary of the author's claims or intent.

Huthor(s) [Year

Reference

Languagels) H-rag tgp

Segmentls) No. spkrs

Location

Other Data

Hbstract

Figure 1. Blank format for each entry in the database.
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A sample entry is given below to clarify the format.

Charbonneau, R. 1970

Le phoneme /€/ en francais canadien. In B. Hala,

M. Romportl and P. Janota (eds.), Proceedings of

the Sixth International Congress of Phonetic

Sciences (Prague 1967), pp.253-264. Prague:

Academia.

French (Cdn.) 36 fps

€,p,t,k,f,s 2
X

spectrograms

Describes in detail the realization of [E] in

Canadian French. Two speakers were filmed at 36

frames/sec saying phrases consisting of 4

syllables, the last one containing [€]. 33

composite tracings are given, showing successive

frames of the syllables [pa ké, fE, SE, pézt, tézt].

Spectrograms are also given of the same phrases

and of the corresponding oral vowels.

Figure 2. Sample database entry.

APPLICATIONS

Each of these "fields" can be searched

independently. Thus, for example, one can search for all

entries from a particular language, or all those containing

palatograms as well as x-rays, or those involving a

particular segment. We have found this to be a useful

tool in our research for easily locating articulatory data to

compare segments or languages and check hypotheses.

As an example, one of the laboratory members, Dr.

Patricia Keatlng, was able to quickly perform a

comparison of the differences between fronted velar

consonants and true palatals by comparing x-rays from

several different languages brought together for hervby

the x-ray bibliography database. Without this easy

location of the relevant sources and the immediate

knowledge of whether there even existed an appmpriate

body of data to examine this question, this study Would

have been tediOus and time—consuming to the point of

perhaps precluding the investigation altogether. With the

exception of the location field, which refers only to Our

laboratory here at UCLA, this bibliography can also be

useful to other phoneticians, either as a simple printout

for reference or as a computer database program. We

have no doubt that many participants at this congress

know of sources of x—ray data that we are not aware of as

yet. We look forward to widening our_database from the

contributions and suggestions of the other participants,
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ETUDE AERODYNAHIQUE DU SOUFFLE PHONATDIRE UTILISE DANS LA LECTURE D'UN TEXTE EN FRANCAIS

Bernard TESTON et Denis AUTESSERRE

Institut de Phonétique de l'Université de Provence 1
U.A. 261 du CNRS, Aix-en—Provence, France

RESUME

La respiration vitale comporte une alternance de
phases d'inspiration et d'expiration qui se pro-
duisent avec des durées et des amplitudes bien
connues.
Comment la respiration est-elle modifiée chez un
sujet soumis a une tache de lecture ?
Les résultats obtenus montrent que la répartition
des pauses respiratoires est en grande partie gui-
dée par la ponctuation du texte.
Quelles sont les nouvelles relations qui s'éta-
blissent entre les durées et les volumes d'air des
phases successives d'inspiration et d'expiration ?
Nos résultats démontrent plutot un contréle souple
qu'atteste une grande plasticité d'adaptation du
systéme respiratoire aux contraintes d'organisation
linguistique de l'énoncé.

INTRODUETIDN

L'étude instrumentale des phénoménes aérodynamiques
mis en jeu lors de la respiration et modifiés lors
de la production de la parole, s'inscrit en France
dans une longue tradition, plus que centenaire, ja-
lonnée par les travaux d'Etienne MAREY, de l'abbé
ROUSSELOT, de Marguerite DURAND et de Georges STRA-
KA. La présence, a la Faculté d'Aix, d'un kymogra-
phe acquis par Georges LOTE, a permis, des la créa-
tion d'un enseignement de phonétique expérimentale
par Georges FAURE et Mario ROSSI, d'initier plu-
sieurs générations a la recherche en phonétique

. physiologique. Dans un passé plus récent, la mise
au point d'appareils de plus en plus perfectionnés
nous a conduit 3 entreprendre de nouveaux travaux,
avec une orientation plus quantitative, mais con-
cernant toujours les modifications a court terme
des phénoménes aérodynamiques : variations des dé~
?i§s d'air buccal et nasal, pression intra-orale

1 . .
La realisation, toute récente, a l'Institut de Pho—
nétique d'Aix, du dernier pneumotachographe appelé
"Aérophonometre III" élargit notre champ d'investi-
gation aux phénoménes aérodynamiques de plus grande
extension temporelle, plus directement en relation
avec la ventilation pulmonaire : débits et volumes
d'air inspirés et expirés lors de la respiration en
phonation, durées relatives des prises d'air et des
groupes de souffle (2).

Avant méme d'entreprendre une analyse détaillée de
la parole spontanée, but essentiel de ce programme
de recherches, il nous a paru plus prudent, dans un
premier temps, d'éprouver les possibilités de l'ap-
pareillage nouveau, en partant de l'étude de plu-
sieurs lectures a haute voix d'un meme texte : les
marques de ponctuation y constituent autant de ja-
lons susceptibles d'orienter le hombre et la répar-
tition des prises‘dé”sofifflef_flous aurons, alors, a
répondre a trois questions essentielles :
1. Quelles sont, par rapport a une respiration cal-

me, les modifications de durée, de débit et de
volume apportées aux phases successives d'inspi-
ration et d'expiration, pendant la lecture d'un
texte suivi ?

2. Cette reorganisation de la ventilation pulmo-
naire est-elle dépendante, et jusqu'a quel
point, de l'organisation linguistique et du con-
tenu du texte ?

3. Par la-méme, et en dépit de la variabilité in-
terindividuelle, est-il possible de prévoir les
besoins en souffle nécessités par la lecture de
ce texte ?

Nous n'avons pas la prétention de fournir des ré-
ponses définitives a ces questions : nous apportons
plus simplement des résultats, ayant trait au fran-
cais, et susceptibles de s'ajouter a ceux déja ob-
tenus pour d'autres langues (3) et (4). Ainsi, nous
contribuerons a améliorer la connaissance des pro-
cessus de production du langage articulé, dont les
phénoménes aérodynamiques constituent le point de
départ obligé : au commencement était le souffle !

PROCEDURE EXPERIMENTALE
CHDIX DES CRITERES D'INTERPRETATIDI

1. - Appareillage et paramétres enregistrés

L'aérophonometre III (Fig. 1) se distingue des
autres pneumotachographes utilisés dans les études'
de la respiration par sa tres faible constante de
temps : ceci a pour effet de fournir une bonne dé-
finition des variations a court terme des débits et
des volumes d'air pendant la phonation.
De plus, et contrairement a la procedure habituel-
lement suivie, les signaux aérodynamiques buccaux
et nasaux ont été recueillis séparément a la sortie
des orifices correspondants (Fig. 1). I15 sont donc
représentés sur des lignes différentes lors de leur
enregistrement oscillographique (Fig. 2). Ainsi, on
recueille le débit d'air buccal (DAB) - ligne 1 -
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1. Embouchure buccale. - 2. Pneumotachographe buccal. - 3. Capteur de pression buccale (+- 2 m8). - 4. Con-.

ditionneur du signal du débit d'air buccal (DAB). - 5.

PHONOGRAMME BUCCAL (Ph.B.)

DEBIT D'AIR BUCCAL (D.A.B.)

VOLUME D'AIR BUCCAL (V.A.B.)

VOLUME D'AIR NASAL (V.A.N.)

DEBIT D'AIR NASAL (D.A.N.)

PHONOGRAMME NASAL (Ph.N.)

PRESSION INTRA ORALE (P.I.O.)

PHONOGRAMME LARYNGE (Ph.L.)

PRESSION SOUS GLOTTIQUE (P.S.G.)

Intégrateur du volume d'air buccal (VAB). - 6. Micro-

phone buccal. - 7. Conditionneur du signal du phonogranme buccal. - 8. Conduit de prélevement nasal. - 9.

Pneumotachographe nasal. - 10. Capteur de pression nasal (+- 2 m8). - 11. Conditionneur du Signal dudebit

d'air nasal (DAN). - 12. Intégrateur du volume d'air nasal (VAN). - 13. Microphone nasal. - 14. Condition-

neur du signal du microphone nasal. - 15. Sonde nasale de prélevement de la pression intra-orale (P10). -

16. Capteur de pression intra-orale (+- 70 m3). - 17. Conditionneur du signal de pression intra-orale. - 18.

Laryngophone. - 19. Conditionneur du signal du larynx. - 20. Sonde trachéale de prélevement de la pression

sous-glottique (PSG). - 21. Capteur de pression sous-glottique (+- 70 m8). - 22. Conditionneur du signal de

pression sous-glottique.

Figure 1

et le volume d'air buccal (VAB) expiré (VABE) - li-
gne 2 - ou inspiré (VABI) - ligne 3 - a l'aide
d'une embouchure buccale souple, spécialement adap-

tée a la morphologie faciale de chaque locuteur.
D'autre part, deux embouts, introduits dans les

orifices narinaires, assurent l'enregistrement du

débit d'air nasal (DAN) - ligne 5 - et des volumes
d'air nasal (VAN) expiré (VANE) - ligne 6 - ou ins-
piré (VANI) - ligne 7 -.
Les signaux acoustiques sont captés a l'aide d'un

microphone placé ‘a l'intérieur de ‘l'embouchure buc-

cale : le phonogramne buccal correspondant (Ph.B.)
- ligne 4 - permet la delimitation temporelle des
sequences phoniques (la vitesse de défilement est

de 50 m/s).
En plus de cet enregistrement oscillographique,
deux enregistrements magnétiques simultanés sont
conserves sur les deux pistes d'un magnétophone Re-
vox : le “son buccal“ et le "son laryngé“. Ce der-
nier est recueilli a l'aide d'un laryngophone (en
vue d'analyses ultérieures de la courbe mélodique).

2. - Sujets et corpus

Dix sujets adultes, cinq hommes et cinq femes,
dont l'age est compris entre 25 et 45 ans, ont été
enregistrés. Une fois les embouchures buccale et
nasales mises en place. il leur est demandé de se

relaxer au maximum puis d'effectuer plusieurs cy-
cles de respiration calme (RC). Lorsqu'ils se sen-
tent tout a fait détendus ils peuvent aborder la

lecture a haute voix d'un passage du roman de
Claude Simon "La route des Flandres" (Editions de

Minuit, 1960, p. 63). Ils terminent l'épreuve en
revenant graduellement a leur respiration calme.

L'extrait choisi comprend deux longues phrases Sé-
parées par un point : "Ils regarderent le cheva]

retroussées. Il n'y avait que l'teil hu-
mide“. A l'intérieur de ces deux phrases le lecteur
est en partie guidé par la présence de deux DO"Its
apres "écumé" et de virgules a l'intérieur'des
phrases principales. Ces virgules individualisent

des membres de phrase encore trop longs et le lec-

teur sera conduit 3 ménager des pauses et des Pr"
ses de souffle supplémentaires, en dehors de ces
marques de ponctuation. Ceci va introduire une as-
sez grande diversité dans les lectures (cf. P‘us
bas : résultats), chaque sujet ayant a répéter ]6
texte cinq fois et toujours dans les memes cond_1'
tions, précédé et suivi de cycles de respiratw"
calme. .
Les sujets sont convoqués, a quelques jours d'lfl-
tervalle, pour réaliser plusieurs respirations Pr°'
fondes (RP) d'abord a leur convenance, PU‘S
demande et, successivement : buccale, nasale. nasa-
buccale (inspiration par le nez, expiration par 1‘
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bouche). sont pas simultanées. La fin de la prise de souffle

Enfin, une derniére épreuve consiste a prendre une

inspiration .forcée puis a émettre la voyelle /a/

tenue a 'intensité et hauteur constantes, pendant

toute la phase d'expiration. L'expérience est répé-

tée dix fois, seuls les meilleurs résultats sont

pris envcompte. Ils permettent de déterminer la ca-

pacité vitale en phonation (CVP) et le temps maxi-

mum de phonation (TMP).

3. - Dépouillement des données et mesures

3.1. - Delimitation temporelle :

La delimitation des phases alternées d'inspiration

et d'expiration, lors de la respiration vitale

(calme et forcée) ou en phonation, est effectuée‘a

partir des lignes de base des tracés de débit d'air

buccal et nasal (DAB et DAN). Ceci presuppose un
bon repere des zéro correspondants. Lorsque l'expé-
rience en phonation se poursuit plus longuement

(lecture d'un texte on parole spontanée), il est

nécessaire de controler le zéro du DAB en se ré-
férant a de nouveaux repéres tels que la partie

finale de la tenue des consonnes occlusives non
voisées (/p/ at /t/), de préférence en initiale de
syllabe accentuée de type CV of: V est une voyelle

ouverte. De meme, le zéro du DAN, plus difficile
encore a stabiliser sera ajusté de proche en proche

sur le tracé correspondant, durant la realisation
de séquences orales de type CV comportant des con-

sonnes non voisées et des voyelles fermées telles
lil. Le début de toute phase d'inspiration, ou
prise de souffle, est déterminé par la premiere in—

flection des courbes de DAB ou DAN lorsqu'elles ne

est définie par le dernier retour a zéro du DAB ou
du DAN. Les phases d'apnée intercalées entre inspi-
ration et expiration, sont prises en compte avec la
phase d'expira‘tion qui suit (puisqu'elles en in-
fluencent le débit).
De nombreux 'problemes de délimitations des groupes
de souffle (GS) peuvent surgir lors de la respira-
tion associée a la phonation. Il convient de dis-
tinguer soigneusement a partir du signal acoustique
(Ph.B) le temps de phonation et le volume d'air
exhalé correspondant, ainsi que les durées et les
amplitudes des phases d'expiration. Ceci revient a
isoler les segments silencieux a partir du signal
acoustique aux bornes des groupes de souffle, et a
repérer les pauses silencieuses internes, opération
délicate en presence de consonnes ou d'agrégats
consonantiques non voisés.

3.2. - Mesure des paramétres temporels :

Nous procédons a des mesures manuelles opérées sur
des segments précéderrment isolés :
- Durées totales des phases d'expiration (TE) et

d'inspiration .(TI).
- Durées partielles des temps de phonation (TEP) et

des pauses silencieuses (S).
- Durées qui s'écoulent entre le début de la phase

d'inspiration et le moment d'inflexion maximale
du DABI et du DANI, (TIMB) (TIMN).

- Durées totales des voyelles /a/ tenues : temps
maximum de phonation (TMP).
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3.3. - Mesure des parametres aérodynamiques :

Deux séries de mesures sont effectuées manuelle-
ment. Celle des débits en litres/sec et celles des
volumes en millilitres BTPS (“Body Temperature and

Pressure Saturated" condition corporelle de tempé-
rature et de pression pour un gaz saturé en vapeur

d'eau). Ceci pour tenir compte des facteurs de
correction thermodynamique entre l'air inspire et
expire (5).
Les débits sont : .
- le débit d'air buccal inspire (DABX) et expiré

(DABE). .
- le débit d'air nasal inspiré (DANI) et expiré

(DANE).
Les volumes sont :
- en fin de phase d'inspiration; volume d'air to-

tal inspire (VATI) some du volume d'air buccal
inspire (VABI) et volume d'air nasal inspire
(VANI).

- en fin de phase d'expiration; volume total ex-

piré (VATE) some du volume d'air buccal expiré
(VABE) et du volume d'air nasal expiré (VANE)._

- durant la phonation; volume total d'air expire
(VATEP) some de VABEP et de VANEP.

ANALYSE DES RESULTATS

La repartition des pauses avec prises de souffle
pour les 5 réalisations des 10 sujets se distribue
conme suit :

'Ils regardérent le cheval toujours étendu sur le
flanc au fond de l'écurie (1), on avait jeté une
couverture dessus (2) et seuls dépassaient ses neu-
bres raides (3), son cou terrible-ant long (4) an
bout duquel pendait la téte (5) qu'il n'avait plus
la force de soulever (6), osseuse (7), trop grosse
(8) avec ses néplats (9), son poil nouillé (10),
ses longues dents jaunes (11) que découvraient les
levres retroussées (12). Il n'y avait que l'uzil qui
semblait vivre encore (13), énorme (14), triste
(15), et dedans (16), sur la surface luisante et
bombée (17), ils pouvaient se voir (18), leurs
silhouettes défomées coulne des parentheses (19) se
détachant sur le fond clair de la porte (20) come
une sorte de brouillard légéreuent bleuté (21),
come un voile (22) une taie (23) qui déja sem—
blait se for-er (24), embuer le doux regard de
cyclone (25), accusateur et humide'.
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La repartition des prises de souffle varie d'un
sujet a l'autre mais également entre les cinq
réalisations d'un méme lecteur. Certaines pauses
silencieuses ne deviennent jamais respiratoires,
d'autres en revanche, se transforment en prises de
souffle lors d'une nouvelle lecture. Les prises de
souffle les plus fréquentes sont synchrones avec
les marques de ponctuation. Lorsque celles-ci font
défaut, les prises de souffle sont organisées sur
des frontieres syntaxiques. Il existe une hiérar.
chisation des prises de souffle, en fonction de
leur durée, de leur volume, at de leur débit (rap.
port fort débit / durée breve). Les groupes de
souffle suivis d'une importante prise d'air compor-
tent a leurs frontieres des phases silencieuses
d'expiration buccale et nasale.
L'étude des données aérodynamiques ne peut étre
menée qu'en comparaison avec la respiration calme.
Chez tous les sujets elle fait apparaitre une durée
plus longue a l'expiration qu'a l'inspiration, ce
qui caractérise une expiration freinée (5). La lec-
ture fait apparaitre les differences suivantes :
- La durée de l'inspiration se raccourcit dans un

rapport de 1/2 a 1/20 de la RC.
- Le volume d'air inspiré VATI varie dans un rap-

port de 1 a 30, sa moyenne étant de la moitié de
celui de la RC.

' - La repartition VABI, VANI 'est dans un rapport
moyen de 4 fortement variable d'un sujet a un
autre.

— Les valeurs les plus fortes de débit sont corré-
lées avec la brieveté des prises de souffle.

- Toutes ces mesures laissent apparaitre une -trés
grande plasticité des volumes et durées des pri-
ses de souffle en relation avec les groupes de
souffle des différentes réalisations, relations
atténuées sur les durées restreintes. Nous nous
proposons d'approfondir tout ceci dans un tra-
vail futur.

En conclusion, nous pouvons affirmer que les échan-
ges respiratoires en cours de lecture sont forte-
ment corrélés par la ponctuation et les marqueurs
syntaxiques. En revanche on remarque une grande
variabilité d'amplitude et de durée des prises de
souffle, tant entre différents sujets, qu'entre les
différentes réalisations d'un meme sujet. Tout
semble se passer comme si, la tempo étant fixé, les
coordinations pneumo-phoniques se réalisent d'une
magiere tres souple au gré de l"‘humeur" de l'indi-
v1 u.
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MEASUREMENT OF THE GLOTTAL IMPEDANCE WITH A MECHANICAL MODEL

HANS we RIJER ___STRUBE STEFAN RGSLER

Drittes Physikalisches Institut, Universitat Gb‘ttingen,

Biirgerstr. 42—44, 0-3400 Gdttingen, Fed. Rep. of Germany

ABSTRACT

The glottal impedance is measured at acoustic

frequencies, using a mechanical model with adjust-

able slit width and air flow. The glottis is

inserted in a measuring tube with subglottal ab-

sorber, supraglottally excited by periodic wide-

band pulses. The complex reflectance of the glottis

as function of frequency is directly computed from

the incident and reflected waves, which are separa-

ted by a two-microphone directional coupler. The

measured curves are compared to theory and are

expressed as functions of frequency, slit width,

and air flow.

INTKDDUCTION

The knowledge of the glottal impedance is essen—

tial for the understanding of the source—tract

coupling, e.g., the variation of formant frequen-

cies and damping during the glottal cycle, and of

the oscillation mechanism itself. The resistive

part of the impedance consists of a linear, viscous

component Rv and a nonlinear, flow—dependent compo-

nent Rk due to kinetic effects (turbulence, beam

formation, etc.). These components were treasured

for DC flow by the pressure drop across a glottal

model [1]. For nonstationary flow, the air mass

causes an additional, reactive part of the imped-

ance, so that the electrical analogue (pressure =

voltage, volume velocity = current) is an RL series

circuit. This form was also used in a simulated

self-oscillating glottal model [2].

However, it can not be theoretically expected that

the values for R measured at DC still hold at

acoustic frequencies, since the viscous boundary

layer and the turbulence formation are frequency-

dependent. Further, the inductance should be some—

what larger because of the approximately radial

flow close to the glottal slit and also slightly

frequency-dependent (see below), and turbulence

effects on the inductance are unknown. As the

theoretical treatment of all these effects, includ-

ing nonzero DC flow and turbulence, is highly

difficult, an experimental determination of the

impedance as function of frequency, air flow, and

glottal slit width appears desirable. Such meas-

urements have previously been performed by means of

the resonances of a tube attached to a glottal

model [3]. Our approach is more direct, inmediately

yielding the complex reflectance as function of

frequency.

TIEORY

The impedance measured by us is a differential

(AC) impedance. As the acoustic amplitudes are

small, all terms of the Navier—Stokes equations

nonlinear in AC quantities are neglected. Espe-

cially, if the total kinetic part of the pressure

drop is KU2 (U = instantaneous total volume veloc-

ity), the kinetic 'part of the AC pressure drop is

ZKUDCUAC' so that Rk = ZKUDc (vanishing for no DC

flowl). According to [1], K = Gama/A2 (o, A see
below). At higher frequencies possibly this might

not hold.

The linear (viscosity and mass) parts of the

impedance, zvi' can be theoretically derived in

good approximation. The glottis is assumed as a

rectangular slit of length 1, width w, area A = 1w,

and depth d. If w << 1, and w and d << wavelength,

the impedance is

Zvi = (inuod/A)g/(g — tanh 9), 9 = (mum:
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p = air density, n = dynamic viscosity. For w a Q,

zvi = 12dn12/A3 + 10(6/5)od/A,
which is the classic expression except for the

factor 6/5 in the inductance. For m —> no, .on the

other hand, Zvi = iwod/A. Thus the inductance is

also slightly frequency—dependent.

As the slit is contained in a partition across a

tube, the impedance has to be supplemented by an

end correction due to the approximately two-dimen—

' sional radial flow near the slit. This yields an

additional inductance of roughly

Lrad - (o/la)1n(D/W).

D - tube diameter perpendicular to the slit, 0. =

sum of opening angles of sub- and supraglottal

baffles. Also some additional danping will result

which we will not derive.

mm or MEASURWT .
(The same principle, suggested by M.R. Schroeder,

was used earlier at this Institute for measuring

the lip radiation inpedance with a model head [4].)

mratus

A fairly realistic larynx model was formed of

metal (Fig. 1). The glottis itself is a slit

between two adjustable parallel plates tightly

inserted in the larynx model. The slit treasures

are: 1 =18nm,d= 3m,w=0to3mn. The larynx

. model is extended on both sides by thick—walled

uniform brass tubes of 10 m inner diameter.

Subglottally, a funnel with sound absorbing mate-

rial is attached through which a DC air flow .can be

supplied. Supraglottally, the tube ends at a pres-

sure—chamber loudspeaker and an air outlet with a

plastic hose filled with cotton wool (Fig. 2).

The loudspeaker emits periodic wide-band pulses

(68—5000 Hz), chirp-like with Schroeder phases [5]

for a low peak factor. They are generated by a

TMS 32010 signal processing system and D/A con.

verted at 20 kHz sampling rate, with 2048 sam-

ples/period to facilitate EFT processing. By two 5"

condenser microphones (Briiel & Kjaer 4136) coup1ed

to the tube some 22.5 cm “above" the glottis, the
incident and reflected waves can be separated

conputationally and thus the complex reflectance be

determined. The microphones are screwed into the

tube walls without grid caps and coupled through

38

holes of 1 nm diameter. Disturbance by the additio-

nal volume [was estimated to be completely negli-

gible. The signals are low—pass filtered at 5 kHz

with 96 dB/octave and digitized at 20 kHz rate by

two A/D converters in the TMS 32010 system. Sam-

pling is period-synchronous with the excitation

pulses. The blocks of 2048 sample pairs are trans-

ferred to a large laboratory computer (Gould

32/9705), where 100 periods are averaged for noise

reduction .and the further .evaluation is performed.

Channel crosstalk is less than -80 dB.

Evaluation

Let b be :the distance from the centre between the

microphones .to the reference plane in which the

reflectance is ‘to be measured, 2a the microphone

distance (.Fig. 3)., R = Rh») the reflectance, and

ki' kr the complex propagation "constants" for the

incident and reflected waves. If c is the sound

velocity and v the DC-flow velocity,

ki = (i... + gm/(c-v), :kr = (i... + q/uT)/~(c+v),

where q/J (small; q - 0.8 S-si') represents the

combined viscous and heat-conduction losses. Then

the microphone signals F1(m)_, F200) are proportio-

nal to exp(ki(b¢a)) + R exp(-kr(b;ta)), where +a and

-a belong to F1, F2, respectively. Solving for R,

we obtain

R = exp( (ki+kr)b) .(exp(kia)—F1exp(—kia))

/(F1exp(kra)—F2exp( —kra) ) .

From R, the glottal impedance follows as

Z = 20(1+R)/(l—R) - 236'

where 20 = pc/Atube is the characteristic impedance

of the tube and 2x the impedance of the subglottal

SYStem. The latter is measured before by replacing

the larynx model with a uniform tube piece.

As the computation of '1! fails at the zeros of the

denominator and becomes rather inexact at 10"

frequencies, two different microphone distances 2a

(24.6 and 120 nm) may be used.
Calibration

As the microphones and the connected amplifiers:

filters and AID converters are not identical f0r

both channels and differences would cause detrimen‘

tal ”WIS. the channels must be calibrated rela-

tiVe to each other. For this purpose, the signals
are recorded for each microphone screwed into the

same fitting in the measuring tube. The couple!
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quotients of the corresponding DPT values are taken

as calibration factors for one microphone.

As a test, the result for completely closed

glottis should yield R(w) a 1, apart from some

high-frequency deviations due to the nonuniformity

of the tube close to the glottis. This allows to

determine the exact reference distance b from the

linear phase trend of R. Inexact assumptions of a

and q will cause periodicities of R with frequency—

period of c/Zb; minimizing their amplitudes thus

permits better adjustment of the a and q values.

RESULTS

All results shown here are preliminary and will

hopefully have been improved at the time of the

congress. So far, only one microphone distance 2a =

24.6 nm has been used.

Calibration

Fig. 4 displays magnitude and phase of the reflec-‘

tance for closed glottis. The trends in the phase

and the residual c/2b—periodicities show that we
have not yet fully reached the required exactness;

better calibration methods are under development.

The average IRI cannot be raised above 0.98 (q =

0.88 5'5) without distorting the curves.

The subglottal impedance 256‘ was found very close

to 20 except at the lowest frequencies.

Measurements

The periodicities are presently smoothed out by a

triangular moving average of the reflectance of
length c/b in frequency. Figs. 5 and 6 show the

glottal impedance (with 286 subtracted out) for

various openings w and flows U. The dashed curves

are the theoretical ones,

R9 = Re Zvi + Rk(U)I Lg = (Im Zvil/w + Lrad'

see THEORY. For U = 0, the agreement is fairly
good, except for a too low (even partly negative)
resistance at large glottal openings and a too low
inductance at low frequencies. The reason for these
(unphysical) deviations is presently not yet clear
but probably related with the calibration problems.
For nonzero flow, the inductance is considerably
decreased at low frequencies and the resistance is

increased, especially for narrow width w where the
velocity U/lw in the glottis is large. A similar
effect for the inductance was also found by Laine

and Karjalainen [3] around 1 kHz.

Discussion

A direct comparison of our results with_ [3] is not

yet possible since our frequency range lies above

that (g 1.5 kHz) considered in [3]. For useful
results in the low-frequency range, we shall apply

the microphone distance 2a = 120 nm and a lower

sampling frequency.

The results at higher frequencies show a very

strong dependence on the choice of the reference

plane (distance b). Actually, as the-"'exact posi-

tion" of the glottal impedance is somewhat arbi-

trary, so is the impedance itself. We define b so

as to yield no linear phase trend for closed

glottis, and the closeness between theoretical and

measured curves seems to justify this procedure.

The flow effects on the inductance are presently

not yet expressed by a theoretical or empirical

formula. The relevant parameter appears to be the

velocity in the glottis, U/lw, rather than the flow

U. The kinetic resistance R): at large U should be

somewhat higher than according to [1]. The fre-

quency dependence of Rk seems to be small.

As for the effect of the glottal impedance on the
vocal-tract acoustics, the subglottal impedance

must not be subtracted out. If the actual ZSG is
close to ours (our tube has roughly the diameter of
the trachea), the real part for not too small
openings w is entirely dominated by ZSG'
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RESEARCH OF This SPEECH DYNAMIC STRUCTURE

A.P.Belikov, V.D.Makhnanov, N.V.Mulyukin, K.V.Tunis

Maurice Thorez Institute of Foreign Languages

In the work dynamic properties of the

speech signal are investigated. To des-

cribe speech dynamics a function is

develOped and calculated which integ-

rally reflects the quality change of

the speech signal. Algorithm of

processing the acoustic speech signal

is given and possibilities of an auto-

matic segmentation of continuant

speech are estimated.

At present linguistics and first of
all phonetics, have got a social order
from specialists in automatic speech
recognition to study the speech signal
structure. The fact of the existence of
such a structure alongside with the
language structure is originally set by
the language and speech opposition, first
well-founded by Ferdinand de Saussure.
The urgency of the speech structure
study may be explained by the fact that
the practice of linguistic research in
the first part of the 20th century did
not stimulate intensive development of
the problem and did not suggest any
fundamental solutions of the speech
segmentation problem and development of
a well-based speech unit system.

Most researches consider syllable to
be the minimal speech unit. In this case
it is very important to avoid the mistake
of using language notions in speech.
From the point of linguistics the syllab
la is a linear combination of phonemes.
Attempts to express the syllable with

the help of parameters to extract its
.boundaries in the actual acoustic signalhave not given reliable results.

In the decision of the principal taskof speech segmentation psycho;physiolc-
gical analysis of speech acti ty is
often used. Two approaches are possible
in that case: from the standpoint of
speech production and speech perception.
.The approaches are not congruent between
each 0 her.

In /1/ the syllable is interpreted asan articulatory speech unit which is.a
realisation of a single articulatory act.As in the solution of the speech segmen-
tation and speech recognition problems
researchers first and foremost deal with
the acoustic speech signal it is more
reasonable to base oneself on the phycho-
physiological analysis of speech percep-
tion. It should be noted though that the
peripheral mechanisms of perception are
less studied than the effector mechanismsof articulation. .

In /2/ an attempt was made to describe
adequately the process of speech percep-
tion. It was suggested in the work thatthe speech signal should be presented asa flow of acoustic events detected in thesignal by the auditory system. As an
example of possible acoustic events
increase or vice versa, decrease of ener-
gy in a certain part of the spectrum, theshift of the spectrum maximum in a certaindirection, a short-time pulse or, vice
versa, silence in the signal were pointedout. However, such a multidimensional and
fuzzy description of an acoustic event
cannot serve as a basis for the modelling
of its automatic extruction procedure.
Acoustic events are consideral real in
the sense that without them it is diffi-
cult to model phonetic interpretation.
At the same time they are unreal in the
sense that it is not yet possible either
to describe or enumerate them /2/.

A speech signal is given naturally in
the acoustic form. In connection with
this the following questions arise: in
what way is that form organised? What
shall we be guided by in the analysis and
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segnentation of the speech signal? The

speech flow is first and forenost charac-

terised by its changeahility. Constant

features in speech, in our opinion, are

revealed only at the senantic level. At.

present it is not possible to say defini-

telv what the substratum of constant
speech features is. Te ccnsider that
speech analysis should he based on dif-

rent changes in the acoustic speech
gnal. Sone researchers have studied
re on signal dynanic features but the
t o co has not been consistent enough,
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the paraneters will change. In that case
the :echanis: of relation between separa-
te paraneters is not clear. It is not
clear either which of the paraneters
should be the :ain one in t_e speech
dynanic description. If we consider
speech in a generalised way, that is as
a process of con:unicati n, it is neces-
sary to answer the following question:
what nakes the speech signal ccznunicati-
rely valuable? 3e can answer the question
definitely enough: quality changes in th
speech signal :ahe it connunicatively
valuable. Considering speech as a certain
novenent for: it is possible to assu:
that changes in the signal quality
dynamics, constitute the base of speech
dynanics. Tine quality changes nay he
represented as a "quality fun ticn“, the
main dynamic characteristic of the speech
signal. It should he noted that the

realisation of the "quality function",

i.e. a periodic change in .he quality of

the speech signal, needs a’CFCILE process

which could provide the "f-lling ‘9: time

with single dynamic cycles.‘ re: the

view point of speech produ .ion a dynamic

cvcle iszsingle speecn act at too autumn-

tis: level for realisation of a speech

elenent. By a "single" speech act we

understand a structurally formed complex

of arti ulatory actions). synamlc cycles

should he regarded as peculiar technical

:eans for the realisation of language

Prciet :; try to look at the dynamic

cycle fro: the view point of diachron .

Siprosin- the role of depictive and
initation principles of forming .n
language at early stages of development

was great the dynanic cycle then was

used for the realisation of the elemen-

tary signal function. In accordance

with this it could acquire the meaning

of an inane-hearing semantic unit. Later

as a resu‘t f the language evolution
considerable shifts took place in its

sign state: .including the semantic

aspect-of the fang: “-1. is a result,
elenentary ixage-hearing semanti "nits

' lenendent :e nir‘a,“ . .--.~_,,

where as the dynani. cycle having enterfl
the class of antenatisns, continued .0

could lose .n--. ’1

incrove itself at its level in the degree

end reliability of the speech process
antenatisn. Thu th developed systens
cf the langu :e nay he r garded as a
superstructure over primary acoustic-
physiolcgical layer which developed in

the process of ohylcgenesis and genetic-
ally consolidatéd itself in the form of
an exclusive flexibility of the speech.

a--= tus. In the proc es of ontogene51s

1
(b4

his layer is forned under immediate
nfluence of social aims.

A significant step on the way of the
speech dynamics descri.ticn is the seard
of a physicial correlate of the "quality
function”. Obviously, qualitative
characteristics of the alternating speed
signal are defined by the sum total of
its physical conponents. In the procedufi
of the speech signal processing we chose
the way of :axinu: integration and tried
to develop and calculate a function
whi h could, with all its generalised
character, first of all reflect the
changes in the quality of the speech
signal. The speech signal spectrum gives
Practically complete information about
its quality. The quality of the signal
is in the first place determined b? the
anplitude-frequency structure of the
instant spectrum. The instant spectrum
of speech is a nultiparametrical descrir
tion each conponent of which is a tine

r~
.1
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function. It seems reasonable to us to
use the time function of root-mean-square
frequency of instant speech spectrum as
a correlate of the "quality function",

FZTTT—ir"7"_"
,f ywfimSmrmb

Wu; LS (co’ltjfi/w

where the amplitude—frequency spectrum
S (w,t) is reg rded as a weight function.
The function V (t), integrally related
with the frequency structure of the
speech signal spectrum, in frequency
unit shows its qualitative changes,
which are conditioned by "pumpingover"
the energy from certain frequency
domains to others.

The culculation of the one-dimensio-
nal"quality function" may by expressed
as a result of the maximum decrease in
the dimension of the initial function
which describes the process.

In the*realisation of the device
forming W (t), a certain inconveniency
is presented by the integration opera-
tions of spectrum functions in frequency.
With the help Rayleigh theorem and
mathematic definition of the instant
spectrum we managed to pass over from
frequency integration to time integra-
tion and to get a more convinient formu-
la for W (t): “jifTT—Ef'fixa¢

KTf/%?z‘L/t
where f(t) is the function of the
acoustic pressure of the speech wave,
T is an intergration interval in the
calculation of the instant spectrum.

The use of the time dependence root—
mean-square frequency of speech instant
spectrum for the integral description
of qualitative changes in the speech sig
nal seems well—founded to us. It is
known that devoid of relationship single
parameters are characterised by a high
entropy. In fact, they insert noise in
the useful information if the inner struc
ture of their relationships is not
revealed. That is why striving for a more
and more detailed description of the
signal under research with the help of a
number of single parameters often leads
:2 the masking of the dynamic regulari-

es.
The one-dimensional time function

W*(t) can effectively characterise the
general dynamics of the speech process
at this function has got a number of use-
ful properties: it is continuant and
invariant in relation to the level of the
speech signal and insensitive to static-
nary noises.

To test the speech signal dynamic
structure, in general, and the segmenta-
tion of the continuous speech, in parti-
cular, a model of the system was made

which'realises the above described algo-
rithm with the help of analog micro-
schemes.

In the study of the properties of the
function W*(t) complex from the segmenta-
tion point of view test phrases were used
composed of the combinations of vowels
and sonants. Developed on th base of the
speech signal the function W (t) consis-
ted of repeated cycles with distinct
extremums which we call dynamic cycles.
In the study of the above-mentioned test
phrases we got equal number of dynamic
cycles and syllables. Meanwhile the
synchronically registered speech signal
intensity envelope had more extremums
which were less explicit as compared
with the W*(t) envelope. It enables us
to conclude that the chosen system of
speech signal operations minimises the
number of extremums and makes them more
explicit.

The equal number of dynamic cycles and
syllables, as it was supposed, is not
obligatory. It depends on the character
of the speech material. In the general
case differences were observed: hissing
and bushing fricative sounds, as well as
affricates, in test phrases formed sepa-
rate extremums of the "quality function".

It should be noted that the dynamic
cycle is not used instead of either the
syllable, the phoneme or other units of
the language system. The speech process
is organised in a specific way - it
cannot be treated as a language model.
The major property of the dynamic cycle
(unlike the units of the language system)
consists in its possible quantative esti-
mation and also in the comparison and
analysis of its quantitative characteris-
tics.
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WIGNEB DISTRIBUTION - A NEW METHOD FOR HIGH-RESOLUTION TIME-FREQUENCY

ANALYSIS OF SPEECH SIGNALS

W. Wokurek, G. Kubln, F. Hiawatsch

lnstltut flir Nachrlchten- und Hochfrequenatechnilt. TU Wien

Gusshausstr. 25/389. A4040 Vienna. Austria

ABSTRACT

Two methods for the time-frequency analysis of speech
signals are compared: the tradlonaily used Spectrogram
and the Smoothed Pseudo Wigner Distribution (SPWD).
It Is shown that the time and frequency resolutions of the
Spectrogram are restricted by the uncertainty relation
while SPWD allows arbitrarily high resolutions. If the
analysis parameters are chosen carefully SPWD yields
more accurate signal representations than the Spectro-
gram. This is exemplified by a ”microscopic“ analysis of
vowels and unvoiced stop consonants.

1. INTRODUCTION

The Wigner Distribution (W0) is a method for the time-
frequency analysis of signals. Along with the Spectro-

gram the WD Is a member of a special class of bilinear.

shift- Invariant signal representations (Cohen class (1]
p.376). Within this paper we compare a somewhat modi-

fied WD. i.e. the Smoothed Pseudo Wigner Distribution

(SPWD) to the Spectrogram, first with respect to the

basic features of time- and frequency resolutions (Sec-
tIons 2-4). In sections 5 and 5 we compare the results

of representing speech signals through SPWD and
Spectrogram.

Observing the fact that SPWD enables high-resolution
signal representation, we analyze short speech segments

of a few pitch periods of length. Therefore it is pointless

to compare the SPWD to Spectrograms of high frequency
resolution (45 Hz) because they do not display the fine-
structure in time that we will see in the SPWD. As a com-
promise between Spectrograms of high frequency resolu-
tion (which do not show the time— structure) and those of
high time resolution (which smear out the formant struc-
ture etc .) we find the spectrogram of 300 Hz frequency
resolution as a suitable partner for the comparison with
the SPWD of vowels (see section 5). In the case of un-
voiced stop consonants . equal frequency resolution of the
Spectrogram and SPWD is chosen for the analysis of the
whole explosion interval of several centiseconds duration
because there Is no significant time structure of the
noise-like excitation observed (section 6).

2. DISTORTION'OF TIME-FREQUENCY ANALYSIS DUE
TO LIMITED RESOLUTION

The aim of a time- frequency representation of any
signal Is to show the stucture of the signal and not that
of the analysis method. One of the basic distortions of
any analysis method is its limited resolution. To study
the nature of time resolution consider an impulse In the
time domain as shown in Fig.1.

x x-w

file-r t lag-l t

Fig.1: lmvfllfl 0' I'll!“ " Fig.2: Representation of an impulse
in the time domain. with a time resolution of At.

if we represent this impulse with a time resolution At » t
the impulse will be widened to the duration At (see Fig.2).

The mathematical model of this effect Is the convolution of
the signal x with a window function w of time width At:

[x:w](t) = fx(t-t) wit) a: (1)
R

A second Interpretation of (1) is lowpass filtering. If the
signal contains oscillations of periods less than the time
resolution At,.these components of the signal will be
supressed in the representation.

A similar effect is caused by the frequency resolution M.
All signal components will be widened by M In the
frequency direction. On the other hand all signal changes
within a frequency range of M will be canceled.

3. COUPLING or THE RESOLUTIONS OF THE
SPECTROGRAM

The Spectrogram Is defined as the square magnitude 0‘
the Short-Time Fourier Transform (STFT).The signal "
multipled by a window w(t) that Is shifted to the instani
of analysis t. The Fourier Transform of this product Is
associated with the instant t.

sxlm = | fxm wit-t) [‘2'” a: 2 ‘2’
R

44 ' Se 2.2.1

l

Using elementary signal theory, we can recast eq. (2) in
a form containing a convolution with the window w(t)

-]21r ft-5 (m = | [e xun * wi-t) |2 (3)
.l t

or with its spectrum Wit).

l2!" 2sxun = | [e- m ; mu] m

This shows us the simultaneous determination of both

the time and the frequency resolution of the Spectrogram
by a single window function. Like any other function. the
window satisfies the uncertainty relation (5), where c is
a constant that depends only on the definitions of At and
M and is of the order 1.

At.Af z c (5)

The uncertainty relation (5) restricts the allowed values
of the time and frequency resolutions of the Spectro-
gram to the region U shown in Fig. 3.

Af ‘Z%%A g

at

Fig.3: Restriction of the Spectrogram resolutions
by the uncertainty relation

Because the product of the Spectrogram resolutions At.Af ..

cannot be less than the constant c, It Is Impossible to

choose both resolutions arbitrarily high (I.e. At and At
arbitrarily small) at the same time . This Implies the neces-

sity of trading-off between these two resolutions. if the
time resolution is Increased (smaller At), the Spectro-
gram must have a poorer frequency resolution (greater At,

see Fig.3: movement from point A to B). The dual case is
the choice of higher frequency resolution (Fig.3: point C), -
thus decreasing the time resolution.

4. INDEPENDENCE OF THE RESOLUTIONS OF THE SPWD

The Wigner Distribution (WD) of a signal X“) is defined
by (5)

we (u) = fxmg) {it-12‘) (12m a: (5)
R

andits features are described in [I] extensively. The WD
does not show any effect of limited resolution. but in the
case of fairly complex signals such as speech the result
Is quite unreadable owing to the occurence of Inter-
ference terms. described In [2] (see section 5 also).
Therefore we consider the SPWD of the signal which is
defined as a WD with arbitrary smoothing:

SPWD" = WDx : uiti 1» vii) (7)

Smoothing in both the time and frequency direction is
performed by two Independently chosen arbitrary windows .
Hit) and vif), respectively. Because of the independence
of the smoothing functions, the resolutions of the SPWD
are not restricted by the uncertainty relation (5) (see
Fig 3: point D).

Yet. from a practical point of view, the resolutions of the
SPWD are restricted by the occurence of Interference
terms and depend on the structure of the signal in that
way. The analysis of speech signals shows that with
equal frequency resolution (e.g. 100 Hz), the SPWD allows
a substantially higher time resolution than the Spectro-
gram (e.g. 1 ms instead of 10 ms).

An interesting insight into the relation between the Spec-
trogram and WD is obtained from the following
equation:

5x = WDX : ; WDw (8)

This equation proves that the Spectrogram is the WD of
the signal smoothed In both'directions with the WD of the
Spectrogram window. In contrast to (7) the time and
frequency smoothing is determined by one and the same
window w(t) as we have seen already In (3) and (4) and
this is why Spectrogram resolutions are bounded by the
uncertainty relation (5) ([11 p.382).

5. ANALYSIS OF VOWELS BY SPWD AND SPECTROGRAM

Figure 4 shows a contour plot of the SPWD of three suc-
cesive pitch periods extracted from the German vowel [a:2l
spoken by a male subject. This representation displays the
following features:

(I) Quasi'periodic excitation of the vocal tract by wide-
band narrow-time impulses every 10 msec. The time reso-
lution of approx. 0.5 msec is sufficient to prove that these
Impulses have a time width of I msec or less.
(2) Exponential decay of three formants at the fre—
quencies Fl = 0.7 kHz. F2 = 1.25 kHz, and F3 = 2.6 kHz.
The frequency resolution of appprox. 100 Hz is sufficient
to separate the individual formants and to measure their
bandwidths during the intervals outside the excitation
lmpulses.

(3) Besides these signal terms (formants. impulses), the
SPWD contains Interference terms. They are governed by
a simple geometrical rule [2], Le. they always Ile half-way
between two signal terms and oscillate In the direction
perpendicular to the line connecting the two signal trems.
These oscillations have a period In the time-frequency
plane that Is inverse proportional to the distance of the
signal terms. The oscillatory nature of interference terms
is the key to their suppression in any bliinear time-fre-
quency representation. In SPWD, this Is achieved by
smoothing with the two independent window functions
according to (7). The amount of smoothing must be
matched to the signal structure:

Se 2.2.2 . 45
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The frequency resolution At = 100 Hz is just great enough

to damp lnterferences between successive pitch periods

(remember interference oscillations to occur perpendicu-

lar to the line from one excitation impuls to the next.

l.e. parallel to the frequency axis!). The time resolution

At = 0.5 msec ls great enough to damp most of the inter-

ferences between neighbouring formants. Accordingly.

oscillations in the time direction can only be observed be-

tween FI and F2, the two formants closest to each other.

Figure 5 shows a Spectrogram of the same signal seg-

ment with resolutions At = 300 Hz and At = 2 msec. Note

that the product of these resolutions equals

300 Hz - 2 msec = 0.6 which is more than ten times the

product of resolutions of SPWD in Figure 4

(100 Hz - 0.5 msec = 0.05). The Spectrogram's resolu-

tions are already chosen so as to achieve a signal repre-

sentation as close as possible to SPWD. A simultaneous

improvement of the Spectrogram's resolutions Is impos-

sible due to (5). Therefore the Spectrogram evidences

much broader excitation impulses in the time dimension as

well as much wider formants in the frequency dimension

than SPWD. The inherently stronger smoothing of the

Spectrogram renders better suppression of interference

terms (though they are still perceivable between F1 and F2),

yet worse fidelity in signal terms than SPWD. As inter-

ference terms are predictable from the above geometr-

ical rule, SPWD is better suited to the analysis of vowels

than the Spectrogram.

One may conjecture that a change of the Spectrogram

window function wit) in (2) may Improve its resolutions.

This has to be refuted when studying Figures 5 and 7.

lnFigure 6, the time resolution of the Spectrogram ls im-

proved to At = f msec, thus approaching the value of At

for SPWD inFigure 4. Due to the uncertainty relation (5).

the frequency resolution goes up to Af = 600 Hz so that

the two lower formants Fl and F2 are merged Into a single

unstructured lump stretching over several hundred Hz.

In Figure 7 . the frequency resolution of the Spectrogram

is improved to At = 100 Hz as is the case for SPWD in

Figure 4. As time resolution has to go up to 6 msec, exci-

tation impulses are broadened drastically and spilled over

the formant structure even into the Interval of the pitch

period without glottal excitation. Therefore. formant band-

width measurements are again more difficult than with

SPWD, inspite of the high frequency resolution of Figure 7.

Summarizing we observe that the Spectrogram is not

suited for simultaneous display of both the excitation and

the formant structure of vowels whereas SPWD has this

property notwithstanding its (easily controlled) inter-

ference terms.

6. ANALYSIS OF UNVOICED STOP CONSONANTS BY

SPWD AND SPECTROGRAM

Figures 8 and 9 show the explosion interval (60 msec)
of the first It] In the German word [tazt] making use of

SPWD and Spectrogram, respectively. For the sake of com-
parison. both displays have a frequency resolution of

100 Hz and associated time resolutions of 1 msec (SPWD)
and 6 msec (Spectrogram). The explosion interval consists

of three more or_less separable phases:
1. An impulse-like transient (about 4 msec) due to the re-

lease of the pressure built up behind the vocal-tract clo-

sure (piosion phase P).
2. A noise phase extending from approx. 4 kHz to 8 kHz

(25 msec) due to the turbulent air flow at the opening

constriction (frication phase F).
3. A noise phase with a formant structure (30 msec) due

to the resonances of the open vocal tract excited by tur-

bulent air flow at the giottis (aspiration phase A).

The adaventges of SPWD over the Spectrogram for the

analysis of this type of sounds can be summarized as

follows:

(1) The short impulse of the plosion phase P is readily

seen in SPWD whereas the Spectrogram is not able to

resolve this temporal fine structure (at the given

frequency resolution).

(2) The boundary between frication phase F and aspira-

tion phase A is more pronounced in SPWD than in the

Spectrogram. '

(3) Noise-like excitation of the vocal tract manifests

itself as a very specific meshy texture in SPWD which is

clearly distinguishable from deterministic excitation as

seen in Figure 4. With the Spectrogram, noise-like ex-

citation induces no significant changes in the texture if

the contour plots when compared to deterministic ex-

citation as seen In Figures 5, 6. and 7.

7. CONCLUSIONS

From the above discussion, it should be clear that SPWD

is superior to the Spectrogram for the time-frequency

analysis of speech signals as typified by the examples

given in sections 5 and 6. it should be kept in mind,

however, that the comparison was made on the basis of

very short signal segments so as to emphasize SPWD's

character as a time-frequency “microscope". If the

analysis interval is extended to I second or more both

the resolutions of video displays and the human eye

become insufficient to realize the differences of the two

methods. Anyway, these long-time displays are only use-

ful for the compressed visualization of slowly time-vary-

ing and global features characterizing whole syllables or

words. For the detailed high-resolution study of rapidly

time—varying speech phenomena. preference is to be

given to the new method.
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METHODS OF SPEECH SIGNAL PARAMETRIZATION BASED

ON GENERALIZING OF LINEAR PREDICTION

A.N. Sobakin

Moscow, USSR

ABSTRACT

The generalization of speech analysis aethod on the basis of
linear prediction reveals unused potential possibilities of this
eethod and peraits to develope new algorithas of evaluating speech
signal paraaeters.

INTRODUCTION

Modern achieveeents in the sphere of speech analysis and synthe-
sis are aainly connected with the use of algorithes of speech sig-
nal paraaetrization, that take into consideration in soee degree the
nature of speech production. '

According to Fant's aodel ill. the speech production consists of
excitation signal transforeation by the linear dynaaic systea (L05),
which paraaeters correspond to the state of vocal tract at the no-
aent of articulation.

The change in the vocal tract state during articulation leads to
the LDS paraaeters aodification.

The tracing of these changes is usually carried out by shifting
analysis window within which the LOS paraaeters say be considered
to be sufficiently stable. The transfer function of such LDS
at the analysis interval has the fore of fraction-rational function
with zeroes and poles.

The signal at the LDS input is looked upon as a sequence of al'
ternating intervals, corresponding to voice or noise excitation.
The whole excitation signal in that case is eodulated by the line
envelope of the speech signal.

Linear prediction l2—bl as a eethod of speech signal analysis was
worked out on the basis of such aore sieplified pattern of speech
foraation, than one described above.The aethod is based on deriving
the LDS paraseters according to the speech signal estiaates, ignoring
transfer zeroes within the analysis interval. The aost sieple cal-
culation foraulas are obtained in the eetrical space.

The quality of obtained LDS parameters estiaates will essentially
depend on the location of the analysis window at the tile axis.

If the interval of analysis corresponds either to an interval of noi-
se excitation or to an interval of free LDS oscillations (for exaaple,
the interval of vocal cords closure) then it is possible to show.
that in that case the estiaates will be unbiassed. '

But in case when the analysis interval contains one or several
pitch iapulses,'LDS paraseters estiaates will be biassed. It is expla-
ined by the aisagreesent between the analysis aethod and the speech
signal structure, for exaaple at the voiced intervals of speech.

Thus. the problea of sore complete agreeeent between the analysis
aethod and the-speech foraation pattern is an urgent issue.

According to-the said above, it seeas perspective to enaaine pos-
sible linear prediction generalizations. introducing additional pa~
raeeters and characteristics of the eethod. Additional degrees of
freedon eev be used for sore coaplete agree-ent between the aethod of
analysis and the speech signal-structure.

The generalization of linear prediction leads to the algoritha
aodiiications of speech signal paraneters estieates. and. in the long

run to obtaining new paranetrical spaces for analysis and speech re.

cognition.

GENERALISATION OF LINEAR PREDICTION

The essence of linear prediction is nonrecursive p-order filter
that transforas the speech signal counts Ix] into residual sig-
nal elnl, using weight coefficients (A la

k

P

ea- i" Any on, ,m
i-_ k k
k=b

A =l1 (2)
O

t 5
where y Inl=T lxlnl)=xln-kl, k=O,l,...,p; (3)

k
t

T f l t-power of the delay operator.
-

Hhen analysing speech optimal coefficients of filter (I) a =(A .
opt -O

....A l are deterained froe condition of ainiaua residual signal de-
r

In
viation leinl)

O .
L2 within the analyses interval IO,hl:

iron the coordinate beginning in the eetric space

a =arg win Flt). ' ‘4)
opt

H
- ___ 2

where Fla)I \ e In] [5)
L.
n=D

-is a squared quality criterion.

COMSuggested linear Prediction generalization concerns two filter
ponents ’ °”t°"5‘°" 9‘ OAErator class , on the basis of whichit is foraed l3) and generaliz t‘ ' ' . I

coefficients (2). a ion of constraint imposed on it s
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Duality functional is also generalized (5). that allows to choose
different eetric spaces for estieation of analysis parameters.

‘ As seen froa f3).the original transformation (1) was forned on
linear delay operators,that represent the class of physically reali-
zable linear systeas with constant paraneter5.Principally,it is pos-
sible to substitute the original delay operators for a set of any
stable operators U .U .....U iron the class indicated.

l
Then proportion (3) is transiorned into corresponding cascade

fore as follows I '

y lnl=U iy lnl). k=O,l.....P; (6)
k k k-l

where y lnlsnl.

-l
Each linear operator (6) is determined in the frequency sphere by

the transfer function of fraction - rational type.
According to the speech signal physical characteristics,the choi-

ce of transfer function paraeeters allows to change in necessary di-
rection the structure and features of linear transforaation (1).

Thanks to that.the agreeaent between algorithm analyses and dyna-

eic speech characteristics will be achieved.

The ca cade fora lb) of transformation II) also allows exaaine
the corresponding generalized structures of lattice filters [7] on
the basis of linear operators specifically chosen.

It is worth-while to note ,that besides cascade form (6) ,the
parallel fore of the speech signal prelininary transformations can
be easily for-ed on the basis of indicated set of linear operators.
Each of the output signals y [n] is obtained as the result of appli-

k

cation the corresponding operator directly to the input signal win)

The condition (2) influences the structure and features of fil-

ter (ll not to a lesser degree.

This lieitation for paraseters of the filter was introduced to

eliainate zero solution during the search for quality functional ei-

niaua. In essence it can be considered as the constraint on vector a
coordinate aagnitude in (prll-dieentional space of paranetres.

In general.this constraint say be written down as follows:

“3mm ,n .....n )4. m
I l p

where filis an arbitrary function of (Pfi) variable.
The only condition of choosing the function is zero solution eli-

aination in the problea under consideration.Thus.the equation (7) in

(Pill space of paraaeters deteraines a surface.not passing through

the coordinate beginning.

The search for an optieaI vector of coefficients ; with can-

opt
. straint (7) say be realised on the basis of generalized quality func-

tional r (in):
r

H

. .-- Y -
F fa,b)= \ Ielnli r b i fla). (8)

r I__

n=O ’

where b - the iagrange factog free the set of real nuabersI

R,r - an integer.

The value of 'r' in (8) deteraines the choice of the eetric spa-

ce L . where the search for optiaal vector of paraaeters a is

2 opt

carried out.

Lagrange factor b increases by one the aeount of target unknown

values and reduces the problea of conditional extreaua searching to

the search for unconditional extreauw for quality functional (8).

As before.condition if) in which functional (8) was used instead

of functional (5) ,deteraines vector i and factor b in expanded
opt . .

(Pf2l-dieentional eetric space L _I L I R .
r,l r

Proceeding froa condition (fl of the quality functional Iinisul

(Oi Ithe task of searching filter ll) paraaeters say be presented as

generalization of linear prediction eethod.

The particulare choice of basic operators (6) of lieiting function

(7) and characteristical constant'determines in each case different
algorithms of speech signal analysis and different paraaetric spaces

for their description.

ON THE CHOICE OF BASIC LiNEAR OPERATORS,
LINITINB FUNCTION ANO NETRIC SPACE.

Aoong three coeponents,that deter-ine the particulare fora of analy-

sis algoriths in the foraulated task.the eost proaissing and the aost

difficult at the sale tine is the problee of the best choice of basic

linear operators (6).

As in classical aethods of digital filters design [O]. the coeplexi-

ty of this problea for the class of linear systees with infinite iapulse

responce TITO-filters) is increasing as coopared to the choise of linear

operators iron the class of linear systeas with finite iapulse response

(FIR-filters).

Let's confine to setting a eatheeatical problee of choosing ope-

rators (5) iron the FIR-systea class with inpulse responses of p-length.

In that case the set of transforeations I6) is represented by a linear

equation systee.that is foraed with the help of square O aatrix of

(PfllilPrlI size. _

B aatrix lines are the iapulse responses of the basic operators,de-

rived iron the above eentioned class of the FlR-systeas.

In that case,the set of operators (6) in parallel fore is expres-

sed by delay operators f3),and the corresponding vectors of coeffi-

cients ; and E for both variants are related to each other by the

following linear equation systea:

E's a' a S" m

(an accent aeans transposition).

In case of B aatrix inversion,parameters a and c are equivalent ac-

cording to the inforaation theory.

However,the latter doesn‘t eean their equivalence froe the view-

point of their optiaul coding for speech transeission and recognition.

Thus.the problee of the best choice of basic FlR-systeas is foraulated
as the problea of transforaation search (9) (i.e. O-Iatrizl.that

brings about the iaproveeent of estiaated paraaeters in the systees
of speech transaission and speech recognition.The I aatrix choice

allows to take into account sore coapletely the speech signal structu-

re and features.

Using the linear operator theory in Gilbert spaces [9] it is pos-

sible to approxiaate any linear operator free the llR -systee class

by a linear operator free the FlR-systea class.The problee of the op-

.tiaua choice of basic operators iron the class of llR-systeas say be
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reduced to the above formulated task of FIR-systems .

it doesn't seem possible to exanine different variants of condi-

tion 17) fuly enought. Let‘s confine ourselves to 2 types of function

11.).

For predicting methods.the choice of function f1.) in the form of

scalar product of weight coefficients 3 by paraeeter vector 3 is a

natural generalization of constraint 12):

f1;)=1g.;) -1=o. no)

Equation 1191 with minus one in the left part deteraines a hyperp-

lane in the space of parameters ,that doesn't pass through the coor-

dinate beginning.

Interesting results are obtained if a square form of the parameter

vector is taken as the second limiting function:

“imp? ,ii - 1 - a. (11)

Equation 1111 determines the second order plane in the paraoeter

space with the help of D matrix of (Pfllelil size.

in both cases. the choice of either particulare vector q for condi-

tion 113) or D aatrix for condition (11) gives aditional degrees of

freedom. helping to deteraine the structure and features of the cor-

responding estimation algorithm of the speech signal parameters.

The choice of aetric space L ,i.e. the choice of characteristicu

. r

nueber r ,also determines the structure and features of the obtained

algorithms.
The most developed and examined algorithms are the estimation algo-

rithes for squared quality criterion in aetric space L 1r=2h

‘ 2

However, the results of theoretical calculations and experiaentaltufi

researches show that nodular criterion 1r=11 has the advantages in the

speech signal analysis .For example .single excitation pulses don't

distore the target values of the LDS parameters and the obtained para-

meter estimations are nonbiassed.

It seems interesting to examine the ainiaax quality criterion for

rs ¢>=and the obtained results of the speech signal investigation,

though there arises the necessity to use coeplex Remez algorithm

,1111 for estimating paraseters.

THE EXAHPLES OF ANALYSIS ALSDRlTHHS

In practice the determinating of functional extremua may be carried

out in two ways: either on the basis of the equation system that is deri-

ved when the quality functional gradient is equal to zero or by adaptive

Iethods [121 in the fore of consecutive approxioations to target para-

aeters.

The adaptive methods are of the lost interest in the sphere of ap-

lied researches.

The systea of adaptive equations for determining the LDS paraaeter

estiaates in case when m-th coordinate of vector i is equal to one and

other coordinates are equal to zero,will look as follows:

A lnfll=A 1nl-g1nlle (n15y in]. k=l....,m—1.a+1,...,P; 112)

k k 1 k

where gin) is normalizing Iultiplier.

Se 2.3.3

The equation svsten 112) reoinds of the system of adaptive equa~

tions for linear prediction based on the method of the least squa-

res 161.1n fact when the first coefficient is equal to one 1a =1l.the

0

forward linear prediction is obtained ,when the last coefficient is

equal to one (a =1) the backward linear prediction is obtained.

A
Thus,there exists a principal possibility to work out

filters [71 on the basis of generalized linear operators.

The adaptive algorithm obtained for a unitary D matrix will diffu

froa other known methods of estimating in most degree.Condition (in in

that case will mean that the norm of coefficient vector is equal to non

:iinsi. ' (iii

Equation 113) in parametrical space determines a spheric surface of

an unitary radius.within which the search for quality functional extreaua

is carried out.

The corresponding adaptation equations look as folloasi

A 1nf11=A [nl-glnlle inliy [nl-blnleA ln—ll}

1k k k k
n

2
binflleblnl-gfnleH A1n-1l-1}; k=D,1....,P. (in

1 /._k
m

The estiaation of coefficient vector. obtained on the basis of

equations (13) and 1141 is an approxieated latent vector value of

covariation signal aatrix ylll,y111....,y1nl that correspond to maxi-

mum latent value of this matrix. This algorithm differs fro: the

classical method of linear prediction.

Function e in). used in equations 1121 and 114). is identically

equal to residudl signal for squared quality criterion 1r=21 and is

of the same sign as the residual signal for modular quality crite-

tion 1r=1). In these equations normalizing multipliers gin) and g (M

1

secure the convergence of successive iterations ainl to the LDS

paraaeters optimal value, detersined by condition (41.

The initial value of target parameters in adaptive algorithes 112

and (if) may be equal zero.

CDNCLUSIUNS

Suggested generalization of linear prediction allows to develops

algorithms of the speech signal parameters estilation, that differ

from traditional ones.
Introduced constants of generalized aethod, at the stage of joint

constraint of coefficients and at the stage of preliainary transfor-

mations as well. provide additional degrees of freedom, that 311°!

more coepletely take into consideration the current speech signal

characteristics. _
The given exaaples of the adaptive algorithas show the potential

abilities of the examined above generalization of linear prediction

aethod, but it is evident. that the problem of the speech signal

parametrization is not solved yet.

SEFERENEES

[11 1'. liaHr.
Awycruwecwaa renpue peseofipagobanun.

H. Hayxa, 1961.

[21 3.5. Atal and H.R. Schroeder.

Adaptive predictive coding of speech signals.
Bell. Syst. Thechn. J.,v.49.pp.1973~1986, oct. 1973.

[31 9.5. Atal and J.R. Hanauer.
Speech analusis by linear prediction of the speech wave.
J.Acoust.Soc.Aner.,v.58,n.2,pp.637-655,Aug.1971.

141 A.H. Cooakuw.
no onpedenewuu popwawrwwx napawetpot ronocoboro ipakra no pesetowy
curwany c nowowom 38H.

Axyczuueoxuo aypwan AH SEEP, r.XYlll| own. 1. ETD. lib-ilk. 1972.
151 H. Vakita.

Direct Estieation of the Vocal Tract Shape by lnverse Filtering of
Acoustic Speech Havefore.

IEEE Trans. on Audio Electroacoust.,v.AU-21,n.5.pp.417-427,1975.
[6] Bl. Hakxon. ‘

duweunoe npeacxasawue. 0630p.

THMSP. r.63. dun.t,crp.561-58|. Anp. 1975.
17] o. lpuanaodep.

Peueiuarwe punoipu bnm aoanrubwou obpaboixu Bawwux
TMMSP. r.7|,bon.8,crp. 5h-98. 'Hup',h.. 1982.

[91 fl. Pabuwep. 5. Toni.

Teopum u npuwewewue uuppolou obpaborku curwannt.
"Hup', H.. 1978.

191 H.M.Axue3ep, H.H.Fna3wan.
Teopum nuweuwwx onepatopod l runobeprobow npoorpawcrte.
'Hayka', H.. 1965.

1101 E.Denool,Silvay J.P.

Linea: prediction of speech with a least absolute error criterion.
lEEE Trans.on Acoust.,5peech.Signa1 Processing.v.ASSP-33,n.o.
pp.1397-14B3, 1985.

[111 E.l. Pewe}.
Dfioue vucncrennwue weiodu weouoebcxoro npubnuxewun.

H36. AH BCCP. Kueb. 1957.
[12] l.3. Uunkuw.

Adanvauun, obywewue u cawoobywewue t atrowaruveckux cucrewax
"Hayxa'. H., 1963.

Se 2.3.4 51



IIIIIFIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIll-ll-------————*

E
i
E

m
fi
-
‘fi

w
“:

‘:
.'
:‘
:4

.1
7
‘:
_
)m

7
.

ABOUT ONE CLASS OF THE PHONETIC UNITS USED FOR SPEECH RECOGNITION

L.L.Besednaya, V.I.Bogino

Institute of Cybernetics

Kiew, Ukraine, USSR 252207

ABSTRACT

A formal approach to attributing of

the phonetic units is offered: the limits

of the elements are rigidly connected

with the behavior of the structural cha-

racteristics of the signal regardless .of

its phonetic essence. The segments obtai-

ned form a class of phonetic units of 11-

mited capasity. Their concrete linguistic

characteristics are useful for speech re-

cognition.

The choice of the unit of the phonetic an-

alysis is of great significance for auto-

matic speech recognition: it influences

the means and extent as it is one of the

basic stages of speech signal processing.

Usually the procedure of speech segmenta-

tion is orientated towards the concrete

speech units such as phonemes and their

variants in speech, diphones, syllables

and pseudo-syllables, moreover the advan-

tages of choice either of the units are

not obvious. Segmentation is carried out

according to the changes of time-paramet-

res with the help of threshold methods.

The analysis devoted to this problem shows

that this procedure is essentially com-

bined with the process of verification.

Segmentation is carried out while speech

recognizing being realized as a hierarc-

hical prosedure simultaneously with att-

ributing of the groups to which the pho-

nemes belong. '

However the process of segmentation may

be also considered as a preliminary stage

of speech analysis. In this case simpli-

fied ways of cutting speech are possible

that are more rigidly connected with be-

haviour of the structural characteristics

of the signal. This supposes more free

determining of the limits of the segments

in regard to their phonetic essence.

As an example we may consider the possibi-

lity of the phonetic units use limited in

the speech flow by means of the characte-

. ristic behaviour of stationary or non

stationary time function of speech signal

for recognition of speech communication-

The method of automatic segmentation was

tested on the feedback educating Evita“

model. It showed that the choice of thii

52 ' ' Se 2.4.1

feature as a segmentating function makes

possible to determine the limit of the

segment within speech flow taking into

account the end of the vowel or the con-

tact before the plosive phonemes with

accuracy of 0.93.

Thus we get speech segments including one

or more phonemes and building the follow-

ing phonetic structure: the separate pho-

nemes (C, V), the sequence of the conso-

nant or vowel phonemes (C...C,V...V); the

open type pseudo-syllable sequences (0...

CV). The number of the like linguistic

elements in each language is limited, so

it is possible to express any vocabulary

by means of alphabet composed of origi-

nal elementary phonetic segments (EPhoS).

posessing identical contents and diffe-

ring from each other by a phoneme, num-

ber of phonemes or their sequence order.

The usage of the EPhoS as elementary re-

cognition unite makes it possible to di-

stinguish their most distinctive charac-

teristics in comparison with phonemes,

because the structure of the EPhoS being

more informative, ensures "effectiveness

and independence" from variations. Besi-

des, it is possible to use the law of

construction of words through the EPhoS

within a certain vocabulary. For example,

in case of lack or definiteness of infor-

mation while recognizing a selected ele-

ment, it may not be identified, and reco-

gnition may proceed from the structure of

the word on the whole at the following

stages.

This approach to determination, of the

EPhoS makes possible to get a wide spect-

rum of the variants of segmentation depe-

nding on the choice of the corresponding

system of the indications. The use of la-’

rger number of indications naturally ena-

bles to get such class of the EPhoS which

is not so numerous but its elements con-

tain less information. If the number of

indications is smaller, a greater number

of the original EPhoS is segmentated,tho-

ugh they are more informative represent-

ing a larger fragment of the data. Besi-

des segmentation is more effective thank '

to the choice as segmentating fUnction of

the indications revealed at the first

stage of the process with a sufficient

stability.

There are some 3000 EPhoS in the Russian

Language. They are the result of segmen-

tation according to the signs of the sta-

tionary structure of the signal within a

given time-interval. For processing the

authors used: the frequency Russian dic-

tionaries, scientific vocabularies and .

articles, extracts from newspapers and

fiction. 0n the whole the texts comprised

20000 words. A special complex of algo-

rythms was developed and brought to the

‘programme realization to process the pri-

nted texts. The complex comprised the al-

gorythm of automatic transcribing, seg-

mentation, selecting the set of the EPhoS,

their statistic processing and coding.
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tive components of the EPhoS for the va-

rious groups of the texts are summed up.

The dynamics of appearing of the original

EPhoS (N ) depending on the capacity of
e h

the proceZsed texts (NW) is shown in Fig.

1 (dependence 1). Here are shown: depen-

dences of the accumulated frequence of

appearing Fa (curve 2) and the accumulat-

ed time of existence Ta (curve 3) of ori-

ginal EPhoS from the total number of the

EPhoS with regulated frequence (Ezeph ) :

they indicate uneveness of distribution

of informative stress of the EPhoS - the

m/Zw’Fa’Ta
I .

"21/0.8 —- 3

0.6

l

l

l

' /0.4 5 4

I

1

I

/
'az

or 0.2 M as mafif
Neph/zeph

Fig. 1. The dynamics of appearing (1).ac-
cumulating of frequence (2) and durati-
on (3) of the original EPhoS.

EPhoS, covering some 90% of the texts be-

ing analyzed and more than 80% of the du-

ration of their pronounciation. It is in-

teresting that the composition of the EP-

hoS is practically independent on the ana

lyzed texts, especially for the active

(the most frequent) EPhoS. It enables us-

ing one set of standard EPhoS or its main

part for automatic recognition of diffe-

rent concrete vocabularies. A special ty-

pe of the EPhoS is of some interest. It

was selected during the following experi-

ment: when a group of free texts was be-

ing analyzed it was supposed that the end

of the word did not limit the EPhoS. The

amount of the elements exceeded the PreVi'

ous figure of the quantitative contents

of the EPhoS on account of speech segme- ,

nts, appearing at the border of two words

but not appearing inside any word. This

class of the EPhoS named disjunctive EP'

peared to make 30% of their total number

and determined about 30% of the words

from the analyzed free texts. I.e. the

disjunctive EPhoS enable to formal speech

segmentating into words without draWing

54 Se 2.4.3

T a b 1 e the results of sence analysis for that

r The quantitative components of the EPhoS for different groups of texts purpose.

The problem-ori- The frequent vo- The frequent Various Texts and fre- The study °f the results °f statistical

The group entated vocabu- cabulary of sci- Russian texts quent RDSSian i f h EPh S d th di ri

of tet lary of SAPR entific lexics dictionary dictionary process ng o t e c an eir st -

The total num- 5 7913 16560 bution in words, especially for small vo-

her of the words 1001 2084 8 47 cabularies, enabled selecting a few main

The number of the -original EPhoS 730 1013 2070 1945 2845 types of the EPhoS such as. key (appea - P

ring in one word), forecasting (selecting Q2 "
‘ |

In the table the results on the quantita- mest active element, amounting 20% of the a group of words), specifying ( defines u

one from the group of selected words ),

disjunctive -- their characteristics ena—

ble achieving higher parametres of speech

recognition procedure.

A full set of the EPhoS containing some

3000 elements was formed as the result of

usage of phonetical system of 60 phone -

mes. However such number of the EPhoS ex-

cess. Let us name a sub-multitude of the

phonemes taken from their full set a pho-

neme group united by a stable indication

and build a dependence of the number of

the phoneme groups ( N
ph.gr

using a definite system of indications

) which we get

(curve 1 in Fig.2). Then let us examine

if it is possible to recognize a concrete

vocabulary with the help of different se-

ts of the EPhoS differing from each other

by the numbers of the phoneme groups used

for their identification. It turns out

( curve 2 in Fig. 2 ) that usage of 10-12

phoneme groups ( that is 12 - 20% of the

total number of the EPhoS ) ensures reco-

gnition of 80 - 90% of the words of the

given vocabulary ( vocabularies of 2000

0 Q2 04 as as I

Nph,gr./£Sph.gr.

Fig. 2. Dependence of the number of the

EPhoS (1) and the number of the reco-

gnized words (2) on the number of the

phoneme groups.

words were examined).

Analyzing of small vocabularies (60-250

words) used in the systems of various

functions shows that it is possible to

recognize 95 - 96% of the words of each

vocabulary using 30 - 50 EPhoS formed

on the basis of 10 or 12 phoneme groups.

The phonetic elements under analysis

can be used for speech recognition as

well as for speech synthesis. Moreover

it is possible to describe separate

words as well as continuous utterances.
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A SYLLABLE APPROACH TO THE SPEECH INFORMATICS

A.KNIPPER

Institute for the Problems of Information

Transmission Academy of Sciences

101447, Moscow, GSP-4, USSR

ABSTRACT
A problem devoted to trends of syllable

development for the usage in speech infor-
matic systems is under consideration. It
is noted that simple open CV syllables (C
is a consonant, V is a vowel) are the most
stable discrete phonetic units of contin-
uous speech with respect to the context ,
speaker variability and noise. Problems of
that type syllable classification and sta-
tistics for the Russian speech and their
relations with letter records of the speech
information are discussed. Some experi -
ments on compilation syllable synthesis of
the Russian speech of free contents and
on analysis of the speech signal using CV
fragments are briefed.

INTRODUCTION

The main problem of the speech informa-
tics is development of man-machine commu-
nication systems on the base continuous
speech. In that case speech communication
between a user and a system is ensured
with the best conditions. In continuous
speech recognition / understanding the mo-
st promising approach is representation of
the speech flow with the help of symbol se-
quences similar to the speech transcripti-
on with afterwards decoding at the word or
phrase lewel / 1, 2, 3 /. The main requi-
rment of that approach is transformation
of a continuous signal into a discrete se-
quence of speech elements, phonetically
stable to speaker variability, context ,
noise and other facts which influence the
speech signal features. I that case in the
process of speech recognition / understan-
ding system operation and its new vocabu-
lary trainin the conviniency for users
is ensured 4 /.

In the process of synthesis of any piece
of speech information an iverse problem is
solved, i.e. a letter sequence is transcri-
bed by phonetic symbols and then is trans-
formed into the corresponding acoustical
signal, and besides for comfortable usage
it is desirable to synthesise any voice
and any speaker sterotype according to a
user choice.

The choice of a phoneme as a phonetical
symbol for a speech communication system

is the most reasonable and convinient, as
it pennits relatively easily to pass to
the conventional letter representation of
any data, accessible and intelligible by
broad circles of users. However, numerous
researches on phonetics and speech infor-
matics show that there is no direct rela-
tionship between speech segments and pho-
nemes. The same sounds match speech seg-
ments with essentially different spectral
and temporal characteristics, that is de-
termined by context, positional and spea-
variability of the speech. Simple open CV
syllables have more stable characteristics
especially those that are cut off from
left and right from a transition line, na-
med CV fragments / 5, 5 /. It is consi-
dered that CV syllables are base speech
elements for Russian, Italian, Japanese
and other languages / 7, 8, 9, 10, 11, 12/
and is more widely used in different spe-
ech informatic system. In the following
sections it is shown that usage of CV syl-
lables as base units of Russian permits
to perform a rather distinct classifica-
tion of context depended pairs of sounds
and to choose the minimal alphabet of dis-
crete phonetic elements which describe
the continuous Speech.

BASE ELdMENTS OF THE RUSSIAN SPEECH

It is considered that open syllable
is a speech universal unit for the maJOri‘
ty of languages / a, 9 I. In the speech
informatics open syllables may be 615°
prefered, due to the fact that there is a
distinct transition from the correspOndin5
consonant to the vowel in the interval of
that open syllable that makes easier to
label the continuous speech visually and
with the help of technical means /5. 6.
13 /. The number of open syllables for
Russian is great, i.e. about 2500 / 14 /.
however any open syllables may be rePTe'
sented as a concatenation of the base CV
syllable and separate consonants and VO-
wels. Thus compound open syllables such 85
ccv, cccv, cvv may be expressed by 0+v
CCfCV, CV+V correspondingly those constru-
ctions the most stron coarticulation can
be observed in CV com inations / 8’ 1° /’
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that determines the necessity to examine
that speech element as a whole. In that
case CV syllables cover about 80% of any
text of the Russian speech. The stressed
and the first prestressed syllables with
stabile phonetic quality have frequency
occurrence in the text equal to 50% /6/.

For the needs of analysis and synthesis
it is useful to represent the base CV syl-
lables in the table form. In that table
consonants and vowels are written not in
the phonetic symbols, but in traditional

Table. Classification of the base elements of the Russian speech

Cosonants

Place of ar-
ticulation

Manner . L
of produc-
tion

Fricatives

I

2

3

4

5

6

7

8

9
Affricates

H
H

H
H

C
O

N
H

O

Plosives

H
H

H
H

H
m

Q
O

E
U

'I
I
D

-

Sonants

N
‘H

O
(.0
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Russian letters, that allows to transform
a written sequence of letter symbols in-
to the corresponding syllable one. Twenty
consonants are written in the vertical co-
lumn of the table according to the manner
of production, and in the horizontal rous
according to the plase of articulation (la-
bels L, D, A, P, V1,V, Lq and N correspond
to labial, dental, alveolar, palatal, voi-
celess, voiced, liquid and nasal consona-
nts J. Ten vowels are divided into two gro-
ups which form hard or soft variants of

Vowels

H 3 H E

4 5 6 '7

/// /// /// ///

/ X x

x /

/ /

/// /// \
\
\

X

se
\\

‘\\
\\

><

: X

._ {45 M M M
/

\
\
\
\
\
\
\

\
\
\
\
\
\
\
\
>

<
\

\
\

\



consonants in the base CV syllables. Diph-

thongs H,3 , m belong to the sgft vowel as

well. Vowels pairs A - fl ,0 - L ,Y - 9..
H — M .3 — B have similar properties in_

ranking according to their typical durati-

on and positional variability, however ,

they essentially differ in spectral and te-

mporal characteristics of the transition

segment of sounds. At the same time the

place of articulation of a consonant in-

fluence on the transition segment of a vo-

wel, therefore CV syllables including con-

sonants with the same place of articulati-

on have similary characteristics for the

initial part of each vowel. Consonants of

CV syllables have the colour of the follo-

wing wovel due to the effect of coarticu-

lation and that effect is more assoc1ated
with the place of articulation than the

manner of production of consonants. Thus
the characteristics of consonants and vo-
wels determinates their context ( allo-
phonic ) variability. The table is made
for the strssed syllables and besides in
the cells, which are formed at the inter-
section of consonant roWs and vowel colu-
mns, the rough frequency of occurence of
the base syllables from / 6, 14 / is gi-
ven. From 200 possible CV combinations of
Russian 25 are not used and 14 combinati-
ons occur vary seldom, those syllables
are labeled by X and /// in the table.
Seventy syllables corresponding to the
table empty cells are used more often and
cover about 50% any Russian speech and 91
syllables marked by / occur less frequet—
1y. Thus the common number of Russian ba-
se elements is relatively not great. For
unstressed CV syllables all consonants ha-
ve realisations with rather good phonetic

quality, and the number of vowels decrea-
ses up to three, including only sounds A ,

y and.“ / 8, 9 /. The duration of unstre-
ssed CV syllables shortens 1.5 or 2 times
as much as the duration of the stressed sy-
llables both at the expense of consonants
and vowels.

SYNTHESIS OF ANY SPEECH ON THE

BASE OF CV SYLLABLES

In the process of synthesis on the base
of CV syllables two aims were pursued fi-
rst, a practic one, to develop a speech
synthesator which could synthesize any Ru-
ssian text any speakers voice, including
a female one. The second aim was to make
clear if it is possible to synthesize a
speech signal perceived as qualitative con-
tinuous iformation, concatenated from a
minimal alphabet of discretely pronounced
speech elements. For that purpose a group
of speakers pronounced ( in according
with the table ) 175 syllables and 10 vo—
wels afterwards stored in the computer
"Eklipse - 330". For each CV syllable pla-
ace of transitions from consonants to va-
wels were marked using a graphic display

the following audition and correcti-

giththose data and syllable duration data

were recorded into the computer memory,

Unstressed, reduced syllables and separa-

te consonants can be formed due to shorts-

ning of vowel duration of any stressed CV

syllable. The perception of hardness or

softness of Russian consonants was achle.

ved due to the maximum vowel reduction of

any syllable. The effect of coarticulati-
on between cosonants in compound open syl-

lables was produced by concatenating syl-

lables reduced to mininuun, those syllables

having the same vowel as the base CV syl-

lable. Coarticulation in the words consi-

sted of concatenations of open syllables

with different vowels was simulated with

the help of addition of a short segmentof

the succeeding vowel to the end of the

preceeding one. The duration of that seg-

ment depended on the contrast F-picture

of the adjacent vowels and was increasing

proportionally to that contrast increase.

A more detailed description of CV syllab-

le compilation speech synthesis is given

in / 15, 16, 17 /. Algorithms and compmer
programmes of the syllable synthesis in-

cluding phonetic transcription of any Rus

sian text were developed by 1.0rlov /18/,

using the syllable interpretation of a le-

tter record in accordance with the tabla

Concatenation of speech elements into a

continuous piece of information was pro-

duced without any additional transforma-

tions exept the preliminary amplitude cmm

pression of the sygnal. The speech compi-

led of discretely pronounced syllables

sounded as continuous and rather natural-

1y with high percentage of word intelli-

gibility equal to 97 - 99%. That experi-
ment besides having practical significan-

ce proves that CV syllables are really
the base elements of the speech.

CV ANALYSIS OF CONTINUOUS SPEECH

The syllable analysis of continuous Speech
pursueing an aim of automatic transcript?
on of a speech signal is much more complr
cated than the problem of the speech syn-
thesis. Difficulties of the speech analy-
sis mainly depend on the variability of a
speech signal and were briefed in Intromr
ction. However, the choice of an aha1y515
unit is of great importance since in addi‘
tion the number and the type of the base
speech elements are determined and their
spectral and temporal characteristics be-
come preliminary known as Well. The con-
tinuous speech analysis as well as the
speech synthesis is reasonable to carry
out on the base of CV syllables. That a '
proach is discussed in details in / 5. 9
19, 20 /. That is why we brief here only
some conclusions.

1. The number of base CV syllables 63
well as in the speech synthesis is equal
to about 200. us

2. A current analysis of the continuo
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speech should be performed using fragments
with duration of about 100-120 ms, in that
case the dependence of spectral and tempo—
ral characteristics of CV syllables on the
context and the position decreases and be-
sides the analysed segment of a vowal sho-
uld be 20-25 ms longer than of consonant.
In addition to CV syllables it is necessa-
ry to extract separate consonants and vo-
wels which form compound open syllables as
CCV, CCCV, CVV etc. approximately at the
same time window as CV segments. Naturally
in that case very short sound~ wouldn't be
extracted, but their number in the Russian
continuous speech is insignificant / 6 /.

3. It is useful to perform linear time
normalisation of the CV fragment duration
dependent on the speech rate typical for
a definite speaker / 20 /.

4. A base problem in determination of
rules for fragment extraction from contin-
uous speech is parametrical representation
of a signal. A lot of experiments show
that the best speech representation is a
formant one using pitch synchronisation
/ 6, 19, 21 /.

CONCLUSION

The syllable approach has
spects for usage in speech informatics,
since it establishes sufficiently ade-
quate correlation betwaen physical
and phonetic properties of continuous
speech. However, that and higher levels
of speech processing are specific for
each national language and therefore
they should be thoroughly studied for
any language.

good pro-
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ABSTRACT

Auditory modeling is usually based on peripheral
physiological phenomena. It is found, however, that this basis
is not sufficient in all applications, e.g. in successful speech
recognition. Our opinion is that more important than‘the details
of periphery is to include higher-level functional processing in
the models. This paper describes an experimental system that
uses several spectral and temporal representations to create a
hierarchical description of speech. The front-end processing is
performed by an auditory model which is based on
psychoacoustical principles. Several temporal and spectral
representations are extracted from the resulting auditory spectra
and are viewed under multiple time resolutions to yield reliable
and flexible descriptions of the speech. Based on these spectral
and temporal resolutions prominent extrema are located and are
classified as objects called events. These objects are organized
mto event lists according to masking criteria and measures of
prominence.

INTRODUCTION

The usual basis for auditory modeling is peripheral
. physiological phenomena. Transmission-line or filter-bank

models are used for basilar membrane and neural models for the
next stage, e.g. [1], [2]. This may give a detailed picture of the
periphery but the models tend to become overly complicated and
then; is a certain lack of knowledge of how the higher levels
wor .
_ Another approach to auditory modeling is to apply
psychoacoustical theory and knowledge. Here we can
concentrate on wider functional properties of hearing that are not
always directly related to physiological details. Surprisingly few
models are explicitly based on psychoacoustics.

The limited success of auditory modeling in speech
recognition shows that an auditory front end does not necessarily
solve existing problems. We have to pick up the most essential
peripheral features and combine them with higher-level symbolic
processrng. With this approach we are immediately faced with
several problems, some of which we hope to solve by
formalisms proposed in this paper. There is not much hope tofind principles with evidence and support from concrete hearing
research. Instead we, have to use hypothetical models that could
be possible in the human auditory system.

The central problem for us appears to be in the
transformation from a continuous-time speech signal to a discrete
and symbolic representation without loosing any key
information. The traditional pattern matching and decision
process isolates the continuous and discrete domains in a way
that makes it very hard to pay attention to the most essential
features in a given context.

There are several concepts that we have found to be
important. Retaining redundancy with multiple feature
representation at each level of the auditory process and even
multiple resolution analysis of each feature is needed. This
presumes parallel processing to a large extent if such a system is
to be implemented in real-time. .

Other key concepts in our approach are events and event
stuctures. Instead of segments with time boundaries we analyze
events (time objects) with rich internal structures: time moment,
effective time span, type according to several criteria, amplitude
or prominence, link to a feature it is supported by, etc. The
list-like data structures consisting of events form the basis for
flexible representations that can be applied to rule-based
processing at several levels of auditory modeling. ‘

The prototype system to be presented in the next section
reflects our approach in a preliminary form. It should be
considered as a collection of examples to be developed towards I
future speech recognizer that includes all phases from a
peripheral auditory model to natural language processing.

SYSTEM DESCRIPTION

. The system contains many different levels of processing
ranging from auditory modeling of the speech input to symbol
and event processing. Figure 1 shows an overview of the
current and proposed system. The following sections explain
how the system functions.

Auditory Front End
The system obtains auditory information from a filter bank

that closely matches the human auditory system in terms of
sound PCYCCPUOH- The model [3] is based on the most important
features of peripheral hearing known from the theory of
PSyChpacoustics [4] and simulates the human's frequency
selectrvrty and sensitivity as well as its temporal and masking
properties. By the use of this model only relevant auditory '
spectral information is retained. Irrelevant information is
efficrently removed during the early stages reducing the
computation rate in later processing.

The auditory model is implemented as a filter bank and its
WED“! tsrepresented by a 48 element spectral vector for each
Point in time. The vector's elements indicate approximately the
amount of energy falling in 1 Bark (1 critical band) regions of “‘6
auditory Spectrum and are scaled in loudness [4]. Each channel
of the filter bank is separated by 0.5 Barks and this provides
adequate frequency resolution over the entire 24 Bark auditory
spectrum. A spectrum is calculated every 10 ms.
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Figure l. Signal-to-Symbol Speech Analysis System.

Multiple Representation Analysis

The loudness scaled auditory spectra are transformed into
several parallel representations which help to identify the
different speech features and events. These representations can
be separated into two major groups: the frequency domain, and
the time domain. These groups are described in the following
sections.

Frequency Domain Processing

The frequency resolution of the hearing system to
broadband signals is at best 1 Bark. For phonetic classification
of speech signals different studies have shown that this can vary
from 1 to 3.5 Barks. We can simulate this effect by bandpass
filtering the spectrum in the frequency domain to emphasize the
desired resolutions. This bandpass filtered spectrum
representation is called the formant spectrum. Adequate
resolution has been achieved for this system with both 1 and 2
Bark bandwidth filters. The basis for use of multiple resolutions
for a single representation is explained later on. The formant
spectrum can be used to identify the existence and locations of
formants and formant pairs. Formant lists are created by
searching for local maxima and indicate where likely formants
exist as well as what their amplitudes are but no attempt is made
to classify them. The Formant lists are used in an auditory
spectrogram display which is shown in figure 2.

Time Domain Processing

The other category of representations are based upon
information that the front end supplies in the time domain. One
such representation is total loudness and is calculated by
summing the elements of a loudness spectrum. Total loudness
as a function of time reveals the temporal energy structure of the
speech while being independent of the individual spectral
components.

3| 35 BB “”4 ms

Figure 2. Auditory Spectrogram of the Finnish word lyksil.

Stationarity is a representation that measures changes in
the spectra by comparing the similarity between neighbouring
spectra. Stationarity is calculated for time ti by first finding the

average spectra at time ti—j and at time t”j (average computed over
several spectra) and then summing the absolute difference 7
between these averages to yield a scalar measure of distance.
This representation is used to identify locations where‘spectral
changes occur and indicates most phonemic boundaries with
good reliability. Stationarity is sensitive to both spectral and
amplitude changes in speech.

Another representation used in the system is spectral
slope which indicates where the majority of the energy lies in
the spectrum. Four different representations of spectral slope are
used: global, formant l, formant 2, and formant 3 slope. Global
slope is a wideband locator of spectral energy while the
remaining three analyze the regions of the spectrum where each
formant is generally found. These functions are robust
indicators of certain features such as fricatives and plosives and
can also be used to detect spectral centers of gravity [5].

Time domain multiple representation analysis views the
speech signal with several different but parallel perspectives.
Figure 3 shows the responses of three representations to the
Finnish word /yksi/.

1......1ness f[I'M \ N/

J Li
Station—
arity

Global Slope ‘

W

241 356 470 585 700 815 929 1044 ms

Figure 3. Multiple Representational Analysis of the word lyksil.
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Multiple Resolution Analysis
_ To obtain a more flexible description of each frequency

and ume domain representation. all representations are analyzed
under several resolutions. This is performed by bandpass
filtering a representation with filters having different resolutions.
The impulse responses for some of these filters are shown infigure 4. For the frequency domain representation the loudness
spectrum is filtered with 1 and 2 Bark resolutions as was
mentioned earlier. In this case the filters are sealed in frequency.
In the time domain representations the filters are sealed in time,
and resolutions of the loudness, stationarity, and spectral slope
representations are calculated in a similar way. This method is
Similar to scale-space filtering [6] and is used to generate
qualitative descriptions of signals.

10.:

20-5

40-5

60-5

Kins

Figure 4. Impulse responses of some of the filters used in
Multiple Resolution Analysis.

Each resolution of a representation is defined as a
resolution source while the representation along with its
resolutions is defined as a resolution group, as indicated infigure 1. Speech analysis with multiple resolutions facilitates
determining event locations and their respective properties with
greater ease and accuracy than would be possible with the
original representations alone. The curves in figure 5 show the
response of the loudness resolution group to the word lyksil.
The multiple/parallel representations and their resolutions allow
for a reliable description to be created of the speech. New
resolution groups may be added to the system such as pitch
detectron and a voiced/unvoiwd indicator as is found necessary.

Event Detection and Analysis
The next phase of processing transforms a signal, in this

case a resolution source, into a discrete and symbolic
representation. The resolution groups are operated upon by
event detectors which find local extrema and zero—crossings,
depending upon which resolution group is being analyzed, and
yield symbols as their outputs. Symbols are more flexible to
manipulate during later stages of processing than signals since
partial classification has already taken place. These symbols may
contain information regarding their type, time, amplitude and
formant structure. The symbols are ordered chronologically and
are placed in a list for later processing.

The resolution group event manager is responsible for
analyzrng a resolution group and finding the most prominent
areas of interest. One measure of prominence is determined by
searching for the event with the largest absolute amplitude. It
uses as its input the lists of symbols presented to it by the event
detector. The resolution group event manager operates on these
lists to produce a single list called the resolution group event list
that contains the most significant events from a representation.

Loudness

320

241 356 470 585 700 815 929 1044 ms

Figure 5. Multiple Resolution Analysis of the Loudness
Representation for the word lyksil. Solid lines
indicate events, dashed lines indicate related events.

To avoid multiple entries of the same event in the list, all related
events from different resolutions are marked as belonging to the
most prominent event. Figure 5 also shows the events (solid
lines) found for the multiple resolution loudness representation
as well as the related events (dashed lines). Another measure of
prominence that could be used is to choose the event with
maximum span over the sigma axis when using scale-space
filtering techniques [6] to yield a top-level descriptor.

An integrated description of the speech is constructed by
the gobal event manager and it considers all the resolution group
event lists created by the resolution group event managers and
builds a global event list that contains the most prominent events.

The final set of symbols created by the global event
manager have been proposed to be used as a primary
representation of the speech in a rule-based recognition system
These symbols would describe speech in similar terms as a
human would when reading a spectrogram or by listening to
speech. The rule—based system would analyze these symbols
until enough evidence existed to fully support a hypothesis for
final classification. By deferring classification to this final stage!diverse sources of information may be viewed in a global
perspective making high rates of recognition possible.

IMPLEMENTATION

The preliminary version of the model is currently imPk'mented on a two processor system. The auditory mOdelfilterbank rs realized on a TMS 320 signal processor and the
remainder on an Apple Macintosh. The Macintosh is the host for
the TMS and executes NEON which is an object oriented lan- .
guage [7]. NEON is a hybrid Ian a c with man of its features
derived from Forth and Smalltallrg_u'l‘1$1e next exterided version of
the program rsiberng currently implemented on a Symbolics 3670
Iasp Machine including a small-scale speech recognition system.

To efficiently represent and manipulate the different
resolutions, representations and symbols, object oriented
programming methods are used. Object orientation is a powfl'fuldata and knowledge representation principle since knowledgeregarding the Objcct is contained within the object itself “l“?exhrbrtrng object-centered control [81,[9]. Objects can communi-cate With each other by message passing methods. ThCY “15°belong to classes and can inherit properties from other classes-Thrs approach allows for building rule and frame-based systems-
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Since each representation's analysis can be processed

independantly, parallel-processrng of the representations,
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PERCEPTION AND MEASUREMENT OF DISTORTION

IN SPEECH SIGNALS — AN AUDITORY MODELLING APPROACH

Seppo Belle Matti Karjalainen

Helsinki University of Technology

ABSTRACT
The'paueption ofnonlineer distortion in speech signals was
Studied. Subjective listening tests were carried out using
finmshgtecchsormdsasmnzeriai. Amwmfionalmdel
upsuedtoobcainzuditrxygrec’nfrmntheundismedand
ésttxtedmmmespecnaldifi’ereneewascmnparedto
snorecuvemdqaaiiryesahanm.

Oursnxiiesshnedtbeso—mliedZ-dBdeviationmletobea
useful'naeasmp for the just noticeable level of nonlinear
distortion. Thrsruleimpiiesthatifmechangesinauditoty
spectrunexceedZdB,thedi§eremebetueeatheorigiualand
WMmbepaceised. Thisresultalsoverifiesthe
applicability of the psychoacoustic approach to distortion

basedonanauditrxyMelhasalsobeenmtned.

INTRODUCTION
The work with auditory models has been active in our
labcrattxysrncel98l/ll-l4l. Oneaimofthereseardtbasbeen
apsycboacortsocalmodelirrritaringthehumanhearingpmcess.
Amazhemancalmodelthatperformsthisisnotaphysical
snarlancaroftlxhemngsym lamiitmunptstoimitate
thefuncnonalpmperuesofsubjecuveperceptionoftbesound.
nomnerwhathndofphysmlmthereexist. This is
ourapptoachtoanchtu'ymodelling.

Auditory models can help us,- for example. to create better
measuring techniques of nonhnar distortion. Conventional
techniques, like harmonic distortion measurement, don't take
tnto account how we actually perceive the distortion. This
rmght leadto incorrect results and not to what we want — the
smmdqualrtymtemisofpaceiveddistrnion. Iftheimportant
mesoftbeandrtorysystemarebuiltintomemsmement
method, results can be improved.

Application areas include speech recognition and speech
analysrs _for phonetic speech research. These auditory models
canprovrdesrxnenewmsrghtstohowweperceivespeech.

Someirrrportantpbenomaofthehmnanaudttory‘ temthat
shoaldbehrplementedinaudituynnielsare: sys

chequencyselecfivityofaboutlBarkandmasfingeffectin
fiequencydanatnkxcnanonsneadingfunction).

- Frequency sensitivity of the human ear according to the
loudness curves (60 dB-level, e.g.).

Acousticslab..0taltaari5A.Espoo
Finland

- Temporal integration; time response of any 1 Bark channel
should be its power lowpassfiltered by a time constant of
100-200 ms.

- Temporal masking; pre-and postmasking effects.

FILTERBANK MODEL

The filterbank principle is well suited to auditory spectrum
analysis because the human auditory system — basilar
membrane and hair cells — also consists of a multi-channel
analyzer [6/. The bandwidth of the overlapping channels is
about one critical band or one Bark. Instead of thousands of
hair cells it is enough to have 1-4 channels per one Bark in a
computational model. This means 24-96 channels covering the
24 Bark audio range. With 0.5 Bark spacing our modelhas 48
channels, which seems to be a practical compromise between
good resolution of spectral representation and low amount of .
computation.

Each channel consists of _ a bandpass filter, a square-law
rectifier, a fast hnear and a slower nonlinear lowpass filter. and
a dB-scalmg stage (fig.l).

base level

Fis 1. One channel of the 48-chaune1filterbank uredfor
auditory spectrum co urati . = to tion.log = dB-scaling. nfig on x2 square law dc c

Bandpass filters with 0.5 Bark spacing and a little more than 1 'Bark bandwidth give the desired frequen selectivity to 111°model. Each bandpass is a 256-order Farmer designed '0have a frequency response which is the minor image 0f d“:spreading function 800 given by Schroder et al /5/.

Not only frequency selectivity but also uen res “5‘(sensmvity) of the ear must be built into mfiltecrbankrn°
srtnple way we used is to let the relative gains of the channels
Vary accordin to m -

(GO-dB level). g e “Wm 0f ‘hc equal loudness curve

The rectification effect in hair cells of the inner ear is primarily
of half-way type. Our model did not have a half-wave rectifier,
because a square-law element was included. We found out that
in auditory spectrum analysis of speech this makes no
remarkable difference. A constant level is added after the
rectification to simulate the threshold of hearing.

The remaining two filters are for smoothing the outputs of the
selective channels. The faster one is a first-order low-pass with
time constant of about 3 ms. Its role is not important here. The
second one is more fundamental. Its purpose is to implement
many effects: temporal integration as well as pre- and
postmasking.

Temporal integration is realized by linear first-order filtering
(time constant about 100 ms) applied to the output of square-law
rectification. Premasking is not a very important and critical
phenomenon, and this simple solution was quite sufficient.

Postmasking was more difficult to be implemented. A linear
lowpass filter with a 100 ms time constant gives an overall
masking that is several times too long. To make a better match
we used nonlinear (logarithmically linear) behaviour of the filter
for masking situations /3/.

PERCEPTION THRESHOLD OF NONLINEAR
DISTORTION

One of the most useful rules of the psychoacoustic theory is the
2-dB rule of just perceivable difference. This means that any
variation in a sound, resulting at least in about 2 dB level
change in any Bark channel, will be noticeable in subjective
listening tests. The hypothesis was tested by distorting three
Finnish speech sounds /a/, /i/ and /s/ with three nonlinear
distortions (square-law, crossover and clipping). Duration of

the distorted sound was the third variable. Three persons were
asked to find the just noticeable levels of distortions (JND).
The test was made by direct comparison of distorted and
undistorted signals from a loudspeaker in an anechoic chamber.
The corresponding maximal distances in auditory spectra were
then computed. The results are shown in fig. 2.

It was found that the types of distortion and speech sound have
no essential effect on the auditory spectrum distance of
JND-threshold. Duration also has only a minor effect. The
2—dB rule is valid or, more exactly, distortion is just perceivable
when the maximum value of auditory spectrum distance is about
1.5 - 2.5 dB (undistorted reference was available to the
listener).

dB
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2 5 10 20 50 100 200 500

Fig. 2. Auditory spectrum distances corresponding to the
IND-thresholds of difl'erent distortions applied to three speech
sounds (see text) as afunction ofdistortion duration.
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An interesting detail is that the the temporal integration .must
really be present in the model. This also means that if the
duration of distortion is less than 100 ms, the physical level of . -
distortion must be higher for short durations to get the same
threshold of perception.

In another experiment we found that the perception threshold of
distortion without pure reference correponds to 1.5 - 13 dB
distances depending on types of distortion and speech sound.
We can conclude that if the distance is less than 1.5 dB, the

distortion is practically never perceivable.

SUBJECTIVE DISTORTION EVALUATION VS.
AUDITORY SPECTRUM DEVIATION

Another series of experiments was carried out later to investigate
further the correlation between maximum auditory spectrum
distance and subjective distortion evaluations, this time
especially for higher than JND levels. Test sounds were
Finnish vowels /a/. /i/ and /u/ spoken by two male speakers.
Test samples were about 200 ms long and they were distorted
artificially with four types of distortions: zerocrossing,
clipping, square—law and angle distortions ( angle distortion: a
piecewise linear input-output relation having an angle
discontinuity at the origin ). In each test, one of the test vowels
was played to the listeners with different distortions in a random
order. A test series contained 6 - 8 distortion levels for each
distortion type plus clean signals. The undistorted reference
could be listened to before the series, but not between the test
signals. Each test signal could be repeated as many times as
required before making the evaluation using a scale from 0 to
10. Definitions for the values on the scale were:

No audible distortion.
The listener supposes to have heard something like
distortion but is not sure.
Distortion is on the just noticeable threshold.
Distortion is always perceived when concentrating on
listening.
Distortion can be heard easily as "soft" distortion.
Distortion is not "soft" anymore, but not yet disturbing.
Distortion is now disturbing.
Listener feels some uncomfort because of distortion but the
sound is still easily recognized
Distortion is increased to the level where some problems of
correct recognition exist.
Recognition of sounds is like guessing.

10 Recognition of the sounds is impossible.
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There were three test subjects, all of which listened to each
series five times. Figures 3 - 5 show the results from three
vowels (/a/, /i/ and /u/) of one speaker. The figures present
subjective evaluations of distortion as a function of maximal
auditory spectrum distance over time and full 24 Bark range.
On the y—axis is the evaluation scale that was used in the test.
(Presented are only three of the six test sounds, but the results
from the other speaker's sounds were roughly of the same

WPQ)

The plots show immediately that the vowel /i/ is the most
sensitive of the sounds: that is, distortion is easiest to detect.
The other sounds /a/ and /u/ are less sensitive to distortion.

From the plots it is seen that the vowel frl exhibits the least
variation between the four types of distortion while In] exhibits
the most. If we look at fig. 5, we see that for the vowel /u/ the
spectral difference corresponding to the "disturbing threshold"
(value 6) is over 20 dB for square-law distortion, but only about
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10 dB for crossover distortion. For the other speaker’s lul.
however, the characteristics of the four distortion type cunts

were different (variations were again large, but the order was

diffa'eml.

la

I in I ts ' 50'
O

zerocroes draping square-law angle

Fig. 3. Subjeea've distortion evaluation vs. maximal auditory

spectral deviation. Vowel: I a I. Averagefrom 15 evaluaaon:

far emIIpoint.

lo

5

.l

0L‘-:::.‘:::.‘-:-J:::-:A : -

5 lo ‘5 20 25 dB

at o u A
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F'g. 4. Subjective distortion evolution vs. maximal auditory
spectral deviation. Vowel: I t' I. Averagefrom 15 evaluation
forcallpaint.

IO

s ' ‘10. '15 20 25 ca

zerocross cfpping square-law angle

Fig. 5. Subjective distortion evaluation vs. maximal auditory
spectral deviation. Vowel: I I I. Averagefrom 15 evaluations
for eachpoint.

Considering the results we can say that although the “dim
m method is good at 150 threshold. it has only

rmderanely good correlation to subjective distortion evaluation at
higher distortion levels. Therefore the method needs furthq
refinements Possible ways of doing this are: (l) to define a
betterdistortion measure than maximal spectral deviation, m

(2) to improve the auditory model itself.

Improving the distortion measure .
Some poss'ble ways of changing the distortion measure are:

- Frequency weighting. The current measure handles all the 48
channels in the model equally. but it could be advantageous
to give more weight to the highest channels, since high-
frequency components are usually more disurrbing than lower
ones.

0 Area and level weighting. The distortion measure could be
made a function of the geometrical area of the spectral
deviation. which would give a measure related to the total
smart of distortion.

Changing the auditory model
On model does not take into account what happens inside one
pitch period of speech sound but rather only the long-term
perception phenomena are considered. However. it is known
thatthetcmpaalfinestrucnrreofsoundhassomeeffectonthe
perception. lfthe time constants of the model were shortened
so that the the some of the signal would have an effect on
the auditory spectra, this could give some extra information
about the signal. In the case of distortion perception this
information could be important: for example, if one distortion
mechanism distorts only the peaks of the signal (say, clipping),
it may have a different subjective effect than another type which
has more effect on the low-level parts (crossover). '

AUDITORY MODELLING APPROACH IN
DISTORTION MEASUREMENT

Since the 2-dB rule is found to correlate well with distortion
perception threshold. the auditory spectnnn analysis can be
used to measure distortion in audio and speech transmission
equipment. This method enables the use of actual speech (0!
other sounds) as measurement signals. The results correspond

WOW _ _ Military
spectrumanalysis

l @(_ J

Spedral dewat' ion

(distortion rrteasure)

Fig. 6. _BIock diagram ofauditorydam measurement 3!
subtraatng the unitary sperm ofthe original tea signalfto'”
the distorted signal we obtain the auditory sp’ecrral deviation:
from which the distortion measure can be derived.

66 Se 3.2.3

to subjective sound quality better than results obtained with

traditional metltods like total harmonic distortion measurement.

We have realined an auditory model based measuring system.
The auditory model is implemented in a Texas Instruments TMS
32010 signal processor. An Apple Macintosh personal computer
is used for system control and user interface, and a slightly
modified Sony PCM—Fl pulse code modulator acts as the DA-
and AD-converter. Figure 6 presents the nonlinear distortion
measurement principle as a block diagram. Our system can
handle the entire audio range (20Hz - 20 kHz) with a dynamic
range of over 90 dB. The Posts and Telecommunications of
Finland is testing the applicability of the method in telephone
equipment measurements.

CONCLUSIONS

The auditory models have proven to be a useful means of

determining perceived nonlinear distortion in speech._ Already

the relatively simple method of maximal spectral devration is a

good measure for the JND threshold (2-dB rule). More severe

distortion levels need a more sophisticated measure. Practical

applications of auditory methods are under development _-

possible areas are the evaluation of telephones and audio

equipment as well as research systems for phonetic scrence.
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A MODEL FOR THE PHONETIC MENTAL REPRESENTATION OF HORDS

WALTER F. SENDLMEIER

Max—Planck-Institut fUr Psycholinguistik
Nijmegen, The Netherlands

ABSTRACT

Seven psychological models of word recognition are
analysed as to their explicit and implicit assump-
tions on the phonetic mental representation of
words, and are then considered in the light of ex-
perimental results concerning the concept of the
primary perceptual unit and findings from first
language acquisition research. 0n the basis of these
considerations a model for the phonetic mental re-
presentation of words is proposed which assumes
Simultaneous representation of differently sized
units in the form of prototypes. The implications of
this dmodel for models of word recognition are dis-
cusse .

INTRODUCTION
Hardly any of the leading word recognition models
contains explicit information on the phonetic mental
representation of words. This may be seen as a seri-
ous. drawback of these models considering that (pho-
netic) mental representation may not only be regard-
ed as a result of the perception process, but that
it functions at the same time as a monitor for per-
ception. Almost all models, however, make more or
less clear statements on primary perceptual units to
which - at least implicitly — the status of mental
representation is ascribed.
- Klatt /1/ assumes in his 'LAFS' (lexical—access-
from-spectra) model that the listener is able to
distinguish words directly by spectral analysis of
the speech signal without having to segment it into
smaller units. However, he also assumes that words
have an internal structure which can best be de-
scribed by units of diphone size. An important part
of the word recognition process according to Klatt's
model is the recognition of the internal diphone
structure of a word by a listener. In this model
words must thus be mentally represented as diphone
sequences in the listener.
- In describing his 'logogen model' Morton /2/ gives
the impression that he does not regard any segmenta-
tion within word boundaries necessary for the recog-
nition process. Words are held to be represented as
holistic entities.
- In the 'cohort model' /3/ it is assumed that words
are represented as sequences of discrete units in
the listener. The size of these units equals approx-
imately that of single sounds, although statements
on .the linguistic status of the units and thus on
their degree of abstractness (phoneme, allophone or

phone) are avoided.
- Forster /4/ was the first to include specifica-
tions on the phonetic mental representation of
words in his 'search model'. This model is basedon
the assumption that words in the lexicon are repre-
sented as sequences of phonological segements (pho-
nemes).
- Pisoni, Nusbaum, Luce and Slowiaczek /5/ also make
explicit statements on the mental representation of
words in their 'phonetic refinement theory'. They
believe that words are represented in the mentu
leXicon as sequences of discrete phonetic segments
equalling single sounds which are defined in a muL
ti-dimensional space /6/.
- Elman. and McClelland /7/ assume that there are
procesSing units of different sizes on different
levels. These processing units are acoustic phonetk
features, phonemes (allophones) and words. Even
though Elman and McClelland assume interactions be-
tween these different units during the word recognb
tion process, on closer examination of their 'trace
model' these units appear to be hierarchically or-
ganized. Thus the question remains, whether the
different units are simultaneously present in the
sense of a mental representation or whether they
have to be deduced one from another in a given se-
quence.
- Grosyean and Gee /8/ distinguish between units of
DFOCESSlng- and units of representation, but only
make specific statements on the former. In their
View, units of processing are the stressed syllable
and the phonological word consisting of a stressed
syllable and a number of unstressed syllables linked
with the stressed syllable. Unfortunaltely, Groslean
and Gee do not specify how these units are related
to potential units of mental representation. Consid-
ering. the importance the authors ascribe to the
function of prosodic features in the word recogni-
tion process. it seems feasible to deduce that they
do not tend to assume that words are phonetically

Efifififisented 1” form 0f sequences of discrete single
5.

PRIMARY PERCEPTUAL UNITS

As mentioned above, the problem of phonetic mental
representation of words is closely linked with the
question of the basic (natural) units of speech per-
ception._ When, in the early fifties, experimental
DhOhetlans and psychologists started to investi-
gate the relation between the linguistic unit and
Its processmg by the human listener, they were
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guided by the concept of minimal pairs and the ensu-
ing distinctive feature theory developed by phonolo—

gists. Thus they focussed on the smallest isolated
and reduced units - presented in form of synthesyzed
signals to listeners in the laboratory who were
asked to identify and discriminate them. Notwith-
standing the valuable results obtained by such stu-
dies, one should be aware of the fact that the
experiments were based on artificial acoustic pheno-
mena which were as far distant as possible from
their natural manifestations.
In criticizing the assumption of distinctive fea-
tures as being psychologically real, in the begin-

ning of the seventies an explicit discussion on the
nature of the primary perceptual unit began. It was
believed that in reaction time experiments, espe-
cially by target monitoring tasks, one could deter-

mine linguistic, taxonomically structured units

according to their relevance as units in the speech

perception process. One of the important results of
these experiments is that the reaction times for

short sentences, words, syllables and sounds are the

same, if the search list consists of units of the
same size as the target unit /9, 10, 11/. On the
condition that reaction time experiments are an

adequate means to reveal information on the primary
perceptual unit, it can be deduced that units of
different sizes may serve as primary perceptual
units. In spite of such results a number of authors

' still argue for certain units to be the exclusive
representatives of primary perception and try to
prqve their hypotheses by experimental studies /12,
13 .

RESULTS FROM FIRST LANGUAGE ACQUISITION RESEARCH

Another possibility of gaining insight into the pho-

‘netic mental representation of words lies in looking
at the early stages of the child‘s language acquisi-
tion process. In first language acquisition research
it has become quite an unquestioned fact that the
child learns a word as bearing meaning corresponding
to a certain object or class of objects. It seems

plausible to assume that in this learning process

the phonetic characteristics are globally perceived;
in other words, the child learns the word 'ball',
for example, as a phonetic unit and not as a combi-

nation of the single sounds /b/+/o:/+/l/ or even as
a matrix of 3x9 distinctive features.
Empirical results support this view: For example,

Bruce /14/ found in investigations with 5- to 7 1/2-

year-old children that during this stage in develop-

ment holistic processing of words changes to more

analytic processing. Liberman, Shankweiler, Fischer

and Carter /15/ carried out experiments with 4- and

5-year-olds and found that these children could

segment words much more easily into syllables than

into single sounds. In using rhyming tests Magnus-

son, Naucler and derpalm /16/ found that preschool

children were not able to give metalinguistic judg-

ments on the basis of the phonetic-phonological

structure of the words they heard. School children,

however, were well able to do this, which may be

accounted for by their ability to read and write.

These findings, among others, point to the fact

that at first the child perceives words phonetically

in a global, non-analytic manner.

The prerequisites of a more analytic way of perceiv-

ing speech elements, in other words, the insight

into the existence of certain recurring features, is

only possible on the grounds of a substantial voca-

bulary. The possibility that an analytic recognition

of words may occur in a more advanced stage in the

process of cognitive development and that it may be

furthered by special training is not questioned. But

such perception of speech which analyses different

speech signals within word boundaries may only fol-

low global perception in the developmental sequence,

and it cannot extinguish the earlier developed glo-

bal way of perception.

To summarize, in this approach it is assumed that

the child begins by recognizing words as global

units. More analytic ways of speech perception may

be used in later stages of language acquisition with

interindividually varying degrees.

A MODEL OF THE MENTAL PHONETIC REPRESENTATION

These considerations lead to the following model of

phonetic mental representation. The grown-up speak-

er/listener has stored a variety of mental represen-

tations on the phonetic level, the most important

being: words, syllables, single sounds and phonetic

features. Figure 1 illustrates the outlines of the

model.
It should be noted that the different units are not

localised on different levels of representation, but

that they are different kinds of representation

within one level,, i.e. the phonetic level. These

different kinds of representation are simultaneously

words

syflabbs
/’

-’ _____.__.._._.—— singlesounds

‘xc

speech signal
——'———-——————

2: phonetic

—— features

Fig. 1 : Different kinds of mental representation of words on the phonetic level which are

' simultaneously at the disposal of the listener; the listener focusses that kind

of representation first which seems most efficient for word recognition.
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at the disposal of the listener/speaker once he has

established them. From which kind of representation

the listener primarily takes the relevant informa-
tion for solving a perception task is determined.
for example. by the type of task, the context of
perception. the speed and/or the complexity of the

incoming stimuli etc.. Besides. it seems to make

sense to assume that the perceptual activities of a

listener vary not only with varying tasks, but that
he may also interchangeably focus on different kinds
of representation while solving one particular task.
for example by recognizing a phrase or a sentence.
Thus a listener can switch to single sounds or even
phonetic features when discriminating difficult
words such as proper names or words of a foreign
hahguage. and then he can switch back to words

a er.
Such a type of model in which a simultaneous repre-
sentation of stimuli within different systems of
Similarity and contexts is postulated. is success-
fully being used in other psychological fields. as
for example in the cognitive psychological research
on problem solving; it has amply been shown that the
flexibility in problem solving is based on the abi-
lity to change perspective /17/.
Since different listeners make different experiences
in their perceptual surroundings. the degree of
their ability to differentiate. i.e. the number of
types of representation of a given word they have at
their disposal. may differ from one individual to
another._ This is why the kind of representation on
which listeners rely in a successful recognition
process may also vary according to properties of the
listeners themselves. For example. the knowledge of
a phonetically oriented writing system (such as is
acired when learning to read and write an alphabe-
tical writing-system) may lead to a more differen-
tiated organization of the mental representation of
words. Morais, Cary. Alegria and Bertelson [18/
could in fact show that adult illiterates had much
more difficulties in solving certain linguistic
tasks involving detailed phonetic analyses than
literate adults. Hhat Morais et al. showed for
speakers of Portugese. Sendlmeier /19/ could confirm
also for native speakers of German. Hithin the scope
of _the introduced model these results may be ex-
plained in such a way that the adult illiterates
have no concept of the single sound the way liter-
ates have. This. however. should not lead to the
miSinterpretation that the one group could listen
better than the other. As a matter of fact. illite-
rates are just as able as literates to distinguish
minimal phonetic differences in discrimination
tasks.. which. however. gives no clue as to the
primarily focussed type of representation in the
process of word recognition.
Closely related to the question in which size the
phonetic perceptual units are represented is the
problem of how these representations are present.
Here Hertheimer's concept of ‘ideal types' /20/ or
Rosch's related concept of 'prototypes‘ /21/ seem to
hei adequate alternatives to abstract feature ma-
r ces.

The representation in form of protot es is s -
lated for all kinds of representationygf the 3303:-
tic level in the model. It seems plausible to assume
that a listener generates a prototype from all the
ever heard representatives of a category in the

sense of a statistical mean during the course of
language acquisition. If one supposes that phonetn .

units of different sizes (up to words) are represmh
ted analogously in form of typical prototypes, but
not in the sense of a first degree isomorphy, this
implies an enormous capacity of the long term 1m“.
ory. Objections by scientists who by referring to.
up to now uncertain - principles of economy argue
against such a supposition of storage-consuming
representation can be rejected in view of an almost
unlimited capacity of the human brain /22/. The
material basis of an analogous representation in
form of prototypes may be seen in neurophysiological
correlates of spectral patterns. since it may be
taken for certain that the incoming soundwave is
subjected to a frequency analysis by the peripheral
hearing system.

CONSEQUENCES FOR HORD RECOGNITION MODELS

The presented model of mental representation con-
tains a number of constraints on the process of word
recognition. This is due to the fact that structure
and process mutually depend on each other. It is up
to word recognition models to delineate the rules
and mechanisms that characterize the different types
of. strategies in speech perception. However. in
daing so the following facts should not be ignored:
- Hord stress patterns are normally used in word
retrieval; words seem to be organized in the lexicon
according to stress contours /23. 24, 25/.
- Lingu1$tic differences can cause listeners with
different languages to develop different perceptual
strategies /26/.
- Configurational (prosodic) features of words often
hinder the listener from focussing on single sounds
in recognizing words /27/.
- Unstressed function words usually are recognized
some time after their off-set. in most cases only
after taking into account the following stressed
syllable /8/.
- The size of the phonetic units used by listeners
varies with the complexity of the words in similari-
ty judgments l28/.
- The size of the primary perceptual unit varies
with the size of the respective context /29/.
Hord recognition models which assume only one kind
of primary perceptual unit - phonetic features.
Single sounds. syllables or words - are confronted
with_ a number of problems when trying to explain
findings like the ones listed above. it seems that
only such models will be of lasting importance which
start from the assumption that the listener has ac-
tive control over the process of auditory word re—
cognition and that he can focus at will on any ki“d
of representation that seems useful for successful
word recognition.
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ABSTRACT

The hypothesis tested in this research is
that certain linguistic characteristics
have a material influence on speech per-
ception. A statistical model based on
analysis of variance in perceptual data
is proposed, where significant factors are
assumed to be the perception cues and
their levels to be decision making units.
The investigation of the model has enabl-
ed us to elucidate a number of psycholin-
guistic features of the speech perception
process, the typological properties of a
given language as well as some characte-
ristics of perceptive ability development
in both native language acquisition and
second-language learning.

HYPOTHESIS, METHODS, MATERIAL

In the present work the perception ofcar-
dinal psycholinguistic units, i.e., syl-
lables, words, sentences and texts, was
studied. Listening to speech stimuli was
chosen as an experimental procedure,since
it seems to be a perceptual activity that
is mainly dependent on the processing of
sound sequences and is not closely relat-
ed to the higher levels of speech compre—
hension. A group of 7-10 subjects was ask-
ed to listen to sets of speech stimuli
presented against the background of some
distortion and to write them down. The
texts were presented several times, while
other stimuli only once. Different kinds
of distortions or their combinations were
used: a) objective distortions ( white
noise, distant reception synthetic speech
stimuli, accented speech , and b) subjec-
tive (poor hearing, poor knowledge of the
language, aphasia . The quantitative as-
pect of distortion namely, the signal/
noise ratio (S/N), the degree of hearing
loss, the level of performance in the se-
cond language, etc. was also varied.
Each speech segment can be described on
the basis of its correct perception fre-
quency. Besides, one may obtain a number
of ratings for various linguistic featu-
res. For example, the word "ruka" (hand)
is a noun (a evel of the factor Parts of

Speech), with the hi ‘est possible fremk
enc of occurrence a level of factor

, containing the stressed."a ".bisyl-F
o .

latic, etc. Correct recognition of the
word "ruka" is assumed to be determined
by these factors, or more precisely, by
their levels. Hence, it is quite natural
to use analysis of variance to discover
the significant linguistic features (fac-
tors) and to establish a hierarchy among
them. Results of this analysis have yiel-
ded a statistical descriptive model of
speech segment perception.
Let us consider a fragment of such a mo-
del, giving the correlation ratio 9}
of some factors in word recognition: 1 -
against the background of white noise at
S N = -6dB; 2 a,b - in hard of hearing
adults with different degrees of hearing
loss; 3 - for German students who percei-
ved Russian words in white noise at S/N =
= -2dB. The significant factors are un-
derlined (see the Table).

Experiments

Factors 2a 2b 3

Stressed Vowel 0.052 0.020 0.020 0006
Voiced/Voiceless 010w 07007 0.002 0.005
Soft/hard 0.017 0.01 0.004 .
lengfiiin Syllsbles 07073 . 0.006 001
Parts of Speech 9,9 8 QZQZQ 0.020
Fob 0.02 0.003 0.002 .

Table

.3

For correct use of analysis of variance»
the factors being investigated in the ex-
perimental material should be orthogonal:

-In most cases balanced articulatory tab-
les Were-used /2/.
Our conclusions are based on the anal-YBis
of about 50 experiments, giving BPPr°Xi‘
mately 70,000 responses.These experiments
were conducted, in part, in collaboration
with my collegues. The study of the mO‘
dels obtained has made it possible to
discuss three groups of problems.
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I. THE PSYCHOLINGUISTIC FACTORS IN SPEECH
PERCEPTION

A. Isomo hism of Models for S eech Unit

2£§£E§£;%EE§{ Difzerent Ein istic E -
ve s n u hazy L s en ng es s.

This is confirmed, first, by the fact

that the models for speech unit percepti-

on at all linguistic levels are shown to

be analogous, and, secondly,the same fac-

tors hold for units of different levels.

For example, the factors. Stressed Vowel

and some Distinctive features of conso-

nants are significant for both syllable

and word recognition.Thus, a certain iso-

morphism of linguistic levels in the pro-

cess of listening may be postulated. It

should be noted that the obtained factors

act simultaneously in every instance and

no "input" can be found into a set of

this type.

B. Similarit in Mechanisms of Perce tion

‘Irrespective of tie Distortion Effie.

Each type of distortion is characterized

by an individual set of factors or a hie-

rarchy of these factors. There are, how-

ever, factors which turn out to be signi-

ficant in the majority of cases. Among

them we find the following: relative fre-

quency of occurrence and length in syl-

lables for words, the stressed vowel,

parts of Speech. To conclude, it should

be mentioned that there is an evident si—

milarity in the mechanisms of speech per-

ception under different conditionstf dis-

tortion, which not only Justifies the ac-

cepted approach towards speech pathology,

insufficient knowledge of the language

and noise as a distortion, no matter what

its nature may be, but also helps to un-

derstand every single case on the basis

of distortions of other types.

0. Differences in Mechanism De endin on

the Degree of Distortion.

When the type of distortion is constant

but the degree is altered not only common

but specific factors as well are revealed

besides, their ranks may vary.For example

F b of speech units (syllables or words)

18 found to be one of the most important
factors in poor reception conditions and

to decrease in significance as the recep-
tion conditions improve. The factor Parts

of Speech is insignificant under poor re-

ception conditions whereas under superior

conditions it becomes a factor of great var

lue. Thus, it can be said that the analy-
sis revealed both common and specific fea-
tures. The first of these two findings,

i.e. the existence of common features,was
not unexpected. The second one, on the

other hand, is difficult to predict and,

therefore, is mostly ignored by resear-

chers. In order to sum up the results of
this section and of the preceding one, let

us underline that the common features_ in

mechanisms of perception are at work 3 in

all types of distortion, whereas specific

features depend on the degree of distorti-

on.

D. An Extension of Jakobson's Re ession

Expotfiesis.

Let us now look at the data from a diffe-

rent angle. R. Jakobson proposed a hypo-

thesis according to which aphasic speech

disorders mirror the process of language

acquisition in children. The data on the

factor levels indicate the following: vo-

vels are better recognized than conscnanta

/a/ is much more easily recognized than
It; choreic words are easier than iambic
ones; nominative case is better perceived

than other cases; the direct object is

superior to the indirect object in the

number of correct responses. The active
construction is recognized more easily

than the passive one.The dialogue is easi-
er to perceive than the monologue,words of

frequent occurrence are recognized correct-

ly more often than rare words. Is is clear
that the first members of the oppositions

are acquired earlier in the ontogenesis.

We can therefore attempt to extend Jacob-

son's hypothesis in the following way: the

linguistic features which are the earliest

to have been acquired are the most stable

in all types of distortion.

E. The Existence of Simple and Complex

Fastors Functioning as OneAWhole.

Some of the factors are simple and cannot
be further disintegrated into other featu—
res (i.e. distinctive features of the pho-
nemes or parts of speech). Other factors,
such as syllabic contrast or communicative

type of text, may be conceived as a combi-

nation of more elementary features. But in
the process of speech perception these con-

plex features may become crucial, that is,

they function as a whole. An increase in

the weight of such complex features is of-
ten caused by an improvement in reception

conditions. This fact is in agreement with
some recent psychological investigations.

F. Differences in the Perce tion of Isola-

ted Units and Units in Eontext.

Comparison of sets of significant factors
for isolated words and words included in

a text indicates that some of them are
'present in both test conditions. For most

factors, however, a decrease in si ifi-
cance or a com lete loss of signif canoe
is observed. us, the mechanism of per-
cegtion is different for isolated words
an words in context.
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G. Simultaneous Perception of Speech Unit
as a Whole and in Elements.

Some factors are related to elements into
which the speech units can be subdivided
(e.g. stressed vowels), whereas the others
describe the unit as a whole (e.g. the
rhythmic structure, frequency of occur-
rence). Since both types are significant
simultaneously, one may suppose that the
recognition of the whole unit and that of
its parts occurs parallelly. Let us con-
sider some additional facts. If we compa-
re the hierarchies of all factors for
words and syllables under similar condi-
tions we can clearly see that for S/N .
a -6dB rank test 9 is +0.86, for OdB it
is +0.60, and at +4dB it is +0.09. These
data indicate that under poor reception
conditions the mechanism of phonetic pro-
cessing of a word is highly efficient
which is not the case under good recepti-
on conditions. In another experiment lis-
teners were given words a oken by non-na-
tive speakers of Russian the Agul) and
parts of these words pronounced with a
strong accent. It was found that 9 (rank
test) for the correct recognition of
words and their parts in 4 different
groups of listeners varied from -0.10 to
+0.17. that is, there was actually no cor-
relation at all. This signifies that words
were perceived regardless of the presence
of some distorted segments, i.e. as whole
units.
horeover, when German students recognized
Russian words both masked and not masked
by noise, correct recognition scores in
the latter case were twice as high as in
the former case. This improvement was due
to perception of both familiar and infa-
miliar words. Thus, a possibility of pho-
nemic decoding has been demonstrated. Now
we can amend the rule as follows: speech
units are perceived simultaneously as se-
quences of elements and as integral units
Gestalt), the strategy depending on the

perceptual situation.

H. Simultaneous Involvement of All Lin -
éstic Eevezs EegarEIess oz t§e Iiie of

e n1 0 e erce ve .

To make this item clear, let us take our
data on words. Word perception is determi-
ned by the following factors: certain dis-
tinctive features of consonants and vo-
wels (the sound level), length of words
in syllables (the syllabic level), partof
speech and length in morphemes (morphemic
level), the number of quasiomonymes (word
level) and Fob (the text level). This in-
dicates that various linguistic levels
are involved in the perception of speech
units at the same time.

Vmorphemes is of less value igfi is

I. Speech Perception as an Action.

It is generally considered that the pro.
bability prediction is based on the fact
that the listener is an active recipient
of speech. Our experiments have confirmed
the significance of the probability fac-
tor. Thus, the greater the probability of
a word or syllable, the higher the cor-
rect recognition scores. An additional
experiment has shown, however, that this
mechanism is closely related to the fre-
quency distribution in a sample,i.e. when
frequencies of elements correspond to
their linguistic probabilities this de-
pendence is the lowest. Conversely, when
the elements are equally distributed the
direct dependence is higher.When the dis-
tribution is reverse, i.e., when elements
with high probabilities occur rarely and
vice versa, the dependence is also higher
but the correlation will have an opposite
sign ("-") indicating that high probabi-
lity elements are harder to recognize
than low probability ones. Thus, the ac-
tive character of perceptual processes is
revealed in an interplay of the listener's
sociolinguistic experience and the cur-
rent analysis of frequency distributions
in a given sample. The listener's activi-
ty is also revealed in series of choices
he has to make: of a perceptual (phone-
tic) base from those he has at his dispo-
sal; of a morpheme from a corresponding
morphemic class; of a word from a set of
similar words, etc. All this applies only
to speech units (from sounds to words)
presented in isolation. In a textshOV'
ever, the role of this factor considerab-
ly decreases. 0n the other hand, a key
word prediction factor emerges, whose ac-
tivity is linked with the work of associ-
ation mechanism.

II. THE PSYCHOLINGUISTIC TYPOLOGY OF
LANGUAGES.

Comparison of significant factors for 8
number of languages, namely,Russian. Ger—
man, English and French enabled us to ob-
tain both universal and language Specific
factors. F and Parts of Speech are ex-
amples of flfliversal factors.Specific fac-
tors for the Russian language are the 10‘
cation of the word stress and word order»
The former is non-existent in French While
the latter in German. The word-length fac-
tor may serve as another example. In Rus-
sian, the word length in syllables is
quite significant whereas wor len thing:

less). In German the situat is the re-
V9r88,Word length in syllables reins comp‘letely insignificant and word lensth inmorphemes is in the forefront of 81531'
ficant factors. This latter fact 18 evi—
dently connected with the greater "syn-
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taxicality' of the German word. A projec-
ted analysis of other languages will help
to establish a typology of languages at
the perceptual level.

III. THE FORMATION OF THE PERCEPTUAL ME-
CHANISM IN SPEECH ACQUISITION AND IN
SECOND—LANGUAGE LEARNING.

A. A comparison of speech perception me-
chanisms in normal adults against the
background of white noise,in hard-of-hea-
ring adults, in normal children listening
to speech in white noise and in hard-of-
hearing children has shown that there was
a +0.11 and a +0.14 rank correlation bet-
ween adults and children for the same
distortion type, and 9 = +0.50 between
the two groups of children as well as the
two groups of adults. This indicates that
speech perception is determined by the
age of the listener. It is especially im-
portant for children.

B. The Sets of factors and their hierar-
chy change in the course of second langu-
age learning, the degree of similarity
with the native language mechanism decre-
ases as that of the second language in-
creases. For example, in the group of
German students that participated in re-
cognition tests of Russian words in white
noise in their 1st, 3rd and 5th years at
the university, 9 varied as follows:
0.40-—-0.28-—-—0.18 as compared to the
mechanism in German and 0.45-—0.42—>0.71
as compared to that in Russian.
0n the basis of the above presented data
it may be concluded that significant lin-
guistic factors are perceptual cues (in
the sense of the word introduced by S.Vy-
gotsky and A.A.Leontyev), reflecting the
elementary psychological operations of
the speech perception processes.Moreover,
the investigation suggests tgat the sig-
nificance (and the maximumg.x ) cannot be

obtained unless an adequate way is found
of determining factor levels (see the -
example on word length in Russian andGer-
man given above). The listener is assumed
to make use of linguistic factors "keep-
ing in mind" a particular level of fac—
tors. Hence, levels of linguistic factors
are decision-making units.
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ABSTRACT

This paper advances a model of pitch

perception in speech in which spectral

changes influence the analysis of the

tonal contour. This interrelationship is

examined in view of certain linguistic

requirements of tonal contours in the

perception of spoken language. It is

concluded that the perception of tonal

movements is optimized when these

movements occur in regions of spectral

stability, that movement at the syllable

level can be perceived directly as

linguistic categories and that movement at

the phrase level can be reconstructed from

tonal levels stored in short—term memory.

INTRODUCTION

Intonation provides listeners with
important information which facilitates
the perception of spoken language (1). In
this paper the word intonation will be
used in a wide sense, that of perceptually
significant changes in fundamental
frequency which have a linguistic
function. The purpose of this paper is to
examine how these changes and their

relationships to spectral changes can be

represented in the peripheral auditory
system and in short-term memory, and how
this representation can be used to aid and
guide the speech perception process.

Information obtained from F0 movement
can be greatly varied and can function on
several different levels simultaneously.
The type of information dealt with here
concerns linguistic categories such as
relative syllable importance (stress),
relative word importance (focus), language
specific information at the word level
(word accents and tones), phrase

boundaries (juncture) and connective
patterns over a longer time domain
(grouping). Some of the principles
involved in Fo—movement perception might,
however, also be applicable to other types
of information such as emotions,
involvement, etc.

Raw Fo movement must be transformed by
the perceptual mechanism into relevant
tonal categories. This transformation

presupposes an analysis of frequency

(pitch), direction of movement (rising,
falling) and range of movement. Current

psychoacoustic and physiological models of

pitch perception are generally in

agreement that some degree of central

processing is involved, but it is still

unclear as to what extent pitch analysis

interacts with spectral resolution (2,3L
Pitch perception in spoken language

involves the additional problem of coping

with rapidly changing spectral cues and’ a

pitch contour broken up by voiceless

segments. This leads to a key question.

Is pitch analysis continuous, following Fo

without being influenced by breaks and

spectral events, or is it more selective

and economical using critical portions of

movement which are then stored in

short—term memory and retained for

decisions involving larger time domains?

On the basis of two perception

experiments, this paper advances a model

which takes the latter View.

PERCEPTION OF TONAL MOVEMENT

AT THE SYLLABLE LEVEL

The first experiment was designed t°
test the influence of rapid SPeCtral
changes on the categorization of simple
rise-fall and fall-rise tonal patterns at
the syllable level. In this experiment.
the categories were not linguistic ones
but rather-were presented to the listeners

in the form of an ABX test design (4)-
A Klatt software synthesizer and a VAX

digital computer were used to synthesize a
Swedish /a/ vowel with formant frequencies
of 600. 925, 2540 and 3320 Hz. (5.6)-
Vowel duration was 300 ms including 30 m3
intensity onset and offset. Fundamental

frequency was systematically varied to
create 18 different stimuli. The F0
contour for stimulus A, designed to elicit

rise-fall categories, rose from 120 Hz to
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a turning point of 180 Hz and then fell to

an end point of 100 Hz. The F0 contour

for stimulus B, designed to elicit

fall-rise categories, began at 120 Hz

falling to 80 Hz and then rose to 160 Hz.

The difference in end—point frequency was

designed to test the effect of end-point

variation on the rise-fall, fall-rise

categories, i.e. movement pattern versus

discrete frequency analysis. The 18

stimuli were constructed by systematically

varying the turning point in steps of 20

Hz from 80 Hz to 180 Hz with three

different end-point configurations: 100

Hz, 160 Hz and 120 Hz. The beginning

point was always 120 Hz. Listeners
consistently categorized these stimuli on

the basis of movement pattern and did not

use end-point frequency.

To test the effects of rapid spectral

changes on the categorization, three more

versions of the test were made by

introducing a gap, consisting of an

intensity drop preceded and followed by

formant transitions for /b/, into the

first part, the middle part, and the final

part of the vowel respectively. Figure 1

illustrates the Po contours of the stimuli

with the gap in the first part of the

vowel.

Hz Stimulus

180 - 1

150 2

140 - , 3

120 -120 4

100 - 100 5

so 6

180 7

160 160 8

140 9

120 ~120 10
100 - ‘ 11

so - 12

180 - 13

160 - 14

140 - ' 15
120 -12o 120 16

100 - 17

80 . 18

I-——--—4

_ 250 ms

Figure l.
Stylized tonal contours of one version of

the ABX test. The dashed lines (stimuli l

and 12) were also stimuli A and B.

Although a few listeners continued to

categorize the new stimuli on the basis of

tonal movement, most of the listeners'

responses were altered by the intrusion of

the spectral changes. When the intrusions

were placed in the middle and in the last

part of the vowel, categorization was more

strongly based on end—point frequency.

When the intrusions were placed in the

beginning of the vowel, the

categorizations were reversed vis—a—vis

the end-point frequency but corresponded

to the average frequency 40-80 ms after

the intrusion.
These results seem to indicate that

tonal movement is Optimally perceived

during portions of high spectral

stability. If the perceptual load is

increased by rapid spectral changes, and

the duration of spectral stability is
decreased, tonal movement will then be
perceived and stored as tone levels. This

interpretation also complies with the

results obtained by Garding, et a1. (7)
where perception of tone 4 (falling) in
Standard Chinese was altered to tone 3

(dipping) by moving the fall backwards in

time toward the CV boundary and also by

increasing the steepness of the fall.

These manipulations were done by means of

LPG synthesis.
Languages, then, which need to manifest

rising and falling F0 at the syllable

level should optimally place these

movements in places of spectral stability.

This corresponds to Bruce's (8) production

and perception data for Swedish concerning

the timing of the word accent fall in

non-focal position, where accent II is

marked by a strong falling Fo well within

the stressed vowel. This interpretation

also has explanatory power concerning

production data reported by Lindau (9) for

Hausa (a two—tone language) where tonal
turning points occur at the end of the

vowel, a high being manifested as a rise

and a low being manifested as a fall.

PERCEPTION OF TONAL MOVEMENT
AT THE PHRASE LEVEL

The second experiment concerns

perception of phrase boundary markers and

connective patterns (10,11,12). Listeners

were presented with sequences of five

fives (55555) and asked to judge whether

the sequence was grouped 55—555 or 555—55.

The fundamental frequency of a natural

Scanian £35 (five) was manipulated in

various ways using LPC synthesis.
Variations comprised fall-rise and

rise—fall patterns at different, frequency

levels as well as rising and falling

patterns having different ranges. These
variations were then joined together to
create the sequences. Duration was not a
variable as each syllable was equal in
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g. length as were the intervals between them.

36 different sequences were used as

stimuli.
The results clearly showed that

listeners can use a rising or a falling Fo

movement having a greater range than in

the surrounding syllables as a demarcative

cue signalling the end of a group. The

results also indicated that listeners can

rely on connective Fo movement patterns
encompassing the entire group. Examples
of such patterns are the “hat-like“ and
“trough-like" intonation patterns (13).
The perception of such patterns implies
the use of some type of short—term memory
where Fo movement is stored (either as
movement patterns or as frequency levels)
to be retrieved when the entire group has
been heard.

Another example from the material where
the use of memory seems to be important is
found where listeners interpret precisely
the same falling syllable in the same
position (the second “five“) in two
different ways depending on the
surrounding Fo movement. In one case the

falling Fo movement of the syllable is
interpreted as the end of a “hat—like"
pattern signalling the end of a
two-syllable group. In the other
instance, the same falling Fo movement is
followed by a greater fall to a lower
frequency. This causes the second
syllable to be interpreted as the middle
"five'I of a three syllable group (Figure
2).

T/\/—\

\\\\\
150

figueZ. ~
Stylized tonal contours of two 55555
stimuli showing how the same falling
syllable was interpreted in two ways. The
top stimulus was interpreted as 55-555 and
the bottom one as 555-55.

IMPLICATIONS FOR SPEECH PERCEPTION MODELS

When constructing a model of speech

perception which takes into consideration
fundamental frequency movement, pitch
analysis is generally viewed as
presupposing a first-order frequency
analysis of the speech wave based on the
the mechanical properties of the basalar
membrane and characteristic frequencies
and temporal responses of auditory-nerve
fibers. This analysis provides the raw
materials for a second—order analysis of
pitch and timbre (14). On the basis of
the data reported here, I would like to
tentatively propose two different
mechanisms of second-order pitch
perception. The first is a direct
conversion of F0 movement into linguistic
categories. The second_is a reconstuction
of tonal movements or levels from
short-term memory.

The categories of stress, word accents
and tones, and in certain cases focus are
likely candidates for the direct
conversion of F0 movement. This mOVement,
optimally located in the vocalic segments,
is not then stored as movement, but rather
as the corresponding linguistic category.
This type of direct perception can be seen
as corresponding to an event approach .to
segmental perception as proposed by Fowler
(15). . The rapidly perceived stressed
syllables, for example, marked by tonal
movement, can serve to guide perception to

important areas of meaning (16).
Candidates for short-term memory based

pitch analysis are juncture cues for
boundaries, connective patterns for
grouping and in certain cases focus. In
this type of analysis, pitch could be
stored first as tonal levels and then
transformed into linguistic categories.
Figure 3 presents a schematic diagram of

the two different perceptual mechanisms-
Where the perception of intonation is

seen as an important part of speech
perception, the proposed division of
movement perception into two mechanisms
could have implications for more general
models of speech perception. Although
this division is tentative and
speculative, it is an attempt to
understand pitch perception in ' a
linguistic frame of reference.
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GROUPING
LEXICON JUNCTURE‘

FOCUS

\ \

LINGUISTIC
CATEGORIES

STRESS
ACCENT _*

FOCUS L L

TONAL LEVELS

H

MEMORY

SECOND-ORDER
ANALYSIS SPECTRAL

PITCH: FREQUENCY ANALYSIS
DIRECTION OF

CHANGE

FIRST-ORDER ANALYSIS

FREQUENCY-PLACE

SPEECH WAVE

Figure 3 .
Diagram illustrating two different

perceptual mechanisms for pitch movement

perception.
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ABSTRACT

For German it has been demonstrated in

a number of experiments that in production

as well as in perception a level and a

level + falling F0 contour on a prestop

vowel are cues for fortis and lenis stop,

respectively. This paper reports on per-

ception experiments that replicate the

German findings for English, and relates

the results to an interaction of three

factors: (a) prestop microprosody, (b)

poststop microporosody, (c) global utter—

ance macroprosody.

INTRODUCTION

The importance of F0 after stop release

as an acoustic cue for the lenis/fortis

categorization of stop consonants has been

known for a long time /1/. F0 preceding
the stop closure, on the other hand, has

not been attributed a similar cue value.

For German it has been demonstrated in a

number of experiments with the utterances

"Diese Gruppe kann ich nicht leiden/lei-
ten." ("I cannot stand/lead this group.")
that in production as well as in percep-

tion a level and a level + falling F0

contour on the prestop vowel are cues for

It/ and /d/, respectively /2/. These
results have been only partially repli-

cated for English in the utterances "I am
telling you I said widen/whiten." with
very much smaller effects /3/. This
difference was related to the fuzziness of

the segment boundary in /w/ + /ae/ as
against /1/ + /ae/ and to the fact that
long initial formant transitions have been
found to increase the perceived duration
of a following vowel. To test this
hypothesis, three perception experiments
were carried out. In the first one, the
previous German test was repeated (a) with
another German group in order to demon—
strate the generalizability of the discov-
ered signal/perception link for German,
(b) with a group of British English speak-
ers in order to show up. any perceptual
differences due to language background,
and to establish a base-line for the other
two experiments, which (1) replicated the
segmental chain and the F0 patterns of the
German test items (l'laedn/ - /'laetn/)

in an English sentence frame, and (2)

compared its results with those for

/'waedn/ - /'waetn/.

EXPERIMENT 1'

Procedure.
The test tape of experiment 2 of /2/

was presented to a group of 16 native

speakers of German (students of phonetics

and languages), in several subgroups, via

a loudspeaker in a sound-treated room of

the Kiel Phonetics Institute. They

classified the stimulus utterances as

"leiden" or "leiten" sentences by ticking
the appropriate boxes on prepared ,answer

sheets. Two groups of 6 and 7 British

English speakers performed the same test.

under the same conditions, but they gave

their answers by pressing one of two

buttons at the recording stations of a

reaction-time measurement system. They

were students of German spending 6 months

in Kiel to improve their proficiency in

the language.

Results.
The German group replicates the results

of the previous test (cf. /2/, pp. 24ff)
in every respect (see figure 1). The two

English groups, which do not differ fnm

each other and are, therefore, combined in

the data presentation of figure 2' 315°
show clearly separate identification
functions for level and falling F0. But
they have a higher percentage of Id/
responses in the middle of the duration

ratio range for both level and continu-

°u51y falling F0, and the response curves
for falling and level + falling F0: WhiCh
are already close together in the data of
the German group, coalesce in this upward
shift of two of the identification
functions. This means that the EngliSh
subjects show the same perceptual effects
with regard to level F0 as against the
other two F0 patterns, but that theY
nevertheless locate the duration ratio

boundary at a lower value than the German

listeners. The reason fo this difference

may be that because English speakers

generally devoice the nasal plosion
after fortis stops, the absence of this
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feature in the German test stimuli biases

English listeners towards /d/ in the
middle of the duration ratio range.

EXPERIMENT 2

Procedure.
Two English sentences were constructed

that replicate the focal and utterance-

final position as well as the segmental

structure and the phonetic context of the

German test words in Experiment 1. The two

family names "Lyden" and "Lighton", which
are of equal (low) frequency in Britain,

were inserted in the sentence frame "I
think you'd have to ask ..." They contain
the same phoneme sequences as the German

words and can also be realised with nasal

plosion. They, too, occur after a voice-

less consonant cluster that interrupts the

F0 glide from a low value on "ask" to a
high one in the contrastively stressed

name so that F0 has practically reached

its peak value when it sets in again at

voiced /l/ onset.

These sentences were pronounced several

times by a native speaker of Southern

British, with focus stress on the name,

elicited by the context "Who do you think
would know about this, Lyden or Lighton?"

The F0 contours across the names were very

similar to those found in the German sen-

tences of Experiment 1 (cf. /2/, p. 24):

before the lenis stop F0 drops much

further in the stressed vowel than before

fortis. One token of a "Lyden" sentence
was selected for the test stimulus genera—

tion, which followed the principles laid

down in /2/. The stressed vowel measured
289 ms, its closure duration 46 ms and its

stop release 24 ms.

Three F0 patterns were generated across

the stressed vowel: (a) Level + falling

(122-120—75 Hz) with the fall beginning at

the vowel center, (b) level (122-120), (c)

linearly falling throughout (122-75 Hz).

These F0 contours were combined with 7

rate-manipulated vowel durations, from 260

ms down to 200 ms in 10-ms steps. The

closure voicing and release were excised

and replaced by silence, which was

increased from 70 ms up to 160 ms in 6

equal steps, complementary to the vowel

shortening. The 21 vowels produced in this

manner, together with the complementary

closure pauses, were spliced into the

carrier utterance. Thus the durations and

F0 patterns of the resulting 21 "Lyden/
Lighton" stimuli were fully comparable to
those generated in the German test, the

only difference being that after the

silence F0 set in at 70 Hz (instead of 66

Hz) and that the periodicity of the nasal
was more regular and of much greater
amplitude than in the German "leiden/lei-
ten" stimuli, i.e. there was proper and
strong voicing instead of creak.

Since the frame was not synthesiZod,

the stimuli sounded completely natural,

and no "synthetic" quality was detectable
in the synthesized vowel sections either.

The 21 stimuli were copied ten times and

randomized to give a test of 210 stimuli,

following the same procedure as in the

German test. The same two groups of native

British English speakers as in Experiment

1 acted as informants under the same

listening conditions in separate sessions.

They classified the stimulus utterances as

"Lyden" or "Lighton".

Results and discussion..
The two groups differ in ' their

responses to the level F0 stimuli, one

giving more ld/ judgements. Figure 3

presents the combined group results. They

are basically congruent with the English

group results of Experiment 1: the iden-

tification curves occupy more or less the

same positions along the duration ratio

axis, the functions for the two falling F0

sets are again not differentiated from

each other, but are clearly separate from

the function for level F0, which yields

significantly more /t/ responses. The

differences between the two experiments

are (a) somewhat more /d/ judgements in
the lower half of the duration ratio scale

for Experiment 2, and (b) different as

against identical behaviour of the two

groups in the two experiments. So there

must be some essential acoustic difference

between the English "Lyden/Lighton" and
the German "leiden/leiten" stimuli. The
obvious candidate is the strong voicing

instead of creak in the final nasal of the

English utterances. It provides a more

promiment release cue for /d/, which may
enter into conflict with the fortis cues

and weaken their effects, i.e. the effect

of flat F0 generally and the effect of

duration in the lower range. This conflict

can be solved differently, according to

whether the release is weighted more

highly, especially than flat F0. The two

groups differ in this respect.

EXPERIMENT 3

groczdure.
The sentences "I am telling you I said

widen/whiten." were pronounced several
times with focus stress on the final word

and with nasal plosion by the same native

Southern British speaker that produced the

utterances for Experiment 2. One "widen"
token was selected for constructing 21

test stimuli according to the same prin-

ciples as in Experiments 1 and 2. The

vowel durations ranged from 265 ms to 205

ms, the silence durations from 70 to 160

ms. Again 3 F0 patterns were generated

with each vowel duration. In the level

+ falling F0 pattern the level section was

represented by the naturally produced

fluctuation between 119 and 123 Hz over

the first 100 ms of the original vowel,
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followed by a linear fall to 85 Hz, the
proportion of level and slope sections
staying the same in all 7 stimuli. The

first 100 ms of the level F0 were
identical with the level section of the
level + falling pattern in the longest

vowel and changed proportionally with the
vowel duration; the remainder descended to
122 Hz. In the third pattern, F0 fell
linearly throughout from 119 to 85 Hz.

The original /d/ release was again
eliminated, and the 21 synthesized vowels
+ closure pauses were spliced into the
sentence frame. F0 at voice onset of the
final nasal was 89 Hz, descending to 69
Hz. The very large amplitude of the
regular periodicity in /n/ was adjusted to
the one found in "Lyden" by applying the
reduction factor .35. The durations and
the F0 patterns were comparable to the
ones in the test stimuli of Experiments 1
and 2, but with important differences in
the height of the pre- and postconsonantal
F0 ending and starting points.

The test tape construction and the

running of the experiment followed the
same lines as in Experiment 2. A previous
run of the test was reported in /3/. It
was repeated here by the same two British
English groups as in Experiments 1 and 2.
In a pretest, each of the 13 subjects was
examined as to whether they distinguished
"wh" from "w". Two informants did and
were, therefore, excluded from the test
because their expectations for "whiten"
would have been different.

Results and discussion.
Figure 4 provides the data for the

combined group. There are no inter-group
divergencies: The differences between the
three F0 patterns have practically disap-
peared. The effect of flat F0, which was

still slightly present in the previous run
of the same test, has been levelled out.
Otherwise the two test runs provide corre-

Sponding locations of the identification
functions. Since it is only the response

curve for flat F0 that is positioned
differently in the "Lyden/Lighton" and the
"widen/whiten" data, the initial consonant
/w/ cannot be responsible for the increase

0f /d/ judgements. It must be an acoustic
feature difference that is peculiar to the
flat F0 stimuli. In "Lyden/Lighton", F0 is
flat across the stressed syllable, and a
rise from the preceding syllable is masked

by voicelessness; after the closure si—
lence, F0 resumes at its low utterance—
final value. The flat F0 contour is thus
bounded by voiceless stretches on both
sides, with low F0 preceding and fol—
lowing. In this environment, the high flat

FO, i.e. the fortis cue, becomes percep-
tually salient. In "widen/whiten", on the
other hand, there is an upward F0
glide from the low value of the preceding

syllable right into the stressed vowel,

and it is only the final 130 - 160 ms that

are actually flat. After the closure-

pause, there is a substantial F0 fall of

20 Hz. In this context, the high flat F0

is integrated into a. macroprosodic rise—

fall pattern and is, therefore, percep—

tually far less salient, thus losing its

fortis cue strength.

GENERAL DISCUSSION

The results of the 3 experiments point

to the following prosodic influences on

lenis/fortis stop perception in German and

English. .

1. A flat F0 across a stressed prestop

vowel in a focused utterance—final

disyllable is a fortis cue, compared

with falling F0 patterns, in both
German and English, as long as the flat

F0 is clearly detachable from a macro-

prosodic utterance intonation as a

microprosodic manifestation. In German,

a flat + falling F0 is also differ-
entiated from a continuously falling F0

as a stronger lenis cue. .

2. In English, the category boundary
between lenis and fortis is located at
lower duration ratios. This leads to a
coalescence of the identification
functions for flat + falling and
continuously falling.

3. A stop release with regular voicing of
high amplitude and an F0 fall (below
the focus peak) weakens the preconso—
nantal microprosodic fortis cue.

4. The microprosodic effects of prestop
flat and flat + falling F0 are oblit-
erated when they are integrated into
macroprosodic utterance pitch patterns.

5. The interaction of pre- and poststop
microprosody and of global utterance
macroprosody explains why a prestop F0
influence on lenis/fortis perception
can only arise under special circum-
stances and, therefore, not provide a

basis for tonogenesis (cf. /1/).
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Previous research has shown that listeners Use the

prosodic structure of utterances in a predictive fashion in

sentence comprehension. to direct attention to accented

words. .-\C0u.sllcall_\ identical words spliced into sentence

contexts are responded to differently if the prosodic

structure of the context is varied; when the preceding

prosody indicates that the word will be accented.
responses are faster than when the preceding prosody is
inconsistent with accent occurring on that word. In the

present series of experiments speech hybridisation

techniques were fist Used to interchange the timing

patterns within pairs of prosodic variants of utterances.
independently of the pitch and intensity contours. The
time-adjusted utterances could then serie as a basis for

the orthogonal manipulation of the three prosodic

dimensions of pitch. intensity and rhythm. Ihe overall
pattern of results showed that when listeners Use prosody
to predict accent location. they do not simp|_\ rely on a
single presodic dimension. but exploit the interaction
between pitch. intensity and rhythm.

Speakers place accent on the most important words in an
utterance. ThUs by f'nding accented words. listeners can
eff‘ciently locate the most central parts of a speaker's
message. I’reiioUs studies hate shown that listeners do
indeed aetiiely use sentence prosody to tell tltem where
accented words are going to occur. (‘utler [I] produced
pairs of sentences tuning in prtysodic contour. An
example is ( I):

(I) (a) lhe couple had quarrelled U\ er
a BOOK they had read.

(b) The couple had quarrelled over
a book they hadn't even READ.

l pper ease represents sentence accent. In (la) the main
sentence accent falls on haul. in (lb) on read lhese
sentences were used as materials in a phoneme-

monitoring experiment. in which listeners are asked to

respond as quickly as possible to the presence of a

specified word-initial phoneme. In (I), the target

phoneme is /b/, so the target-bearing word is (nil.

'Iargets on accented words are responded to faster than

targets on unaccented words in this task. In (‘utler's

experiment. the target-bearing word itself was actually

spliced out of both sentence conte\ts and replaced in

each by identical copies of a neutral rendition of the

same word. The result of this manipulation was a pair of

sentences with aCOUstically identical target-bearing words.

which were preceded by identical sequences of words;

the only difference between the members of each pair

was the prosody applied to the words preceding the

target. In one case the prosodic contour in which the

target-bearing word occurred was consistent with accent

falling upon that word; in the other. it was consistent

with the target-bearing word being unaccented. Llndef

these conditions. the 'accented' targets still elicited faster

responses than the 'unaccented' targets. and since the

only relevant differences between the two sentences in

each pair lay in the prosody. (‘utler concluded that

listeners must have used cues in the prosody to direo

their attention to the location where sentence accent

would fall.

Prosody. however, is not a unitary phenomenon. The
separate dimensions of rhythm, pitch and intensity all

contribute to the prosodic structure of an utterance.

Cutler's experiment did not examine how listeners were

exploiting prosody to predict accent. or whether an) ““6
prosodic dimension was more informative than others.

Cutler and Darwin [3] subsequently found that removing

pitch information - i.e. monotonising the sentences - did
not remOve the accertt effect; in monotonised spliced

sentences like (I) the ‘accented' targets are still
responded to signif‘cantly faster than the 'unacccnted'

targets.

[from this, (‘utler and Darwin concluded that PM"
information could not be a necessary component of the

accent prediction effect. Ihey speculated that fit)
prosodic dimension might prove necessary for listeners

to predict Upcoming accents. but \arialitm in any
prosodic dimension might prove suffi‘ient.
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In the present studies, the three prosodic dimensions of

pitch, rhythm and intensity are separately manipulated iii

an attempt to analyse the accent effect in further detail.

Unlike the study by (‘utler and Darwin, which simply

removed the dimension of pitch by setting it to a single

value across each utterance. the present studies

investigate the effects of the separate prosodic

dimensions when they are litrerchang'al between the two

members of a sentence pair. To begin with, using

dynamic time-warping techniques in a system developed

by Jeffrey Bloom at the Polytechnic of (‘entral London

[I]. we exchanged the rhythmic patterns within each pair

of sentences (for examples like [I]. where naturally

different contours were produced by having a slight

variation in the text at the end of the sentences, the

rhythmic patterns were exchanged tip to the point at

which the two members of the pair diverged). Thus

(la), for example, was given the rhythm of (lb) but

retained its original pitch and intensity contours; (lb)

had the rhythm of ( Ia) but its own pitch and intensity

patterns.

In Experiment I, phoneme-monitoring response times

were measured in these rhythmically manipulated

sentences, and in the same sentences with intact

prosody. The intact sentences were LI’(‘-analysed and

resynthesised to control for acoustic effects of

resynthesis. The words bearing the target were

acoustically identical in all four sentences belonging to a

set such as (I).

There were 20 such sentence sets. Forty listeners. in

four groups of ten. took part in the experiment. Each

group heard only one sentence from each set. and the

two variables of 'accented' versus 'unacccnted' targets.

and intact versus rhythmically tnanipulated prosody.

were counterbalanced across subject groups.

Subjects were tested individually. Response times,

measured from a click (inaudible to the subbcts) aligned

with target onset. were collected by a microcomputer

using programs developed by Norris [4]. After the

experiment sub'pcts were given a short recognition test,

and their response times were analysed only if they

scored at least two-thirds correct on this test.

The results of this experiment are shown in Fig. I. The

intact sentences, in which rhythm, pitch and intensity

contours are preserved from the original utterance, show

the advantage of 'accented' over 'unacccnted' targets

which was found in the earlier experiments. This

indicates that the resynthesis alone is not interfering with

listeners' ability to use prosodic contours to predict the

location of accent. The difference in this condition is

significant (Fl(l.36) = 2|.36. p <.()()l). In the
rhythmically manipulated sentences. however, the

advantage of originally accented t)\Cf originally

unaccented targets is less than half as large as the

diflérence in the prosodically intact sentences. and it is

not statistically significant (I-‘I( L36) = 3.55, p >.l)5).

U Original Accepted
sac

. ,, Original Unaccentea
7//

520 %7
,/

soo 3‘ /

RT 450
tmsecs)

460

«o

420 ,

aoo . /
Original Rhythm, Transposea Rhythm,

Pitch and Original Pitch and
intensity Intensity

FIG. I. Phoneme-monitoring 'response time (msecs.).
Experiment I.

This experiment shows that the rhythmic manipulations

have severely affected the accent effect. Each of the

utterances which had undergone this rhythmic

manipulation had an unnatural, indeed a conflicting,

prosodic structure - pitch and intensity contours signalled

one prosodic pattern while the rhythm signalled another.

It is clear that listeners did not base their prosodic

processing on one aspect of the prosodic contour alone.

One possible interpretation of this result is that listeners

are simultaneously processing all three prosodic

dimensions, and that the separate contributions of each

prosodic dimension to the predicted accent effect are

simply additive. 'I‘he attenuated, but still positive, effect

in the rhythmically manipulated sentences would, on this

simple story. be attributable to the combination of

positive efl'eCts contributed by the pitch and intensity

contours. set against a negative effect contributed by the

rhythmic contour.

This interpretation was tested in Experiment 2. This

experiment investigated prosodic manipulations which

were the reverse of those in Experiment I. The pitch

and intensity contours were transposed between

originally accented-target and unaccented-target

members of a sentence pair, leaving the rhythmic

contour, alone, intact.

'I‘nis manipulation was possible because the time-warping

applied to the sentences in Experiment I produced pitch

and intensity contours which. although they preserved

the contour shape from the utterance they had originally

belonged to, were aligned with the rhythmic pattern of

that utterance's pair. Therefore these contours could

simply be transposed onto that pair. These

transpositions were realised using prosodic editing

routines devised by Kim Silverman.
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FIG. 2. Phoneme-monitoring response time (msecs.).
Experiment 2.

Experiment 2, like Experiment I, included the
resynthesised utterances with intact prosody; these were
compared with the utterances in which of the original
prosody only the rhythm was preserved intact. the pitch
and intensity contours being transposed between
members ofa pair. Again, the target-hearing words were
acoustically identical in all sentences from any set.

Forty listeners, who had not taken part in Experiment I,
were tested; design atid procedure were as in Experiment
I. lhe results are shown in Fig 2.

It can be seen that once again the utterances with intact
prosody showed a strong accent effect, i.e. response time
advantage for 'accented' over 'unaccented' targets. This
difference was statistically significant (Fl( L36) = 6.85.
p <92). In the utterances with transposed pitch and
intensity contours. there was virtually no response time
difference between originally accented and originally
unaccented targets (Fl <l).

'Ihe results of this experiment rule out the verv simple
explanation of Experiment I offered above. Had
listeners been simply evaluating all three dimensions of
prosody in an additive fashion, we might have expected
the reverse of the result found in Experiment I - that is
we might have expected an advantage of originally
unaccented targets over originally accented targets of
about. half the magnitude of the difference in the
opposite direction produced by the prosodicallv intact
utterances. However. the conficting prosody in this case
wiped out any difference in response times as a function
of original accent location.

This result raises the possibility that transposition of
prosodic contours might itself interfere with listeners'
ability to predict accent location by extracting relevant

—\

D Original Accer'ec

5°° Original 'J'Mfi‘ 1-:
“K.

460

91 ‘60

(msecs)

«a

420

coo.
original Rhythm, Tryispgsgq anyu‘m,‘

Bitch and mm and
Inten5ity Intensity

FIG. 3. Phoneme-monitoring response time (msecs.)
lzxperiment 3. - ‘

information from the prosody. In order to rule out this
possibility. a further experiment was conducted in which
allThree prosodic dimensions were transposed.

In Experiment 3, the resyntliesised utterances with intact
prosody were again tested, and compared in this case

with utterances in which rhythm, pitch and intensity
contours had all been transposed between members ofa
sentence pair. The manipulated utterances in this
experiment therefore exhibited the maximum of
transposition, in that every utterance had rhythm, pitch

andtntensity contours which had originally been applied

to. another utterance. However, they exhibited the
minimum of prosodic confict, since rhythm. pitch and
intensity contours were always in accord.

As in the previous experiments, the target-bearing words
were acoustically identical in all sentences from any set.

Fortydisteners. none of whom had taken part in
Experiments l and 2, were tested. Design and

Procedure were as in the preceding experiments. “it?
results are shown in Fig. 3.

pnce again there was a significant advantage fill
laccented' over 'unaceented' targets in the prosodicall)
intact sentences (Fltl,36) = t0.38, p <-005l-
Moreover. there was a significant difference in the
reverse direction. i.e. a response time advantage of

originally unaccented oi er originally accented targets, in
the prosodically manipulated sentences (Flfl.36) =

633. P <.02). That is, when all three components of
the prosodic contour signalled that accent would occur at
the position where the target occurred, the target “35

responded to faster; and this was true whether the
CODSISICOI Pmsody was applied to its original utterance or
to its original utterance's pair.

Se 4.2.3

1his result allows us to dispose of the suggestion that

prosodic transposition might interfere with listeners'

prosodic processing. Instead, it is clear that what

interfered most strongly with listeners' prosodic

processing in the two preceding experiments was

prosodic conflict. When one prosodic dimension was in

conflict with the other two. listeners were unable to

arrive at a consistent interpretation based on prosodic

information. ()ne effect of this was that significant

accent effects disappeared.

However, the results from the prosodically manipulated

conditions in Experiments 1 and 2, though they were

both statistically insignificant, seem to differ. This might

suggest that more sensitive experimentation could yet

uncover differential contributions to the accent effect on

the part of rhythm, pitch and intensity respectively. For

the present, though, we may conclude with confidence

that Iisteners' processing of prosody is not simply an

additive. evaluation of separate dimensions; the

interaction between prosodic dimensions is of paramount

importance. When the three dimensions rhythm, pitch

and intensity agree, listeners exploit them ef'f‘ciently and

consistently. When they conflict, this exploitation is

significantly impaired.
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HIGH FREQUENCY SPEECH PERCEPTION: PHONETIC ASPECTS AND APPLICATION
taining consonants and vowels in differ- ter under pass—band filtering than under

_ ent phonetic positions and in different high-pass filtering; (ii) perception/under-

MARIA edgy I environments. The speech material was rc- standing decreased under high-pass filter-

corded by a male announcer who pronounced ing according to the change of the cut-

it as isolated statements in random order. off-frequency; (iii) a frequency band

Department of Phonetics, Linguistics Institute of HAS d’ . d “’tl f i 1 ‘ H _ .

Budapest 1250 Pf. 19. Hungary The recor 1ng pas ma e a1 1 a pro ess ona seems to occur with the highest perception

tape recorder and microphone under labora— and understanding ratio: 2200-2700 Hz. The

ABS"PAC tory conditions. An 8 s pause was left be- differences between the filtered groups

' 1‘ T There is no doubt that the first two eneny tween the sauna-sequences/words. The inten- proved to be significant at the .01 level.

The so-called speech frequencies (100-

3000 Hz) seem to be both necessary and

sufficient for perception and understand-

ing. The role of speech elements occur-

ing above 3000 Hz is unclear. They might

be totally unnecessary, on the one hand

or, on the other, they might have a sec-

ondary acoustic one function which is

demonstrated experimentally by removing

the lower frequencies. Experiments were

carried out with Hungarian native listen-

ers both with normal and with impaired

hearing. The reSults are given in detail.

INTRODUCTION

The so-called speech frequencies seem to

be both necessary and sufficient for the

perception of vowels and consonants. The

acoustic information in this frequency

range is generally suitable for understand-

ing running speech. However, a lot of

comprehension problems arise if only these

frequencies can be used. This can be dem-

onstrated with the telephone where general

conversation can easily be carried out

without any problems in understanding.

However, identification of names or com-

prehension of suddenly changed topic of

dialogue can cause difficulty. It is known

that people with hearing loss at high

frequencies (above 3000 Hz) suffer from

perceptual and understanding difficulty.
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maximums, the formants, contain the main
sity level of sound-sequences and the words

information for the identification of vow-
varied within 3 6 dB. Two'types of fil-

tration method were used for testing: pass-

Table 1

els and certain consonants. Moreover, com- Cut-off-frequencies Correct identifica-

ponents ?? some other consonants - like band and high-pass filtering by an Audio 0f filtering (Hz) tion (fl)

[5] or [ts] - occurring below 3000 Hz are i Filter. The filter slope was always 36 words sound-seq.

sufficient for their identification. The = dB/octave. The cut-off-frequencies were 2200 h.p. 67 49

role of high frequencies (above 3000.Hz) for words 2200’ 2700’ 3300, 3900 Hz and 2200-2700 p.b. 98 78

in perception, however, has been little ! 2200_2700, 2700_3300’ 3300_3900, 3900_ 2700 h.p. 72.5 35

investigated [1]. The acoustic information } 4700 Hz; for sound-sequences 2200, 2700 Hz 2700-3300 p.b. 95 75

contained in the high frequencies may be and 2200_2700’ 2700_3300 Hz. These values 3300 h,p, 7a

purely supplementary; alternatively it may i were chosen in view of the fact that the 3300‘3900 p.b. 95

play an independent and special role in - highest acoustic cue for Hungarian vowels 3900 h.p. “6

perception. To bring this problem a little I appears in general to be about 2200 Hz; it 3900-4700 p.b. 95

closer to a solution, experiments were is the second formant for the [i] sound. The abbreviations mean high-pass and pass-

carried out With Hungarian-speaking native I There are 8 different materials for the band filtering.

listeners. words and 4 for sound-sequences. In order These results led us to the conclusion

to examine the role of the upper frequen- that there are frequency bands in which

METHOD AND MATERIAL cies, those below 2200 Hz were removed. more acoustic information about the same

i The frequency analyses were made of fil- word/sound-sequencc seems to disturbing to

The material used consisted °f (i) 25 i tered material by the Sound Spectrograph the decoding processes [2]. The supposed

sound-sequences without meaning and (ii) I (Type 700 of Voice Identification). Each idea is that the upper part of the acous-

102 monosyllabic, phonetically balanced . of the 12 test materials was administered tic structure of certain speech sounds

Hungarian words. The bisyllabic sound-se- 5 to 10 adult normal-hearing subjects, total- does not remain characteristic for them

quences contain aIEOSt all Hungarian speah 1y 120 subjects, half of them females and when the lower part is lost. In other

sounds. The acoustic structure of part at Q half males. The experiments were conducted words: these high frequencies do not con-

them corresponds to Hungarian phonOtaCtic I in a silent room. The listeners’ task was tain unambigous information about the

rules while that of another part Of them to write down the sound-sequences or words sounds or cannot be acoustic cues used for

contradicts them. All the words conSiSt or they could perceive/understand. In order identification. The components appearing 3

three sounds: a vowel between two conso- to obtain statistically significant results at these frequencies have been thought to I

nants. The words range 1r°5 well-known we used our own Psychotest program. play a supplementary role in recognition.

ones, in everyday use, to ones very rarely Results obtained from examinations using

used' They bel°ng t° 311“"t gramatical RESULTS AND mscussm: the low-pass filtration method confirm

categories. Attempts were made to °h°°5e this £3]. If this were the case, the high

booth the sound-sequences and words con- The experimental data for sound-sequences elements would have been redundant. Our

and for words are summarized in Table 1. new results have not confirm this assump-

: These show that (i) the perception/undcr- tion, and, indeed, they seem to contradict

I standing of sound-sequences/words was bet- it. The data have supported an alternative



hypothesis, namely that certain speech

sounds and sound combinations have special

’cue-like’ components above 2200 Hz. This

’secondary-cue’ hypothesis was further in-

vestigated by means of spectrographic a-

nalyses. These showed that, as expected,

the main difference in acoustic structure

between pass-band and high-pass filtered

groups lies in the presence or absence of

the higher frequencies.

By way of illustration let us look at the

bilabial nasal consonant [m]. The original

acoustic structure of [m] contains cues at

about 500 and 1500 Hz. In the absence of

these frequencies it is not possible to

identify in] without elements above 2000

Hz. Spectrographic analysis of [m] shows

further components at about 2800 and 3700

Hz. The word Egg ’washes’ was understood

accurately when frequencies below 2000 Hz

were removed by filtration. When the com-

ponent at 2800 Hz was reduced in intensity

by further filtration, identification of

the consonant became impossible (Fig. 1).

Correct identification in %

kHa 100 100 20

6- amaze

5.

4- 1:1
3' WM [:1
2.

1‘

M
[m] [m] [m]

(normal) (high—pass (high-pass

filtering, filtering,

3300 Hz) 3900 Hz)

Figure 1. Consonant [m] in word EEE

’washes’ and its identification in %

One of the questions to be asked in this

respect is: why can we not used the whole

information of the high frequencies in

perception, why do they seem to cause dif-

ficulty? Moreover, why do these perceptual

problems disappear when there are only fre-

quency bands? This suggests that, in con-

trast to the main acoustic cues (below

2200 Hz), the secondary cues act alOne and

independently of the disturbing higher com-

ponents. As to the explanation of ’dis-

turbing higher components’ let us document

it with an example. The perception of the

Hungarian long [a:] vowel was analyzed.

The correct identification of this sound

in the sound-sequence tégé [tazdoz] after

high-pass filtering is 0% and after pass-

band filtering is 100% (with the cut-off-

frequencies of 2200 and 2200-2700 Hz). The

false responses in the first case were:

[téldu, todu, toldo:, taau]. Instead of

[a:] dominantly [d] was perceived. In the

acoustical structure of [a:] there are

components between 2000 and 4000 Hz with

very different intensities. This is as-

sumed to cause the perceptual differencies._y

The spectrographic analyses show, however,

an important difference depending upon the

context (sound combination). The [a:] men-

tioned above was perceived more correctly

when it occurred between fricative or fric-

ative and nasal consonants. This can be

explained by the transition phases which //I

act as acoustic cues in this respect.

Finally the role of meaning should be tak—

en into consideration. If we compare the,

frequency of use and the correct identifi-

cation percentages of the test words, it

seems clear that meaning generally does

not play as important a role in this case

as is supposed in literature. There are

frequent words with low understanding

ratio, and rarely used words with high per-
centage values. There are a lot of items

which cannot be used in isolation in Run-

garian, e.g. pig 'pickle’ (70%) and £22
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’bulk' (20%). There are words with similar

meaning or frequency and their understand—

ing is quite different; and words with

similar acoustic structure and different

percentage values. The grammatical cat—

egory of the words seems to be of lesser

importance as well.

By way of final conclusion the following

idea will be presented. All the results

have supported that perception and under-

standing are better in certain high fre-

quency bands especially in 2200-2700 Hz.

This finding led us to the hypothesis that

hearing—impaired people with special hear—

ing losses can perceive/understand speech

in the 2200-2700 Hz range better than in

a wider band which also contains the

’disturbing’ elements.

A supplementary experiment was carried

out with the participation of 10 hearing-

impaired adults having hearing losses of

different types and extents. Table 2

shows the responses of a mixed-type hear-

ing-impaired woman for the words with

their normal acoustic structure and after

pass-band filtering.

W

Original Responses of a hearing-im-

words paired adult

normal after pass-band fil-

sounding tering (2200—2700 Hzli

mo] mo] mo]

kflr kol kdr

men: - meJ

1a:b ad lazb

3eb 3e Beb

hizd hizg hi:d

si:n se:p sizn

131 - ' £31

The results confirm that the secondary

acoustic cues can, indeed, ensure the

Perception/understanding of speech in

case the normal decoding process cannot

work because of hearing problems.

Se 4.3.4

What criteria should the high frequency

components fulfil in order to act as

acoustic cues? (1) Identification should_

reach a significant level and, (ii) fre-

quency values should be defined for cor-

rect perception. 0n the basis of our data .,

it can be supposed that the components ’

appearing in certain frequency bands cor-

respond to the above-mentioned expecta-

tions.

Further research should show how these *\\

findings can be applied in audiological

examinations, phoniatric work and in ‘\

speech therapy. ‘
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ABSTRACT
In this paper, several speech sounds are examined by a masking

method to show typical examples of speech spectrum in the auditory

pathway represented by a spatio—temporal masking pattern and to clarify

differences between interaural and physical representation of speech

spectrum. Three types of Japanese speech. monosyllables. continuous

speech and a monosyllable reproduced time reversely, are chosen for

masker sounds. Using [[3 octave band noise bursts with 25msec. duration

as maskees. simultaneous and temporal masking are measured for the
whole period of each masker. Spatio-temporal masking patterns thus
obtained are an inter~aural speech spectrum. Compared with the physical
spectral pattern: speech onsets and the formant structure, in particular,
the transition of forrnants are emphasized and represented prominent in the
masking patterns These spectral emphases in the auditory pathway are
composed of three functions, AM/FM masking, forward/backward
masking, and adaptation. Further. taking into account the considerable

differences between inter—aural and physical representation of speech

spectrum, the inter-aural spectrum can be implemented as better

representation of speech spectrum in speech feature exuaction and speech
signal processing by computers.

INTRODUCTION
Spectrum analysis in the human auditory system is

performed by cochlear function and neural network processing.
These characteristics are assumed to be different from those of
spectral analysis techniques based upon digital signal processing
we usually use.

A number of psychophysical and neuro—physiological
studies have been carried out to date to obtain knowledge on this
auditory spectral analysis characteristics[l,2,3]. These studies
indicate that the auditory system has its own signal processing
functions such as, critical band filtering, lateral inhibition,
adaptation, saturation, combination tones generation, masking
and so on. Therefore, the inter-aural spectrum, i.e. sound
spectrum representation in the auditory pathway, is different
from the physical spectrum. Also, the remarkable abilities of
the human auditory system to detect. separate, and recognize
speech sounds are assumed to be performed using these
inter-aural spectrum as input data for higher level signal
processing. Therefore, inter-aural spectrum is superior to the
physical spectrum representation when discussing perceptual
cues of speech sounds.

From this standpoint, recent efforts have been made to
develop a speech analysis method based on auditory functions.
Several researchers have reported studies that simulate some
auditory functions and a number of them have tried to apply
their results, in part. to the field of automatic machine speech
recognition [4,5,6,7,8,9,11].

Very few reports, however, have been given on studies
concerned with inter—aural representation ofdynamically varying
and/or complex structured sound, such as speech
[10.12.13.14,15]. It is the purpose of this paper to observe
speech sounds from the viewpoint of spatio-temporal masking

pattern, and show typical examples of speech sound
representation in the auditory pathway. Differences between
inter-aural spectrum and physical spectrum representation of
speech are also clarified.

METHODS
Basically, two methods have been used to measure

inter-aural spectral patterns. One is a neuro- physiological
method, by which activities of the auditory nerve fibers
measured directly correspond to sound stimuli inputs [17];
however, this method can not be used to study human auditory
system. Another is a psychophysical method, by which
activities of auditory system are measured indirectly. Three
major psychophysical methods used to measure peripheral
activity are the masking method [10,16], the pulsation threshold

method [19] and the cancelling method [18]. In this paper, two

traditional masking methods, temporal and simultaneous
masking methods, were chosen since they are most appropriate

for measuring inter—aural spectral representation of speech
sound of wide range, time-varying spectral dynamics.

A masking value M(m;t,s) is defined as the threshold
shift of maskee signals overlapped with masker soundm at
time 1. from masker onset. That is,

M(m;t,5) = L(m;t.3) - L(S) [dB] (1)
where L(m;r,s) and L(.t) are the hearing threshold level of
maskee signal 5 with and without masker sound m. present at
the time I. When the maskee signal 5 is a function of frequency
f,.M(m;r,s) is also a function of frequencyf . Therefore, a three
drmensional masking pattern for the masker sound can be
obtained by measuring L(m;r,s(f) ) at various 2 and f. This
three dimentional masking pattern is considered to be an
inter-aural spectrum representation of a masker sound after
peripheral auditory processing.

EXPERIMENTS
. Three experiments were carried out. Maskers were

different types of speech sounds, while maskee signals and
experimental procedure remained the same throughout the
expenments.
Masker m : Japanese monosyllables lel, /re/,
lbel and ldel of 300 to 400 msec. duration were chosen for

maskers. ' : A continuous sentence speech IAre
dewa eberesutont' noborenai/ (He can not climb Mt.Everest.)
was chosen for the masker. This sentence was selected
because it included the monosyllables lel, /re/, /be/ and Idel. The
sentence duration is 1.6 seconds. Experiment 1]]: Reversally
reproduced monosyllable Ire/ was chosen for the masker to

investigate how the time axis, inverse of the masker, affected
the masking pattern. 'lhese speech samples were uttered by a
“1313 Speaker in a soundproof room. Their average fundamental

frequency was about 1001-12.
Maskee Maskee signals were sixteen 1/3 octave band noise
bursts of 25 msec. duration with a linear rise and fall time of 5
msec. Their center frequencies fc covered 100Hz to 4kHz.
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Setup Experimental setups and the time chart of the stimuli are
shown in Fig.1. The masker and maskee were D/A converted
simultaneously via different channels. Both of them were
low-pass-f1ltered(Fc=5kHz,-96dB/Oct.), individually attenuated
to a certain level, mixed together, then presented to a subject
monauraly through headphones (STAX SR-5) in a soundproof
room. The presented level of masker was fixed at 70dBSPL.
Procedure Every threshold value was determined by the
method of limits. At the beginning of the experiment, the
maskee level was set below the threshold. Subjects were
instructed to judge whether or not the maskee signal could be
heard with the masker sound for each presented stimulus by
pushing 'Yes' or 'No' button on the switch box. Every time the
'No' button was pushed, the system increased the maskee level
by 1 or ZdB automatically. The maskee level gave the threshold
value when the 'Yes' button was pushed for the first time. To
allow a judgement to be made correctly and easily, subjects
were allowed to use two additional buttons: 'Again‘ to repeat
the same stimuli, and 'Check' to repeat the masker sound only.

Two well trained male subjects participated in the
experiments. Measurements were repeated at least 3 times for
every threshold L(m;t,s) and at least 10 times for every L(s) on

different days for each subject.

RESULTS
The sound spectrogram and speech waveform of the

monosyllable masker /de/ are shown in Fig.2 (a) and (b),

respectively. In Fig.2 (c), the spatio—temporal masking pattern
measured every 25 msec. for this masker is depicted. The fine
spectral structures of the masker sound, in particular, the first
formant transition (e.g. at t = 125 to 175 msec.) and the vowel

formant structure (e.g. at t = 175 to 300 msec.), are clearly
observed in the masking pattern.

Figure 3 shows masking spectra and 1/3 octave-band
spectra for /de/ at t = 250 msec. Solid lines represent masking
spectra, i.e. the inter-aural spectra, and broken lines represent
1/3 octave-band power spectra, i.e. the physical spectra. Thick
and thin solid lines represent differences between the two
subjects. In Fig.3, the first formant (F1) in the masking spectra
appears more prominent than that in the power spectra since
masking values in the lower frequency region were small.
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Fig.1 Experimental setups and the time chart of the stimuli. Both masker

sound and maskee signal are D/A converted (20kHz, 12bits),

low-pass—filtered (Fc=5kHz.-96dB/oct.),' individually attenuated, mixted

togather, then presented to a subject monauraly.

Figure 4 (a)-(c) show masking patterns and a 1/3 octave

band power spectral patterns for the masker sound Ide/ as a

function of time. When compared with the power spectral

pattern, three distinctive characteristics are observed in the

masking pattern. (1) Masking does not take the value of 0 dB at

the time before the beginning (I = -25 msec.) and after the end

(I = 400 rrrsec.) of masker speech. (2) Masking value increases

remarkably at speech onset (t = 25 msec.) and at the transitional

part of the formant. (3) Masking value decreases gradually in

the vowel part. These characteristics were commonly observed

in each masking pattern measured with respect to other

monosyllable masker sounds.
The spectrogram and the speech waveform of the

continuous speech masker are shown in Fig.5 (a) and (b). A

spatio-temporal masking pattern measured every 25 msec. for

this masker is depicted in Fig.5 (c). Formant structures and

formant transitions are clearly represented in Fig.5 (c) as well as

Fig.2(c).
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Figure 6 (a) - (c) represent masking patterns and power
spectral patterns for continuous speech as a function of time.
Dips seen in the masking patterns at each syllabic boundary, 2‘
around r = 75, 200, 300, 475 msec., are deeper and more "I “Fl-5"”; '
noticeable than those in the power spectral patterns. One reason
for the dip depths in the masking patterns being prominant is
{hat the maslcing values proceeding and succeeding the dips are
arge.
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Fig.6 Masking patterns (solid lines) and 1/3 octave band power spectral

pattents (bloken lines) for the continuous speech as a function of time at

three frequency bands: (a) fw630Hz, (b) fr-lkHz and (c) fc=2.5kHz. Thick

and thin lines represent differences between two subjects.

Figure 7 shows a monosyllable speech 5 trogram for
[re] in normal time axis. This monosyllable and aptfcme reversally
reproduced one ( reversal Irel ) are the maskers in the third
experiment. Figure 8 (a) - (d) show masking patterns using Ire/
(sohd lrnes) and the reversal Irel (broken lines) for a whole
period of the masker sound. Comparing both masking patterns,
masking values increase at the onset of each masker sound,
v." ether it is reproduced reversely or not ( i.e. at r = 25 msec.
for [re] and at r = 275 msec. for reversal Ire/). This phenomenon
appears most remarkable at frequency band fc: 160Hz.
Masking values of Ire/ are larger in 5 to 10 dB than those of ‘
reversal [rel at around I =50 to 100 msec. at frequency bandfc=
315112 and 1.6kl-Iz. These frequency bands are those within
which, F1 and F2 transition occurs, although their transition 1-“ - - 1-‘ mpgr‘tigflffeafim between lrel (i.e. upward) and the reversal ugivmgmtfiz)fiofi°§£qxg

. . w . -‘; Pfifi hands: (a) ransom, (b) fc=315Hz. (c) fc=1kHZ
DISCUSSION ° '°° 20°... 33? “1“” “8"”

Results show several important characteristics which
seem to play important roles in physical to inter-aural spectral
transformation by means of the non-steady part emphatic
functions. Three of these characteristics found in comparing
masking patterns with physical spectral patterns are discussed in
thrs secuon.

. First, speech onset is emphasized in masking patterns.
Thrs onset emphasis is caused by a temporal increase of the
amplitude component, that is an upward amplitude modulated
(AM) component. There exists a downward AM component due
to temporal amplitude decrease at speech offsets. Although, the
offset emphasis produwd by the downward AM component is
smaller than the onset emphasis.

. Second, formant transitions, in particular, F1 and F2
transmonsurn masking patterns are more prominent than those
8f tire physrcal spectra. “hi? ils an inter-aural emphasis caused
y ormant movement w rc is com sed of bo —'———‘—‘—'—‘—— W

frequency modulated (FM) componenmpo'lhcse AM3&3: '5. . 5. $41,205: I. n ' ' ' ' 5' flit}? a a ‘

Fig.7 Wide band spectrogram of the
monosyllable masker sound he] in normal time

axis. This monosyllable and a time reversally

reproducedone (reversal/rel)arethetnaskersin

me third experiment.

(c)
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are produced by temporal change of each harmonics level. One
of the FM components is produced by the resonance frequency
movement itself as seen in broad band spectral patterns. In a
strict sense, a formant transition is not a real movement of a
physical existing frequency‘ component, such as sweep tone, but
a movement of spectral envelope peaks estimated from several
resonated harmonics of the fundamental frequency. However,
this formant movement increases masking values as well as
frequency sweep tone [20]. Another FM component included
in the formant transition is fluctuation of harmonics frequencies.
This fluctuation is a physically existing movement of the FM
component due to fundamental frequency change.

Third, formants in middle and higher frequency ranges
become prominent in masking patterns resulting from small
masking value in the lower frequency range. This is due to a
general masking characteristic that lower frequency components
mask higher ones more effectively than higher frequency
components do lower ones. In this paper, suppression effects
along the frequency axis, which is seen in the results given by
the pulsation threshold [12,13], are not reflected on the masking
pattern since traditional masking procedures were used.

On the other hand, a decrease in masking values at the
middle part of vowel is noticeable in the monosyllable masking
patterns, but not so noticeable in the continuous speech patterns.
This phenomenon is an adaptation effect caused by the steady
state vowel part which has a several hundred milisecond
duration. In a continuous Speech masker, vowel part are not
long enough to cause the adaptation effect. Since the adaptation
decreases masking values at long steady vowel part, non-steady
parts of speech (including onset and formant transitions)
preceding and/or succeeding these vowels are relatively
emphasized in the auditory pathway.

Furthermore, as shown in the results of the third
experiment, reversing the time axis of a masker sound gives us
completely different masking patterns. Two spectra with the
same exact frequency structure have two different masking
values. This suggests that spectral change direction and
interaction between temporarily adjacent components play
important roles in the physical to inter—aural spectral
transformation. ' 7

To summarize, it is clear that temporal amplitude varying
features, transition of formant frequencies and structures, which
are considered to be important cues in speech perception, are
emphasized and more prominent in the auditory pathway than
those in physical spectrum patterns. It is expected that
inter-aural spectral representation will bear better results than
physical spectral representation when implemented in speech
signal processing by computers. The physical to inter-aural
spectrum transformation discussed in this paper can be
described quantitatively by simulating AM/FM component
emphasis, backward/forward masking, adaptation and lateral
inhibition. This transformation can be implemented in a
automatic speech recognition preprocessor as a better
representation of speech spectrum capable of discriminating two
utterances with confusable physical spectra.

CONCLUSION
In this paper, three types of speech sounds are examined

by a masking method to show typical examples of inter-aural
representation of speech spectrum represented by a spatio-
temporal masking pattern and to clarify differences between
inter-aural and physical representation of speech spectrum. Our
findings are summarized as follows:
1) Compared with the physical spectral pattern: speech onsets
and formant structure, in particular, formant transitions are
prominent in the masking pattern.
2) Spectral emphasis is presumably composed of three auditory
functions: AM/FM components emphasis, forward/backward
masking and adaptation. These play important roles in physical

to inter-aural spectrum transformation.
3) The direction of AM/FM component movements in speech
sounds is of great importance and strongly affects the process of
producing the inter-aural spectrum pattern.
4) Taking into account the considerable differences between
inter-aural and physical representation of Speech spectrum, the
inter-aural spectrum can be implemented as a better
representation of speech spectrum in speech feature extraction
and speech signal processing by computers, particularly in
automatic speech recognition by machine.
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AUTOMATIC WORD STRESS DETECTOR
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ABSTRACT

This paper presents the results of measure-
ments of Russian word-stress parameters (using
acoustic and statistic methods). There are also
demonstrated some specific peculiarities of Rus-
sian word stress which are employed in the com—
puter model of an automatic word stress detec-
tor.

INTRODUCTION

The analysis of the literature on the word
stress reveals that the Russian stress is not
distinguished in current speech by certain spe-
cific parameters. It rather aims at structuring
or shaping of a phonetic word on the whole. The
peculiar character of the Russian stress presents
certain difficulties for automatic stress detec-
ticn.

Among the acoustic correlates usually consi-
dered for stressed vowels characteristics are
fundamental frequency, duration, intensity and
spectrum. The absolute and relative values are of
interest.

It is necessary to specify the rhythmic cr-
ganimation of phonetic words and frequency of oc-
curence of phonetic words and their rhythmic
structures (RS). A rhythmic structure characteri-
zes a single word or a few words, autonomous or
syntactic, forming a stressed group. as type is
designated by a fraction where the number of syl-
lables in a phonetic word is a nominator and the
ordinal number of the stressed syllable is a de-
nominator. RS variety is designated by a succes-
sion of consonants and vowels in a BS which is
shown in terms of C (consonants) and V (vowels).

The rhythmic pattern of a Russian text does
not permit two or more succesive stressed syllab-
les or a long succession of unstressed syllables.
The average length of an interval between two su-
ccessive stresses varies from I to 3 syllables,
the most frequent being 2 syllables /I/.

In the initial and final BS there are usual-
ly no more than 2 prestressed or poststressed sy-
llables. The 38s containing from I to 4 syllables
are most characteristic for Russian syntagmas.
The most frequent ones consist of 3 RS, average
syntagma length being 2,8 RS.

The phonetic word of 2 or 3 syllables are
predominant. The data obtained by prof. L.V.Zlao -
tcustova show that the 6 most frequent RS types:
1/1, 2/1, 2/2, 3/2, 3/3, 5/3 cover approximately

70% of any Russian text. The mentioned RS types

and 3 more: 3/1, 4/2, 4/3 can cover about 90% of
any Russian text (e.g. the text of a dialogue)
/2/. The distribution of general as types in dif-
ferent languages is demonstrated for fiction and
newspaper texts /3/ (see Table I).

Table I. Frequency of occurence of RS types (%)

ns TYPE LANGUAGE
aussnm mummy ENGLISH GERMAN

I/I 13 13,8 27 17.6
2/1 16,8 16,5 18,8 16,9
2/2 21,3 10,6 21,5 16,7
3/1 6 7,3 1,4 7 .
3/2 19,6 16,6 5,5 23,3
3/3 7 2,3 3.8 3.2
4/1 1.3 1,8 0,7 -
4/2 4 10,9 1,9 2
4/3 9,2 11,7 1,9 2,6
4/4 1.4 1,3 0,5 0.5
5/3 5 2 1,4 1

Stress in Russian is normally placed on one
of the initial three syllables of a phonetic
word. Preferably it is one of the central syllab-
les of a word.

BS REALIZATION IN SPEECH

The specific character of RS realization de-
pends on frequency of occurence of a word, its
position in an utterance or syntagma. It also de-
pends on a variety of conditions: prepared rea-

ding vs. spontaneous speech, an artistic readins
by an actor vs. neutral reading by a layman, as
constituting a one-word utterance or being Part
of a context, the character of a text (variety
and genre), normative vs. dialectical speechyet°'
Extralinguistic factors are also to be taken in-
to account.

To determine an RS type is necessary to 19'
arn the number of syllables in a RS, the stressed
syllable and its position relative to unstressed
syllables, consonant and vowel component markers
typical of beginning and end of a BS.

To detect the stressed syllable we took a
number of R83 with stressed syllables (and V°'
wels) clearly dissimilar to the unstressed sylle'
bles of the same utterance. It should be mentio-
ned that stressed and unstressed syllables may
have similar values of such parameters as funds-
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mental frequency, duration, intensity and spect-
rum. So it is preferable to choose the most ty-
pical and frequent samples as the test material
for developing an automatic teaching system

(ATS).
Thus our minimal text consisted of I to 4

utterances, an utterance consisted of 2 syntag-
mas and so on. A separate utterance also can
form a text. In the utterance of 2 355 the pho-
netic word of any of the 9 rhythmic types may
occur as the first component. The second compo-
nent may be one of the following types: 1/1, 2/1,
2/2, 3/1, 3/2. 4/2. Such RS types as 3/3, 4/3,
5/3 can succeed every as type exept 3/1, 4/2,
5/3. The third phonetic word in a three word ut-
terance is chosen in a likely manner.

The most frequent words are preferable to be
chosen to form utterances. The comparison of the
structural types of word entries in word counts
shows that independently on the material used

(written vs. oral text) and the size of analysed
selection (400 thousand vs. 1 million occuren-
ces). One can note a certain similarity of rhy—

thmic types and varieties in both selections.
The important finding was that the most _

frequent structural models found in word counts,
are the most frequent in the texts. Thus, there
is a limited number of basic structural types of
words and phonetic words in Russian /4/.

One of the structurally important variables
of a phonetic word is the relative duration of
its vowels in strong and weak positions. It has
been repeatedly mentioned that vowel length
change accounts for phonetic word duration vari-
ance due to conditions such as separate vs. con-
textual occurence, initial vs. final position in

an utterance, emotional vs. neutral content,
whether or not a RS bears the phrase accent,etc.

The temporal structure of a phonetic word
is essentially conditioned by the relationship
of broad and narrow vowels in strong and weak
positions. Finally, it is important whether the
initial syllable of a word is covered and the
final syllable is open.

RESULTS AND DISCUSSION

The comparison of durations of the stressed

and the first prestressed broad vowels in the as
of VCVCV(C) and CVCVCV(C) varieties revealed
that in the final position the first RS vowel is
always shorter than the stressed vowel irrespec—

tive of its being open or,covered.
In the RS of the CVCVCV(C) variety with the

covered initial syllable in the beginning of an

utterance the first prestressed vowel is shorter

than the stressed vowel. The first prestressed

vowel that starts an utterance is always longer

than the stressed vowel.

Initial position (one-syntagma utterance)

The unstressed vowel in the absolute begin-

ning of a RS of the 3/2 type and VCVCV(C) varie-

ty is in 89% instances longer than the stressed

one. In case of a covered initial unstressed vo-

Vel (RS of the CVCVCY(C) variety) is in 90% in—
stances shorter than the stressed one.

Eingl_pggitigg (one-syntagma utterance) .
In the final position of a RS in an uttera—

nce both the initial vowel of an open prestres—
sed syllable and the vowel of the first prestre—
ssed covered syllable (i.e. 35s of the VCVCV(C)
and CVCVCV(C) varieties) are in 96% instances
shorter than the stressed vowel.

Table 2. The relationship of durations of pre-
stressed and stressed vowels connected
to narrow vs. broad types of vowel
sounds /2/

VOWELS RS COEFFICIENT

prestressed narrow . 0,535
stressed broad

2—syllab1e 0,486
3-syllab1e 0,591
4—syllable 0,454

prestressed narrow 0,867
stressed narrow

2—syllab1e 0,02

3-syllable 0,926
k-syllable 0,827
5-syllable 1,043

prestressed broad 0,796
stressed broad

2—syllable 0,826
3-syllable 0,722
k-syllable 0,821
5-syllable 0,88

The mean intensity of RS components have
been analysed as function of RS position in an
utterance, qualitative nature of the components
in 3 RS, and of syllable types. One could Justi-
fiably expect that in final position of a BS in
an utterance the intensity of all the components
have been lower than in utterance initial RSs.
This regularity is connected with the phrase in-
tensity contour and has been repeatedly mentioned
recently.

The mean intensities allow to estimate in-
ggnsity changes in strong and weak elements of a

The question of the absolute prominence of
stressed vowels (stressed syllables) especially
in fhu 28 with a narrow stressed vowel (in a
c=csed syllable) and a broad prestressed vowel
'” 01 special interest. .

Cur experiment shows that a tendency exists
for the stressed vowel (independently on its po-
sit =u) to be more prominent in a BS in the ab-
so: no beginning of an utterance with similar
vowel and consonants. If the first syllable is
stressed it is most certain to be marked by in-
creased intensity.

I in the absolute beginning in a BS of the
VCVCV variety the usual distribution of mean in-
tensity is like this: the postetressed vowel is
the least intensive, the most intensive is the
stressed one, and the final vowel, however short,
is more intensive than the preceding one. A dif-
ferent distribution is revealed in the absolute
ending of a BS: the most intensive is the stres-
sed vowel, the least intensive - second poststre-
ssed. In some cases the intensities of the stres-
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tial and closed final syllables).

Fe suggest the stress detection algorhyth-
based on the aethod of loudness neasureoent. the
objective aethods of abjective laziness [7/ up
asureaents are available aov as the international
standard I 532) '

In addition to such variables as intensity
/I/, duration /t/, energy ll], fundaaentd fre-
quency ”of, etc./ loudness allows to take into
accounttbetpecim-Shape/S/ndthesound
field shape /P I- This the loudness is a functio-
nal of a series of variables W=ofr(I,t,Po,S, P)

and as a tool of measurement. is lore adequate

than oust of physical (acoustic) parameters. As

fer as energy /E/ is a function of intensity and

duration, the loudness is a complex function of

energy. In the present study both I and E were

used and a corparison has been male.

The test aaterial has been tape—recorded
and re—recorded by new of an analog-to-digital

converter on a digital tape Ibich has been colpu-

ter analysed by the Auto-atic Systen of Scienti-

fic Research (A353). Ihe systea is able to aeasu-
re loudness and loudness level (in accordance to

international standard 5 532) and possess the ne-

cessary service softrare /5/, N/.
The result of such an analysis are the auto—

mtic graphs: oscillograas vith the 1/20 asec
tine sari-s, mltiparaaetric graphs reflecting in-

tsnsity, loudness level and fundaaental frequen-

cy as function of tine.
l’be algorhythl has been tested on a lilited

material there the celpared vowels vere prosodi-

cally different. It deaonstroted that loudness

integral laxila corresponded to stress voiels in

all cases. After paraleter optiaization the algo-

rhythl has been tested on a sore varied latex-tel
vith a new variable of the word position in an
utterance. A new phrase test vas coepiled to con-
pare vowels:

I. Stressed and strong unstressed vorels

{nan covered in the first prestressed syllable

and open in the first poststressed syllable),
2. Yovels of different proper duration and

intensity.
3. \‘orels in different phonetic environ-

aents.

After the linguistic correction the reliability
of the algorhythn increased to 92,34.

CONCLL‘SIOS

The attained reliability justifies the use
of loudness along with other para-eters in vor-

king out algorhythas of autontic vord stress
detection in current speech. It's use as a part
of the ATS is recon-ended.
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0.7.: SPEECH RECGG‘ITTION ALGORITLEES

G. G. RODIONOVA

Computer Centre of the USSR Academy of Sciences,

Vavilcva str., mascow,

ABS senor

Ehe algorithms based on the wider use of

acoustic—phonetic (APh) information are

described. These algorithms include APh-

clustering of training set and APh—clas-

sification on unknoxn message. An APh—

structure description of speech signal is

presented.

1. IKTRCBUCTICR

Automatic speech recognition (ASE) is a

key problem of the modern speech technolo-

gy. In last years a variety of approaches

to ASR have been explored and certain pro-

gress has been made in this field. This

progress is largely due to the use of xi-

dely adopted formalistic techniques such

as the most popular dinamic-prograzning

(DP) method. DF-technrne is based on who-

le-word template matching making it's per»

for~ .ce quite high due to the absence of

segmentation error and other advantages.

However such problems as large time and

storage requirements, dicrimination of si-

milar words, account of coarticulation ef-

fects arise. has it is quite clear that

U533. 117333

this approach is not promising. An inevi-

table return to accounting for "human"

aspect of speech signal requires the de-

sign of acoustic-phonetic informati-

on based algorithms. In this paper we bri-

efly describe the algorithms containing a

set of procedures used for APh—clustering

in training and recognition.

2. PARAEEIRICAL DESCRIPTION OF SPEECH

SIGNAL

The accuracy of recognition is evidently

dependent on reliability of every level

of a recognition system, and errors in

coding and parametrical description are

the most essential.

the speech signal processing hardware has

been developed in the Computer center of

the USSR Academy of Sciences. This

hardware is based on the principle of ma-

ximal account of acoustic and phonetic

features of a speech wave. Special devices

are designed to extract and input into

computer a variety of parameters, charac-

terising the 10—20 ms intervals (time-

segments) such as:

‘00 Se 5.1.1

F1,F2 - average first and second formant

frequency,

F0 - pitch frequency,

N0 - number of zero crossings,

! A0 - total energy etc.

Among these parameters a set of the most

informative ones {P1} , i s 1,...,4,5,6

has been extracted. These parameters en-

sure that the requirements of minimal

time and maximal accuracy of recognition

are fulfilled.

When an algorithm operates with templates

and uses the APh-information, it is neces-

sary that these APh—features provide the

distinction between all of the templates

in the conditions of real—time processing.

We have developed computer programs to

obtain some lexical parameters which ref-

lect the phonetic structure of a message.

So the parameters show the presence (or

absence) of certain phoneme-like subword

units (ph-segments) and their order in a

word. As a result of the procedures the

secondary characteristics from a set of

primary ones have been obtained; e.g.:

R1=1, if a word Si contains the noise can:

sonant (NC) segment of a duration'C;

which does not exceed a threshold

“1““ T on":1 41 th’ "<1; ‘ Noun
A36 < Am;

R ‘1, if the stressed vowel is of the

"a" type, i.e. Ti ) T, th’ I": and

F: are lying in their standart

domain of mean values, A3 ‘> Ath’

etc.

Vector ‘W: {31} , 1 =1,...8,16
reflects a certain information

about message phonetic structure, for_

example, the word "cal-iu"is characte-

rised by vector:

w :- {1,1,0,1,o,o,1,o},

This means:

R1 - 1: there is a noise consonant (NC)

during the given word realiza-

tion (HR):

R2 - 1: this NC is in the beginning of

the word;

R3 I 0: there are no second NC in the

word;

R4 - 1: the stressed vowel is of the

"a" type;

R5 - R6 - 0: the stressed vowel is not

of "y" or "a" type;

R7 = 1: the NC has the energy maximum

in the high frequency region;

8 E 0:.R8 is not computed when R3 a 0;

if R a 1, then the value of R8
3

depends on No of the second NC.

Such a description is rather rough, but

it is of a reliable nature. when the num-

ber of secondary features is equal to 16

or 24, the vector W is more informative,

but in this case the description has some

evident desadvantages. Thus, the original

speech signal is presented by means of

_£u11 description (FD), being two kinds of

_ parameter, having different levels of

extracting and different powers of adequa-

cy.

Namely FD consists of:
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(a) primary description - a temporal
I
, , where T is thematrix H}%

message duration in 10 me time-

segments and

(b) secondary description - a vector W

of binary lexical features (ph—seg-

ments).

This representation is more accurate

then the one obtained with whole-word

templates, where phonetical variations

can be expressed only by adding other

templates. It also shows better the dis-

tinctions between similar words. Such a

description provides a more natural way

of dealing with acoustic-phonetic infor-

mation and,on the other hand reduces con-

siderably the required amount of training

material.

3. APh —CLUSTERING OF A TdAINING SET

The recognition system software consists

of two parts: a teaching one, which provid?

a training set and a recognizing part, des-

tined to carry out the search operations.

The training set is formed by means of

pronouncing every position of given vocabu-

lary {S}(a word or a word combination with

their attributes indicated: word code,

speaker name, etc.). Input and full repre-

sentation (primary and secondary) for eve-

ry utterance is made. These descriptions

are stored in two computer memory domains.

Then the training set of the length M:

{Si}, 1 a 1,..,M,(which is at the beginn-

ing structurelesa)is clustered on phonetie

cal features base, i,e, is divided into J

structural clusters CB, 3 = 1,...,J. The

clustering process is perfonned with the

aid of vector W components, lying in the

nodes of a binary logical tree (BLT).

These components are previously arranged

and BLT is constructed after the user

manner. It should be noted that the total

number of terminal clusters J is not equal

to 2k, where k is the length of vectorVd
It is so since every branch of BLT does

not contain all of the theoretically pos-

sible nodes due to the special nature of

VL Thus we can estimate the mean number

of templates, N3, in the cluster 03:

N3 ‘3 M/J.

In -case of phonetical nonbalanced voca-

bulary this estimation may turn out to be

rather approximate, but this fact is not of

a great importance. The point of the method

is that a cluster, 03' contains a template

which is relevant to unknown utterance with

the same phonetical labeL.j. APh-clustering

is carried out automatically with the help

of especially developed procedures of speech

recognition system.

4. RECOGNITION ALGORITHM BASED ON APh-

CLUSTERING

Spoken message pertaining to a given

vocabulary is} is recognized by looking

for a relevant pattern through a subset

of templates that maximizes a measure of
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similarity with the input signal. The

main feature of algorithms under consi-

deration is that the search for a maxi-

mal similar candidate is made within the

templates that form one cluster without

any resortion to the remaining templates.

The sample to check the recognition algo-

rithm was defined by a given vocabulary

{S}. First, the input utterance S1 was

transfonned into primary parameter des-

cription,the matrix VFF%\}L . For the

same message a secondary parameter sequen—

ce — vector wi was calculated (in real-

time) and an APh—classification was made

by the values of vector Wi's components.

So the s1 got a structure label, 1.6. it

was marked by the number of "its" cluster,

3. APh-classification procedure was per—

formed by using the same learning binary

logical tree as in the learning stage.

The fact that both the template and the

searched for descriptionsbelong to the

same terminal APh-cluster Cj makes it

possible to restrict the search for re- I

levant candidate E'to objects of C5

only: E G 03.

The choise of search strategy is of gre-

at importance to the outcome (error rates

and recognition time),but the described a1

gorithms are independent of this strategy.

In our case the relevant candidate E3 was

found by comparing the parametrical matrix

// [ST/fl: with the matrices of templates com-

posing cluster Cj.

If APh-clustering technique is well

developed, the algorithms under conside-

ration not only shorten the recognition

time on the average by a factor of J times,

but also improve the accuracy. The latter

takes place because the smaller the number

of processed templates the lower the error

in classification.

CONCLUSIONS

Adequate description of a speech object is

always of great importance. But in the prob-

lems on speech recognition dealing with an

object that is highly variable in time and

in the parameter space, the question of op-

timal formalization of this object is deci-

sive. The algorithms described may be-of in-

terest for those who develop speech recogni-

tion systems and who realize that the role

of acoustic-phonetic information should be

strengthened.
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SOUND IMAGE RECOGNITION BY HOLOGRAPHIC MEANS

v11. IMAKOV, V.N. 50130s

All-UIIOI By Correspondence Elemotechnlcll Institute of Communications, Macaw, USSR 123855

ABSTRACT

Optical methods of sound image recog-

nition are discussed as an alternate to

recognition systems with von Neumann’s

architecture. The main design principles

and algorithms are described.

INTRODUCTION

Most sound image recognition systems

are based on computer systems (08) with
a von Neumann architecture (with a seq-
uential instruction stream). As is known
such CS are not equipped with functions

(including input-output) required to
process non-numeric data, such as speech,

graphic images, etc. Due to the difficul-

ties of real-time parallel 'processing of

acoustic signals, it appears expedient

to shift'to customized optical computers
(000) for solving sound image recogniti-
on problems. Such COC may use both cohe-

rent and non-coherent light emissions,

or their combination. Correlation type

COC are the most widely used due to the

simplicity and efficiency of complex sign-

al transformations, such as convolution,

correlation, Fourier transforms, Hankel

transforms, multiplication of matrices,

etc. In contrast to traditional digital

CS in which the elementary Operation is

a comparison by mod 2, in COC of the cor-

relation type an elementary operation is

a complex functional or integral trans-

formation with an execution time determin-

ed only by the time of light travel thro-

ugh the optical media and assemblies,

which can be some 10 ns to 10 ps. Another

feature of C00 is their ability to per-

form multiparallel signal processing. Op-

tical computers are equivalent to CS with

106 to 1012 inputs. The number of output

channels can range from 1 to kn, where n

is the number of inputs and k a 1, 2,3...
Another feature of COC is the ease and

simplicity Of processing multidimensi-

onal objects. 000 which should simulta-

neously, in fractions of a microsecond

add and divide hundreds of millions of
numbers or multidimensional matrices
can be designed without undue engineer-

ing problems, while such speeds in tra-

ditional digital CS are unattainable,

especially if the simultaneous process-

ing of great data bulks is taken into

account. Many researches tend to treat

acoustic signals as a unidimensional ft(x)
one, rather than three-dimensional ft(x.yo
z) signals, this being hardly always just-
ified. Holography is an ideal means of ma-

thematical simulation of three-dimensional

objects, and holographic methods provide
an exhaustive description of acoustic sign-
als at all stages of its processing.

IMPLEMENTATION

Optical computers can be designed as
analog, digital, or hybrid devices and
may include various electronic and mec-
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hanical assemblies and units. COC func-
tioning is based on the principle of
generalised image delineation. The acoust-

ic signal is fed to Optical channel most-
ly via the so-called spatial-time light
modulators (SIIM) in the form of a two-
or three-dimensional matrix consisting of

several hundred or thousand cells con- ‘

trolled by the acoustic signal or its ele-

ctric equivalent. The acoustic or electriz

signal causes a charge image to be form-

ed on the modulator surface and this in

turn modulates the light beam. STlls may

be Operated both in the light transmission

or light reflection modes. One Of the $11!

' modifications is the controlled liquid

crystal matrix (with acoustic, electric,

or light control) with modulation frequ-.
enoies up to about 60 kHz which is usual-

ly adequate for acoustic signal process-

ing. The most advanced.acoustio light mo-

dulators (of the Phototitue type) are bas-

ed on CRTs [1,2], with a special crystal

serving as the target inside the CR! and

two electron guns for information record-

ing and erasure, respectively. The charge

image pattern on the crystal surface is

formed by a controllable electron beam.

During information readout the passing co-

herent light is phase and amplitude modu-

lated. Real-time operation is provided by

a second electron gun with a wide beam to

remove the surface charge. As demonstrat-

ed [2], nonooherent optical processing is

essentially reduced to linear operations

with the image. In the classical non-co-

herent optical processor [3] the correlat-

ed output signal appears on a background

of a constant bias. In the past, applicat-

ions of such systems have been hampered

by the low output signal-to-noiee ratio
and the difficulties of handling complex

data. In the non-coherent Optical speech

processing system under study a higher

aisnal-to-noise ratio is obtained and the

constant bias is eliminated by modulating

and demodulating the carrier. This makes

it feasible to preprocess complex data

to a form suitable to be input to the

main coherent processor; this is acompl-

ished with the aid of an Obscure aperture

of special shape. Consider two-dimension-

al functions: the recognized acoustic pat-

tern f(x,y) and the reference pattern

g(x.y) which are to be compared by close-

ness. In the general case, they can be

complex quantities. Using their optical

image, coded transparencies with trans-

mission intensities fc and g0 are gone-

rated:
fc - 0.5|f(x1,y1)| {1+cos[?.fit’cx1 +

+'3r3 1’(x1,y1)]} (1)

3c - 0.513(1.l ,y1)l {1-I-cos[2:ll')‘¢x1 +

+ are damn} (2)
where 95 is the carrier frequncy used in

the coding Operation. Functions fc and 3c

are realized as intensities caused by bi-

asing the cosine carrier. At Ifl t 1 and

Isl i 1, we have 0 ‘ Ifcle 1 and 0 "3c"

- 1. This means that processing the coded

transparencies is equivalent to processing

the initial functions. Correlation be-

tween'fc and go is provided by the base

non-coherent processor (Fig. 1). Fresnel

holograms for the plane of obscure P' we-

re generated, with transmittance functions

8c(x1,y1) in the input plane P1 correspond-

ing to various phoneme and their combinat-

ions (dyads). The transparency modulated

by fc was positioned in the P1 plane and

thus the light intensity in the output

plane P1 was f-°® go:

‘ 12 f-‘fc®gc - 0.25 lf|®|g| +

+ 0.25 If®g| coslfi2:fl‘)t,:x2 +

+ arg(f®g)] +

+ 0.25 |f|®|8| Icosl,'_251‘9¢x2 +

. + arg(s)]l+ 0.25 |8l®lf| (3)

If 9° is sufficiently large, the signal

spectra of main frequency band with a mo-

dulated carrier in lqs. (1) and (2) will
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not overlap in the frequency domain. Sin-

ce correlation is equivalent to multipli-

cation in the frequency domain, the~ last

two terms in Eq. (3) will be zero and the

pattern in plane P2 will be reduced to:

12 a fc() gc - 0.25 IfIC)I8| +

+ 0.25 |f® g| cosll23h‘cx2 +
+ arg(f® 5)] (4)

To obtain the desired complex function

f® g from the distribution in the P2 pla-

no the pattern in this plane was scanned

by a raster in the :2 direction, with the

spatial carrier vc being transformed in-

to a time carrier 8'5 (5 is the scanning

speed). Passing the video signal through

a band-pass filter removes the first term

of Eq.(3) and the second term then depicts

the absolute value and phase Of the

f®g signal. In the transformation de-

vice used masks for the DC component and

first, third, fifth and seventh derivat-

ives of the spatial-temporal acoustic si-

gnal were provided, with the even derivat—

ives zeroed out by an apprOpriately sel-

ected obscure function. Differentiation

and averaging were holographic.The masks

were programmed to provide a pseudo-form-

ant representation of the speech signal,

this ensuring an adequate invariance re-

lative to different dictors. Pseudo-form-

ants are more descriptive than formants,

least Of all prone to change, and are re-

latively easy to separate [4]. Non-coher~

pl p2 p. p3

11> n
L, 1.2 l 4

3 -a»
r1801-

Basic non-coherent optical correlator
1 - source; 2 - condenser lens; 3 - de-

coder; 4 - output signal; P', P" - obe-

- cures; P1, P2 - mask-transparencies;

'L1, L2 - lenses; P3 - integral matrix

ent optical speech processing is limited

to linear transforms only. Nonlinear tram; ~.

forms of acoustic signals are readily pro-,‘

duced by coherent Optics techniques, us-

ing the "Kristal" facility with a "rheto-

titus" modulator. Recognition was perform-

ed using the multirange delineation and

modified image disfocus methods [2,5].

PRINCIPLES OF ALGORITHM CONSTRUCTION

Delineation Of "visible speech" pat-

terns by means of a controlled photoelec-

trooptical liquid-crystal matrix is based

on the photosensitive surface being expos-

ed both to a focused image and defocused

image, the former providing a pulse respon-

se in the four of a delta function and

the latter - in the form
1/(RiciRc( Uzi + yz/R°)).

where R0 is the defocusing factor.

The contour is determined by the

difference between these images which

is generated during readout. Such process

ing is analoguous to photography with an

"unsharp mask" [3].Generalizing Casas—

ent’s transform [2,6] by introducing nonr

alization to time and combining geometric

transformations with integrated Optical

processing provides addressing a consider

ably wider class of phonem speech decod-

ing problems, in particular by including

"visible speech" image recognition when

the pattern differs from the reference

one in scale, positioning, orientation

and time dependence. A multigraph is 833'

erated in the COC memory as result Of ho-

lographic speech signal processing, this

multigraph containing various interpreta-

tions Of the recognized words, syllables
and phoneme. Studies show the optimal re-

cognition algorithm tO correspond to the

minimal evaluation by Kolmogorov’s intric—

acy criterion. Some relations, describing

associative signs are outlined from the .
versatile relations class. The effects of"
actually implemented algorithms on the
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image being recognized is limited to the

' screening operator which is in the form

of a special mask and which is equivalent

in effect to convolution of an associativ-

ed sign matrix with a versatile relations

matrix. In the intelligent system thus

created particular calculus of natural de-

ductions is widely employed. Digital ho-

lography was used to design the optimal

filter, the initial data being produced

by passing,the visible speech images

through special masks, such as chess

field, concentric alternating dark and

light bands, moire grid, etc. Computer

processing Of these prefiltered images

produced a program of grid plotting for

a precision plotter, with a photo image

Of this grid reduced by 70x used as an

Optimal matched filter. The same program

was used to control the electron beam

path during readout of the recognized

visual speech image. Beam deflection was

corrected by means of a special associat-

ive mask which served as a multiversion

prompter. The most probable beam paths

were run first with less probable paths

following. The artificial intelligence

system made wide use of contiguity and

hint relations. As compared to frame art-

ificial intelligence systems, this system

features the advantages of associative

links and a considerably higher version

search rate for speech pattern recognition.

FURTHER DEVELOPMENTS

The artificial intelligence system des-

cribed was run mostly under stringent

prOgram control. To make the system more

flexible it is expedient tO complement

its intelligent and customized processors

by a so-called instrumental processor.

The function of this latter is to genera- .

to CS Of variable architecture and struc-

ture, depending on the stage of the task-

being performed. The instrumental process-

or determines the number Of atomic eva-

luators and their networking into a sem-

antic net to Optimize the search of a

reference pattern for the image to be

recognized and select the most efficient

algorithm for the present stage. Thus,
the intelligent processor sets the stra-

tegy, while the instrumental processor

detenmines the tactics of recognition.

Mathematical simulation Of both process-

ors utilized Petri nets.
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ABSTRACT

Th3 paper is based on the theory of

fuzzy sets as a mathematical means of des-

cription of speech and langugeiIt is sug-

gested to consider the problem of paramet-

ric representation and following analysis

of speech signals with the purpose of re-

cognizing as a problem of successive tran-

sformations from fuzzy subsets to usual

ones and vice versa and an analysis of ob-

taining results at every step;

INTRODUCiION

The idea to use the theory of fuzzy

sets for_speech recognition was suggested

in I1-5/.Partially it was connected with

difficulties arising with attempts to use

the traditional mathematical methods of des-

cription of speech and landuage,particular-

1y when constructing nonadaptive systems

of speech recognition,i.e. speaker-indepen-

dent specefi recognition systems for an erbi-
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trary speaker which is a carrier of pronun-

ciation norms for given langugeJXPeri-

ments of Klatt and Stevens/El shows that

uncertainty of speech signals in acoustic

field is the main propety of speech.“ the

same time underphonetic decoding linguists

are managing without any complicated ma-

thematical means and even without suffici-

ent current information.The studies on

blind-spectrogram-reading experiments with

various speakers which have been carried .

out over the years on the faculty of Phi'

lology of Moscow State University I?! and
constructions of speech understanding 3175’

tem based on the analysis of phonetician"

'expert'experience with decoding speech

spectrograms confirm our thesislUSins only
general lingustic knowledge on nature of

format Parameters, on intensity of 51811313
and harmonics expert-liguists make succeS'

fully phonetic decoding actually basing on

Se 5.3.1

fuzzy linguistic variables (for example,

high 1 formantgvery low 2 formant.big to-

tal energy etc.)

FUZZY TRANSFORMATIONS IN SPEECH RECOGNITION

It has been assumed that elements of,

thinking of man would enable to imagine as

fuzzy subsets for which the function of

belonging takes not only 1 or 0 but real

numbers beween O and 1.1m practical sys-

tems of recognition it is not necesary on

the parametric level to try to find some

global decisins and on phonetic level to

obtain unique decision on belonging to a

definite class,but it is possible to ac-

cept several variants of sounds as it is

doing in systems for understanding conti-

nuous speech when forming of phonetic lat-

tices.Remark that uncertainty on the pho-

netic level may be setted using higher

linguistic levels (lexica1;syntactic and.

semantic).Thus extension of uncertainty of

solutions for ill-definable classes of

sounds on lower recognition levels may give

more possibilities for right and reliable

recognition of speech sounds than raising

rigidness of decisionrmaking on the same

levels.

It is possible to describe speech which is

by its nature rather complicated informa-'

tion phenomenon with the help of fuzzy

linguistic variables connected with fea-

tures of prime parameters which in their

turn are results of some objective measu-

0

rings and do not contain fuzzyness.Thus on ‘-

-the stage of prime data reduction of spe- .

ech signal we have direct transformation

from a fuzzy set to an uSual one.“ the

same time labels indicating on belonging

of learning set to suitable classes may be

fuzzy.It means,that classification object

must be going on with taking into account

all of the probable classes.Thus on the

stage of fuzzy classification we have an

inverse transformation from usual subsets

to fuzzy ones.

In the case of data reduction of speech

signals using the notion of usual \‘X- level

subsets fl’ff/jnfld') act} ,we may formulate

the general principle of construction of

acoustic-phonetic processor,which consists

in search of Ot-level which controls passa-

go of speech signals throught some key

schemes for purpose of subsequent proces-

sing.Experimentally d-levels are selected

such i)basic noice of apparatus,stationary

noice and room noice do not stand but

against a background in pauses; ii)there

is information on place of formation of

weak fricative sounds (f,h) when they ap-

pear.As a result we have a direct transfor—

mation from the fuzzy subset of analogic

speech signals to the usual subset of dis-

crete figure codes corresponding to these

analogic signals,i.e. gli) ”fl/{f swhere

(4(0 is a 'fuzzy set of analogic speech

signals 34'" is a set of discrete readings

of parametres representing of a speech sig

nal; £=l,2,... M is a type of parameter;
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d': 1,2,,”4/ is a number of reading.’l‘he fuz-

\ zy deciSion on belonging of these discrete

readings to the nearest samples is descri-

bed in /8/.In the process‘ of work of fuzzy

decision algorithm we have the inverse

transformation from the fuzzy set of dis-

crete readings of parameters representing

of speech signal to an usual subset of hy-

pothesis on pronounced word.

Such transformation may_be realized using

decomposition theorem /9/,which from the

chain of usual subsets 4°C”! C142 C... CAMC

61411

of segments of words with phonetic labels

of acoustically similar families

defined by parametric matrices give us a

fuzzy subset of hypothesis on pronounced
( ) (I!)

word (here 40-41“!“ 41.2, , 4" '4!»
(fl)a“, are phonetic transcription of

acoustically similar words; afflis a phone-

tic label of i-th segment and j-th word;

11 is the word number; N" is length of

phonetic transcription of n-th word.'1‘he

inclusion relation of acoustically similar

words is defined by relative embedding co-

efficient.

DEFINITION 1.By a relative inclusion coef—

ficient A’efrom 49 in I; is meant the maxi-

mal number of coincidence of phonemes in

transcription arranged on the order of ap.

pearence: /fe=/(/fla,le)=m4X(MJ/3afg 5‘
an «v a» («I nu

54’“, Q‘z=ajz,...,aim:4jm.

£4: (2 S... ‘Zm; .1251} 5... ‘1'».

DEFINITION 2.Iet 1464 Cfle‘ be meant that

[PI 5fe2.
The fuzzy subset g of hypotheses on pro-

nounced word defined as follows :fir—‘gflXfl'hl

110

ml- ,. ,

O‘z'fla: moth-flan] _ -
(here the meanings of di for ’4: are such-

that oli>°¢z>m>05n ).!£eanings 04,431,,

havesignificance of related between speech

waveform and nearests samples.-

The following transformation (from a fuzzy

subsets of hypotheses on pronounced word

to a precise belonging of introducted rea-

lization to a definite standard) may be

realized,for example, with regard for syn~

tax and semantics of languge.

On these grounds we may consider the prob-

lem of parametric reprezentation and subse

quent analysis of speech recognition as a

problem of subsequent transformations from

fuzzy subsets to usual ones and vice versa

and analysis of results on each step.Such

transformations may be described using

Galois relations for fuzzy sets /10/.

These theses were used when working out of

acoustic-phonetic and phonologic processor

and hardware-software speech recognition

systems”.
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ABSTIL‘. ET

This paper presents the results of a large
, series of experiments in reading spectrograms of

Russian utterances. Our experiments have enabled
us to reveal the most general principles of hu-
man speech behaviour in spectrogram processing
and expert acoustic-phonetic decoding strate-
gies. We discuss here these aspects of human ex-
pertise and also address the problem of expert
knowledge implementation in designing speech re-
cognition algoritha, e.g. the algorithm for
segmentation of speech wave into segments cor—
responding to phonemes.

INTRODUCTION

As it was stated in a recent series of pa—
pers /I/ — /5/, the experiments in spectrogram
reading demonstrated the richness of phonetic
information that can be derived from the most
widely used three-dimensional /frequency—time-
intensity/ visual display of the signal produced
by visible speech spectrographs. It was also
pointed that "rules for extracting and interpre-
ting this information can be explicitly formula-
ted" /2/ and thus used to improve the segmenta-
tion and labeling performance of present speech
recognition systems /3/. /5/. It is also worth
mentioning that despite the cther—than—auditory
modality of speech signal processing, the spect—
rogram reading is of particular interest as it
can provide some useful insights into the human
speech perception as such /I/.

Here we report on the results of a long-
term investigation in reading spectrograms of
Russian utterances. The experiments have been
conducted at the Philological Department of the
Moscow University since 1979. At the very begin-
ning of the research the participants .were not
skilled spectrogram readers, so one of the go-
als of our study was to acquire acoustic—phone-
tic decoding competence in dealing with visual
speech signal representation. That was the rea-
son for rather simple experimental tasks set on
an early stage of the work and their gradually
increasing complexity in the following experi—
ments. It was achieved by using more complex
speech units /from isolated words of limited vc-
cabulary and their syntactically and semanti—
cally anomalous combinations to nonsense words
and nonsense phrases, syllables, extracted from
words and phrases and so on/, by increasing the

number of speakers /on the whole the utterances
of It speakers were examined during our rese-
arch/ and complicating the conditions of the ex-
periments /using different "time windows" with
duration ranging from 300 to 50 msec, noising
Speech signals etc./.

In our investigation we used to read wide-
band spectrograms produced on a "Kay Sena-Graph"
/Model 7029A/ with different frequency ranges.
About 600 spectrograms were analyzed in total.
In each experiment were taking part from 3 to 4
human readers, who in course of the research
/during first 2-3 years/ mastered the skill of
spectrogram acoustic-phonetic interpretation‘to
the highest degree. We shall further refer to
them as experts.

The results of acoustic-phonetic decoding
achieved in our experiments were as follows: the
skilled experts were able to correctly transcri-
be about 87% of segments with an average I,21
labels produced to each segment in the case of
isolated word interpretation and about 83% With
an average of 1,21 labels for the connected
speech.

It would be interesting to compare our re-
sults with those obtained on the basis of other
languages. It was reported /I/,/3/ that for Ame-
rican English the mean accuracy of labeling ran-
ges from 80% to 90% with an average of 1,53 1&-
bels to each segment. For French the first mea-
surement is approximated to 85% and the second —
to 1,5 /4/. /5/.

The comparison of these results makes it
clear, that they are very similar in the first
measurement, which reflects the accuracy of pho-
netic interpretation of Spectrograms, and differ
in the second, reflecting the ambiguity of pho-
netic decisions. We suppose that this difference
is due to the different phonetical and phonolo-
gical structures of languages under discussion,
specifically to the different numbers of vowel
phonemes. Vowel segments, highly influenced by
the surrounding context, are more ambiguous than
consonants, but relatively small set of alterna-
tive phonetic labels for vowel identification in
Russian decreases the ambiguity of phonetic de-
oisions.

The close examination of our results re-
vealed some other factors, which influence ex-
perts' performance in spectrogram reading. This
performance depends on the skill level of the
expert due to the training period of spectral;ram
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reading, on the type of analyzed speech material
/connected Speech versus isolated words/, on us-
ing short "time window" and on the Speaker‘s
specific pronunciation features /foreign accent
or speech deficiency/. At the some time the ac—
curacy cf acoustic-phonetic decoding practically

does not depend on speaker's voice quality.
It is worth mentioning, that dealing with

spectrograms the experts did not make preciSe

measurements of spectral parameters, because
measurement process increased difficulties in
reasoning about spectrograms and tempered the
results.

All the facts mentioned above, as well as
the close examination of the protocoles provided
by the experts and of the tape-recorded discus-
sions which they conducted during some spec-
trogram reading sessions enabled us to formulate
the most general principles of Speech spectro—
gram acoustic—phonetic interpretation.

THE GENERAL PRINCIPLES OF ACOUSTIC—lHU‘BTIU
DECUDING

We have formulated four most important pri-
nciples of spectrogram acoustic—phonetic deco-
ding /APhD/. It should be pointed out that we
have revealed them from our own experience, but
the later analysis of the literature on the pro-
blem has shown that practically all of them are
somehow mentioned in the papers of other resear-
chers /5/ - /9/. This leads us to conclude that
these principles characterize experts' speech
behaviour as such, unrelated, to the language
structure and perhaps even to the speech percep-
tion modality.

I. The phonetic identification can't be de-
duced immediately from the continuous acoustic-
parametric representation of the signal. There
exists an intermediate level of speech signal
processing which serves as a kind of bridge ac-
ross the representational gap between acoustic
Substance and it's underlying phonetic form /6/.
The acoustic information on this level is des-
cribed in the most compact and abstract manner,
without absolute numerical measurements of spec-
tral parameters. Such qualitative descriptions

suppose the detection from spectrogram the most

important and closest to phonetic categories

acoustic properties, free from the signal varia-
bility due to extralinguistical sources. We be—
lieve that the training period for spectrogram

reading is mainly connected with evolving in ex-

pert's mind this specific interface device for

an other-than—auditory modality. ,

Nowadays almost all researchers in the
field assent to the idea of existence of this

specific intermediate representational level in

speech processing. The units of this level are

called acoustic cues or descriptors /I/ - /5/.
Our attempt to sketch the system of these ““1“
is represented in the section below. as com-

2. The APhD is a highly active Dr°°°
bining two processing directions: bottom-UP “:5

tap-down. It means that the lower sP°°° repr f
sentation level is analyzed from the poin 0

view of higher level units. The acoustic-painme;

trio representation is Judged by ‘h° 9° °
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acoustic cues existing in expert‘s mind. The
interpretation of these acoustic ones is the re-
sult of producing and gradual decreasing of a
number of phonetic hypothesis. That is why the
results of spectrogram reading depend in parti-i
cular on the number of units in different phone-
tic classes.

3. The general procedure of APhD is divided
in two separate stages: a) segmentation by par-
tial sound specification corresponding to the
manner-of-articulation categories and b) identi-
fication of the place—of-articulation features
/in larger sense including the front-back and
high-low qualities of vowels/. It should be
pointed out that segmentation does not precede
labeling but is conducted by partial recognition
of sound stretch. At the some time segmentation
proceeds full phonetic identification because
contextual evidences are used to determine the
place-cf-srticulotion features. At this stage
the segment boundary placement may be refined
but in any case segmentation is resulted from
recognition and includes various procedures for
detecting and extracting from the sound wave
groups of sounds different in manner of articu-
lation or the so called “broad phonetic classes”
/I/. /3/.

4. The APhD is highly context—dependent
process. The use of contextual evidences in
transformation of acoustic cues into phonetic
categories is obvious and generally acknowled-
ged. But we believe that contextual information
is important as well in measurement-to—doscrip—
tor mapping. The experts are not aware of this
because they reach an intermediate speech pro-
cessing level by unconscious mechanisms of human
visual system. But our current experiments with
digital representation of the signal have de-
monstrated the significance of contextual infor-
mation at the very first stages of APhD.

THE SYSTEM OF ACOUSTIC CUES FOR [MONE‘IC UNITS
RECOGNITION

In the present section we attempt to sketch
the inner structure of the acoustic one level
/AG-level/ and it's relations with the preceding
and subsequent levels of speech signal proces-
sing. We suppose that this structure reflects
the expert APhD strategy.

In examination of the spectrograms the ex-
perts proved to be highly efficient in detecting
some "primitive visual objects” or PVO /7/ that
serve as the basis for AC-descripticns. The
acoustic cues carry information about presence/
absence of PVO, their sequential relations, and
about duration, intensity and frequency modifi-
cations of 1V0. The term "modification" in our
case means some qualitative /not quantitati—
ve/ characteristics of PVO, described as being
"high/mid/lcw", "long/short", "strong/weak" /3/,
while relative characteristics are described in
terms of "higher/lower", "stronger/weaker" and
"longer/shorter". The information about lVO's
changes through the time, reflecting in their
spectral trajectories, is also used to achieve
AC-descriptions.

The AC-level in turn can be roughly divided
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1:110 three sablevels: 3.3-1, 5.3-2, 3.3—3. 7323

aislevels ere differentiated accordizg ‘3 their

place in inc whale analysis and toe relative

degree of approxinatiom to the preceding and

”Went levels /fig. 1/. Thus units of .lG-I

are closer to the acoustic—parnuetric represen—

tation, while lJ—B units are closer to the pun-

cetic level. The lc-I analysis is practically

independent of tne phonetic structure of a cer—

tain language, but is involved in speechlncn—

speech detection of the acoustic signal. on the

contrary, the 13—3 analysis highly depends on

the phonetic system of a language. In tais res-

pect the LB-Z level is in an intermediate posi-

ticn.

The afore aentioned subleveLs are interm-

nected because higher level descriptions as a

role incorporate units of the preceding level.

In addition, within each snhlevel lS—units dif-

fer in taeir physical nature ldnreticn, intensi-

ty or frequency].
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We have marked with broken line those conponents
which we believe to he of parauount iuportance

and cocplexity in view of speech recognition.

The presence/absence infornaticn about F70

and their conbinations constitutes the very

first layer of AC—I. Esing tnese cues the speech

wave is splitted into prinary subphonetic seg-

nents [255/ such as 'voiced closure', “unvoiced

closure', “voiced noise', 'unvoiced noise' and

'vocal segnent' which incorporates both vowels

and sonorant consonants. AC—I also contains the

sequential cues which sake it possible to con-

bine soce non-vocal ASS /such as closures and

following then noises/ into aggregate segments.

Further on the duretional AC—Z are used on these

segncnts. In this case durational ic-Z presuppo-

se relative estisation of lengths of P38 in

terns of 'longer/shorter'. This procedure en—

ables to identify stops, affricates and stop-

fricativc clusters with different place of arti—

culation of their components Isuoh as uni /.
Vocal segnents, including vowels and sono-

rants. are estizatei by intensity and frequency

ic-z. These acoustic cues are rather nultiple as

a result of the necessity to consider different

positions of sonorants within the vocal Segments

and different frepuency locations of the for-
mants due to the nasal/non—nazal sonoraht dis-
criaination. it the sane stage the duration Ald
are used to detect vibrants. In this case an
3.0-2 are forned according to the expert know-
ledgc of niniml possible (‘arntion of the 355.

The procedure described above results in
extracting segnents correSading to the unner-
cf-articulation categories. All the obtained
pieces of speech wave are estinated by durati-
cnal 50-2, detecting segnents that are likely to
contain more than one phone of the sane :anner
of articulation /e.g. L14 /. For these segnnts
[and for the segnents corresponding to stop—fri-
cative clusters as vell/ boundary placenent de-
cisions are taproved on higher levels.

The first stage of expertise concerning
segnentaticn by identification nanner-of-artimr

lotion categories doeSn't cooprise any signifi-
cant difficulty for the experts /the accuracy of
segnentation is about 98% correctly placed bunk
dary Barkers]. But in order to have the cough
ter ninic the segnentation perfornance of the
experts, we need to evolve sone special device
for cutouatic extraction of the PTO. This prob—

len is very difficult to solve. It lies beyond
our connetence /and beyond the field of phone—
tics/ as it is related to the nechhnisus of hu-
uan viSual object recognition.

A more conplex intellectual task for the
spectrogran readers is to derive place—of—arti-
culation values fro: the ac descriptions. To
achieve this his they at first use intensity and

{TEQUGncy AC-Z, describing contextually indepen-
dent nodifications of consonants Mainly of.
their noise couponsnts/. But very often it is
rather difficult and soaetimes even inpossible
to specify accurately the place of articulation

for consonants only by their intrinsic characte-
ristics. In such cases the experts use AC-3
descriptions, carrying infornation about :TO'S
Inninly vosel fornnnts'l changes through the
tine. The AC—J analysis is highly contextual
and presupposes parallel inference of both con-
sonant and vovel phonetic specification. based
on the saue acoustic evidences.

Pornant trajectories are described qualita-
tively in terns of novencnt directions, rela-
tive spectral locations and frequency ranges,
shape and slope. The phonetic decisions are 09'
duced according to the expert knowledge °t
acoustic manifestations of the ooartioulation
processes in Russian which nuke it possible to
interpret fornant trajectories in terns of 1“‘
plied acoustic targets, closely connected “it”
place characteristics.

To iuploment the rules of AC—J inference in
designing speech recognition systeus it is nece-
ssary not only to reveal and fonrulate all the
knowledge items of this level, which is not '1‘
nor problen in itself, but also to describe ‘he'
ir possible and inpossible combinations. T‘sul-
ting in different confidence values of phon0t1°
decisions. Besides, it is necessary to eVOIV‘
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quantitative methods to create" qualitative des-

criptions, used by the experts. Sb, the conver-

cation of AC-B units into phonetic features is

the second most difficult step of APhD to mini

it in the computer programs. .

IMPLEMENTATION OF THE EXPERT APhD PRINCIPLES IN
ALGORITHM FOR SPEECH SIGNAL SEGMENTATION

At present we devote our efforts to adapt
the Spectrogram reading methods to digital re-
presentation of the signal which can serve as an
input into a speech recognizer. To bypass the
problem of automatic extraction of the PTO, we

were to select suitable digital representation
for indirect interpretation in terms of AC-I. We
came to the conclusion that frequency band ana-
lysis creates appropriate representation for
this purpose because the information about ener-
gy balance in frequency bands can be qualified

as a result of the PVO being present or absent.
It proved impossible to select uniformal for all
speakers frequency range division into bands,
but we believe that this problem can be solved
by evolving a rather simple adaptation procedure
to define frequency band boundaries according

to the speaker's voice quality.
In general the selection of frequency bands

depends on the ranges of functioning of acoustic
objects corresponding to the PVO /"voice", "PI",
"F11", "F111", "low velar noise", "mid alveolar

noise" and "high dental noise"/. It is evident
that in this case frequency bands would overlap

because of the overlapping functional ranges of

the above—mentioned acoustic objects /e.g. fre-
quency band distribution for one of the Spea-

kers: up to 300 Hz, 200-900 Hz, 500—3500 Hz,
3500-7000 Hz/.

Using the achieved digital representation
/1.e. a series of parameter vectors, reflecting

frequency bond energy concentrations, one every

centisecond/, we have designed a segmentation
algorithm, implementing all the expert APhD
principles described above. The algorithm con—

sists of different procedures /=sets of rules/
for detecting different in manner of articula-

tion groups of phones /segmentction by recogni-

tion/. Each procedure performs goal-directed sc-

orch for those pieces of speech wave that are
consistent with the preconditions of its rules

Icotive searohl. The procedures include rules
of interpretation of frequency hand information

in terms of AC-I /intormediate representation/.
The algorithm doesn't perform centisecond pho-

netic labeling but interprets each parameter ve-

ctor with respect to adjacent vectors /contextu-

al analysis/.
We'll dwell on the last principle in more

detail. The expert analysis of initial digital

representation revealed that vast majority of

centiseoond parameter vectors were characterized

by high phonetic ambiguity which could be decre-

ased significantly by taking into consideration

values of the adjacent vectors. In this case ve-

ry similar [or even identical/ vectors can 50-
quire different labels while quite different

ones can get identical labeling depending on
context information.

To simulate context-dependent interpreta-

tion of parameter vectors pcrforned by the ex-

perts we have introduced the notions of centers

of PSS and their periphery considering centers
to be the most prominent and distinct vectors to

interpret them in terms of AC-I. At first the
sound string is analysed for centers which later

guide the search for boundaries of PSS. The de-

tected centers of the PSS and their readings in

terms of AC—I serve as a context for the inter-

pretation of their environments. It means that

the reading given to the center is extended to

all adjacent vectors /both preceding and subse-

quent/ untill they are consistent with the pre-

conditions of the periphery-detecting rules

which are significantly weaker than those of

the center—detecting rules.
The whole procedure results in extracting

PSS, which are later combined into segments core

responding to phonemes, as it was described abo-

ve. The search for sonorants within vocal P53 is

also organized as centcrbguided process. This

enabled us to design various procedures for so-

norant'identification in pro-center, inter-cen-

ter and post-center positions.
The algorithm is hierarchically organized

according to confidence of inferences of the

procedures included. The more confident pro-

cedures are activated earlier, narrowing the

search area for succeding procedures. .

Our work on the algorithm proved the spec-

trogram—reading approach to be very promissing

and productive in view of speech recognition.
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Pacnoauasaune peuenoro coodmeuns pac-

cuarpnnaercs xax ugnenanpaaxeunufi panama-

uecxnn nponecc asanuonpficrans accoqnatns-

H0 oprauasoaanxon nauaru c peweauu carna-

aou, noaBOaqxn reuepuposarb runoresu o

xaxnou as axeuearos coodqeans, xoropun

npoaepanrcx Ha cocoaercrane socnpnnnuae-

nun axycwnwecxxu oopasau. npu atom Masca-
uaxbuo xcnoasayercn unfiopuaunx uHoroypoa-
xenon nauxrn pacnnaaanqefi cacreuu, a ee

penensnaune aoaloxaocrn saggficrsyntcn Ha

rxyfiafiy, gocrarounyn gas oggosnauxofi can.

clonofi uxrepnperanxn peueaoro coodaeanx.

"wan

B ectecrseuxon peqa uncrue K3 Houn-

Haxbflux axeuestoa coooqenas He nary! GHTb

nenocpenpraeano nocnpaantu, tax :3: can

sauacryn aegpcrarcqao uerxo peazzsonaau

Ell nose pezyunpoaaxu a npcuaueceanon ¢pa-

3e.PemeHxa o Bax nary! nnxnzsrbcx up: BO-
cnpaxrnz pen: TOILKO perpocnextnaao, nocae
tore. sax coodaenae craaoanrcs ocnucaeaxo

ncasruu. flosscuy a uaaxe asunxaeans ¢ynx—
n32 occupaxrzx peqa npaunznaaxbno aaxuas
OCGOeHHOCTb pacunsnaxqea encreus aaxxnua-
ETC£ a cnocoouocrn rexyaero upegcxaaaazx
BollHHX 3 nasncn catyanzn axeueuroa co-
cdqeuxx. xoropoe yroqasercs go Henpcezno—
peqzsocrn (coatserCtazs) aocn;nnxuaeucuy
pewesouy carsaxy [I].

~ Herqacxoruuecxaa ocucsa paccuarpana-
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euoro nqnaa x uogenxponaaun aocnpnxrax

peun ocxosunaerca Ra upennoxoxennn, are

unoroypoaxesufi npouecc pacnoanaaanax pene-

Bux cooomexxfi saxnnuaerca He cronbxo a upo-

uegypax raxcoaouxx n xnaccn¢uxaqxn xouxper-

aux axycrzuecxnx odpaaos, cxonbno a neneHa-

upaaxenxofi nauxuecxon axryannsanun nun

33330302 naustz pacnosflaumefi cacreuu, uro

3 xoaeqxou store nosnoaaer annoaaauno na-

repupetaposarb coooqenxe Ha ocnone nepenan-

flux 3 peqeaou carxane cuucnopaaxuuarenhaux

npnanaxoa, nocrarouaux ans ocymecraxenxa

area mean. Hapxgy c auxaneuneu raxnx naéop—
uarxaaux npusuaxoa, 3 area npouecce OCHOBO-

uonarannyn pens Krpanr uexaaxauu genyxnafl.
snuaa axtnnanfi noxcx apryuearoa gas onen-

xx 000788101338 aocnpxxuxaeuux axycrxuecxzx

oopaaoa upennoxaraeuux Ha xaxnpu mare asa-

xxsa aaeueawau coodqeans [2].
C area rouxa apeHxx npouenypu axrua-

HOPO asazxcgeicraua uexgy nauarbn, opraax-
sosaaxcn c yuesou xxxrancrruecxxx n unux
accommfi, a cneunrlimecmm uexamam
oopaocrxz peueaoro caruaza ae nary! arac-

papcaarbca 2 303133 ouwb oneneflu 3 odq
crpyxrypy ucgexx pacnoaaasaanx peua. Bos-
um-me axrcpmm Bsmogencrm peueaoro
cxruaza c EBJETbD pacuoaaanmen cucreus
accxegoaazacb a Hacrcsqea padote.

cprmwm um

Ouncanxaa Haze ucggxb ocnoaunaercs Ha
gegyxrxsaou nogxoge I pacncaxasaflxn peqfl
[1.41. B cocrae1Ctazn c are OCHOBflHlH no-
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nonennauu, napannenbflo c npoueccou oopaoo—

rxn aocnpuunuaeuoro peueaoro carnana waxy-

mnn oopaaou renepupyerca ooocHoaaHHue a

npnnofi curyaunu runomesu o pacnoauaaaeuou

peuenou oopaae, Kowopue nepuwuuxpynrcx ny-

reu conocwanneflns npennonaraeuofi QOHeuHofi

crpyxrypu c ee axycwnuecxofi peanuaaumefi n

nponaneceflflou coodmeHMu. Rpm STOM Honenu-

pynrca rpm npnnuunuaxbxo paanuunux saga

nepneuwnaflon axmnauocru, onpenenennue Kan:

I/ nucnurenbnaa axrnnnocwb (aunaume—

Hue cuonecuo cQopuynupoaaHnux runomea B

coowaercrnnn c nexcnxonou n aaxonouepnoc—

raun ucnonbayeuoro nan peueaofi xoumynuxa—

unn nauxa), ynpannneuaa peayaaTaMm pac—

noaHaBaHua cooomeuua;

2/ cxyxonaa axwuauocrb (oopaoorxa n

npegcranneuue peueaoro cnrHana a Huge Ax-

Haunxu oonapymnaaeuux n Hen Qoneruuecxux

xauecrn, naoraanusanmue ero x conocran—

neuun c woueunuum uawpuuaun cnos, Banasae-

nux Ha ngHHou orpeaxe cooomeuna anvopurmou

upencxaaauna);

3/ axrnauocrb npunawnx pemeuna (sepa—

aaunn upenpxaauaaeuux woneuflux nocneno-

Barenbuocrefi no peaynbrarau wonewnuecxofi

uswepnpewaunu peueaoro curHana),a peaynbma-

re xeropofi onpegenaewca maxcnmanbno npaa-

nononoonaa Qoueuorpauua Bucxaauaauua [I].

B pacnoananmen cucreue Ha ucnonbayeuufl

cnonapb acenosuomnux cnoa, Haxonflmuxca a

ee nauaru (nexcnxon), anpuopHo neficwnyer

nan rexymnu oopasou Hannannnaemca menufi

Dan orpaflnuuaanmnx @axropoa. xowopue nocwo-

aHuo sang»! n nepecrpauaanr noAMnoxecraa

caca-runorea, axryanbflux Ha xaxnou mare

auannaa Konxperuoro coodmennn. Orpanuvennx,

xoropue noaaonanr ynopanouurb (KPH ooyue—

Hun) n ugnecooopaano sageficrnoaawb nauamb

RPM pacuoanaaaunn pawn, uoryw sagaaarbcn

xax uanywpu canon cucweuu. wax n ma sHemHux

ucrounuxon. B nepnou cayuae uueer mecro

Boaneficrnne Ha npouecc aocnpuxrua peun any-

TpeHHen crpyxwypu ncnonbsyeuoro npooneuno-

apneuwnpoaaunoro aaaxa (nexcnxu, cnnwaxcu-

ca, ceuanwuxn). BHemHne ucwowHuxn MHQopma-
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nun HMGDT macro, xorga uaaecrua curyauna

peqeaoro oomenua (Teuarnuecxan, nouwexcry-

aaaa, B T.u. u reuymue peaynbrawu pacno-

auaaannn coodmennfi).
Taxau oopaaou,'Ha ocnoae aaanuonencr-

sun anpnopuofi unwopuauun aauxonofi naunru c

Texymen un¢0puanuefi nocnpunuuaeuoro carna-

na wopuupyerca peaynbrar pacnoananaann

nocnonno upencxaauaaeuoro cooomeunn Kan

nocnegoaarenbuocmb cnoa, Haunyumuu oopaaou

coorsercraynmas woaewuuecxofi cwpyxrype BH-

cxaauaaana. Caua nepa’nonoonn peqeooro

cnruaua aranouau Bepnwuunpyeuux aneuenroa

peun (cues) Home? GflTb ouenena c nouombn

paannunux pemanmux npaann n uep onuaocrn.

AHPOPMTMMHECHME PEWEHMH

B nonenupyeuou anropurue pacnoauana-

Hflfi peueaoro cooomeuns uaxcnnanbuo ncnonb-

ayercx anpuopuaa unmopuanun, aanaauaa 3

naunru nocnpuuuuanmefi cucweuu, a peuenwnn-

Hue noauomuocrn cucreun aanencraynrcx npn

anannae onpenenennoro yuacrxa peuenoro cu-

ruana a Ton uepe, n xaxofi are Heooxonnuo

gnu onnoanauuoro npxonnponauna coornercr-

symmero nexcuuecxoro aneuenra cooomenua.

Ha xamnou mare pacnoanananna rexymee

HOAMHOKeCTBO axryanbuux nexcuuecxnx runo-

T83 us aanauuoro cnoaapn onpensnnercn Ha

ocHoae nepeceueuna nonunoxecra cnoa,xoropue:

I/ aananrcn anpnopuo asonuuuun apar—

uaruuecxumm n nnnrnncruuecxnuu orpaunqe-

Huauu Ha nucm ypoauax cucweuu;

2/ onpenpnxnocs Texymnu oopaaou. ncxo—

as as nunrnucwnuecxnx orpauuueuufi, Ha OCHO-

ae pemenun o upenmecrnynmnx orpesxax peuu;

3/ onpenensnrca no peaynbrarau oueaxn

unrerpanbaux Hanexuo perucrpnpyeuux xapax-

wepncrnx ouepennoro yuacrxa peun Ha unamnx

crynennx ero auanuaa.

nmx peanuaaunu nocnennero a vegan»

onenpua nyuaunvecxan opranuaanxa nauaru no

caoncrnau peqenux carnanon, xoropue He na-

nanmcx mpannunonuuuu cnoficrnauu nunrnncru-

uecxofi xareropusaunn. B arou unane ucnuwu-
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Banach accouuaruauaa rpynnnponxa anon

(ocymecrnnxeuas napannenbflo c amanoansaun—

efi cnoaaps) no 6nnaocrn nx narerpanbflux

axycwuqecxnx xapaxwepncrux, wunnunufl apn-

uep xoropofi paccuorpen a paoore [3].

Ha awane ooyueana cncweuu nan paaoue-

Hun aanaHHoro cnoaapa Ha nonumoxecmna onu-

axnx no axycruuecxouy oopasy cnos uoryT

ucnonbaoaawbcn npouenyya Knacrepusaunn

ooyuanmnx peannaaunk one: no pasnnuauu -

crpyxrypuun. npoconnuecxnu, uapxupynmuu u

npyrnu Hangxno perncrpnpyeunu xapaxrepnc-

Tuxau xx uepanunoro onucauna. 06Hapynenue

coownewcraynmux xapaxwepncrux a axycwnuec-

non peannaauxn pacnoaflaaaeuoro cnoaa cyme—

cwaeano yueabmaew oonacrb uoucxa pemeann.

Anropuru rpynnoaoro pacnosaaaauna cnoa,

nonopufi ncnuwuaancn a cocraae ouncusaeuofi
uonenn, paccuowpea n paoore [3].

B peaynbrare Hanoxenna acex yxaaannux

nume orpannnnaanmnx ¢axwopon Ha Buxone na-

uxrn wopunpyerca ocuucneaaoe, anycrnqecxn

n nunrancwuuecxu ooocnonanuoe upencxaaanne

Ann xaxnpro nexcnuecxoro (cnenonarenbno u

woneuaoro) aneuenra xonxpewnoro cooomenua,

HGOAHOSHaqHOCTb xoroporo (ecnn oua uneer

uecro) paapemaewcx onguxon coornercrnnn

aranoanux onucannn cnoa—nonxypeamon éone-

ruuecxon cwpyxwype aocnpnnnuaeuoro peneno-

r0 caraana. Taxnu oopaaon, cocmaaou axwy-

anbnon uacwn nexcnuecxon nauamn Ha xamgou

mare aocnpnnwna cooomennn nocroanno ynpaa-

nsnw nan nepsue cwynenu, wax u xoueuuufi
peaynbmar mexymero aaannaa ouepegnoro ow—

peaxa peun.
Anropuru npnnarus pemeuua 06 aneuen-

wax penesoro coooqenna cocronr 3 won, uwo

nocrynanmne as naunrn aranoun anoyanbnux
cnoa-rnnorea a naufi moment conocraannnr-

on c ovepenfiuu orpeaxou penenoro caruana.

Cymecwaenflo, uwo npn awou nponcxogno upen-
aapnrenbnan ynn¢nxauna onncanxfi peueaoro
cnrflana n awanoaoa c acnonbaoaauneu Ana
awofl noun unorouepnoro npocwpancraa Hagen-
HO paanxvauux éonewnuecxnx xauecwa, nocra-
rouuux nan cerueawuoro upenpraaneunn peun.

flocnenfian n onxou us sapnanros nonenn npo-,

sonnnaCb Ha ocHoae naouunoro crpyxmypaoro

anneal-ma peV-m. npegmoneanoro a paoo-re [5]

u noasonsnmero npoaonnrb Hennnefiaoe no ape-

Menn conocwaaneane 6e3 nononbaoaanun npo-

uenyp Afl-cornacoaauun.

BKCHEPMMEHTAHLHAH PEAHMBAHMH MQHEHM

B nuanoronou pemnue c nononbaoaanueu

orpaflnueflanx CMBHHHX cnoaapefi nonennpoaa-

nMCb Tnnxunue aanauu pacnoaaaaaflna @paa-xo-

Hang a agrouarnanponaaaux cncmeuax ynpanne-

Hun (peuenoe ynpaanenue aunncnnrenbuon ua-

manna, peneson aanpoc 3 HBO a npyrue cany—

auuu). AnnapamypHo-nporpauuflse opencwaa pe-

anuaosaflaux axcnepnuenranbaux cucweu anno-

uann:
a/ ycwpoficwso Eugeneaun a neon; pene-

nux npnauaxoa 3 38M (YBPH);
6/ Gaaoaufi xounnexr ycrpoficwn unan—

3m max Chi—4); '
a/ nporpauuaoe ooecneueane peqenoro

ymnmwmm(fl$WL
McxonHuM nucxpernuu onucaflueu peueao-

ro cnraana, naonnuuu 3 33M, nananacb nocne—

noaawenbflocrb aunaeaemux YBPH xamnne 2O uc

aexwopos xauecrnexnux n xouuqecwnennux pe—
uenux npnanaxoa, owoopaxanmnx axycwuuecxue

xapaxwepncrnxn ucwounuxa, cnocooa n uecra

oopaaoaanns aayxoa B peqenou wpaxwe uenone-

xa. Bmopnnnoe cwpyxwypnoe ouucaHne peun on-
penennnocb Hannvueu-omcywcraueu a peqenou
cnrHane xonxpewnofi nocnenoaawenbflocwn cer-
HGHTOB c paannuuuu Qonewuuecxnu xauecmaou
n3 norenuuanbuo aoauomnofi nocnegosawenbnoc-
TH ceruenwoa acex paannqnuux runes. nepexon
or Bpeuexnoro onucannz x crpyxrypflolv OCY'
mecwnnnnca c ongoapeueunuu onpeneneaueu'
Bananas Hays - rpaHun cnoa.

Anropnwuu, paapaooraanue nan pewéaoro
oopameaua 3 38M, Guam peannaoaaflu a HORY
a sane Rounnéxca: I/ yHunepcaaux yupaa-
nsnmnx nporpauu, xoropue ooecneunnanr pa-
oomy cncweuu a pexnuax ooyweaaa (aranoun-

aaunu,rpynnxponxn nponanocuuux cnoa ncnonb-
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ayeuoro cnoaapn) n pacnoanaaanna peun (c

Bunonnenneu nocnpnnarux peueaux xomann),

n 2/ pana oomnx nonnporpamm (aaona peun,

¢opuuposanna ompyxwypuoro onucaana, aunona

Texymnx peaynbwamoa n np.). Canon memny

rpynnaMn cnoa, uowopue moryw acwpewuwbcn

a onpeneneunux mecwaxopaa nnm accouuxpynw-

on no axycruuecxomy nonodun. upencmaaas-

nMCb n naunmn a sane rpa¢oa, aanaaaeuux

cnncouHuMM cwpyxrypamn.

B pennue pacnosnananna nporpaMMHo pe-

annaoaauu n onpoOoaaHu:

a/ cmpyxwypnufi mewon pacnoaaanaans pe-

un Ha ocuone oxaapuoro npnsHaxoaoro onnca—

Hun peuenux cnruanoa n xemuuroaon Nepu nx

onnaocwu x amanOHau cnos H3 nauawn cncweuu;

6/ Heron pacnosaaaannn cooomennn no

nonuouy upnanaxoaomy onncannw peueaux cur-

Hanoa c nfl-cornaconaauem a xauecwae wepu

ux cxoncwaa c aTanouaMn.

.Mccnenonanacb paGOTocnOCOGHOCTb pac-

noanammnx monenefi npu odbeme axcnepnMeH—

Tanbnux cnoaapefi no 100 cnoa. B ycnosunx

mymos no 75 AB oneHeHa Hanemnocwb pacnoa—

Hanannx peueaux nomann paanuunux onepawo-

poa, nowopan npn aanaflnux orpannueannx

cocwaannew 90t3% nan nun, unenmnx onuw

paoowu c CMCTeMofi.

Bmsonu

Peaynbmawu nccnenosaHua paccmowpeauux

anropnmuon aaanuoneficmsua napannenbnux no-

TOKOB axmyanbnon nu¢opmaunu ma namawn c

nowoxou menymen nawopmaunn peueaoro carna—

na, nonyueunue n uacTHux monenax, nonwaep-

Inga? aQéexrnnnocmh onncaHHoro nonxona x

pacnoaaaaannn peqesux cooomeunn ¢opmannso—

aaHHux upooneuno-opneflwnpoaaHHux nauxoa. B

Teopewuuecxom acnexwe - noxasana seamen-

HOCTb peanuaauun paapaoowaHHux anropnmuoa

8 Rune uenocmaon nepapxnuecxofi monenn Boc-

npuawns peuu.

Cnenyer ocooo nonuepxuywb aHaueHne

Henenanpaaneuaofl auwnaaocmn a paoore acex

ypoanefi n CHCTeM, npuHMMammnx yuacwne a

npouecce aocnpnamua peun. 3T0 oanauaer.uwo

H see sanencrnoaannue a pacnoananmen mono-

nu 6noxn Hemaoemno nonmfln Haxonnwbca non

aoanencwsneu ynpannanmnx éaxropoa, Hanco-

nee momaum n3 xoropux annnerca aTop nau—

xa, Hanpaannnmufi aocnpnsrne pawn. Yuem ace-

ro MHorooopaaun aropon, nan nuyrpeannx,

wax u anemunx, a TON queue a canon peun,

xoropue ynpaannnr uoppexmnocrbn n agen-

83THOCTbn ynpemnanmen axrnanocwn pacnoana-

nmefi cucweuu, npencwaannercs Han Kan Qeuo-

men ee nurennexryannaannu. Muenno a wane»

nnane onenyer nouuuawb auauenne npenaapu-

Tenbnofl opraunaannn nauawu pacnoaflanmefi

cucweuu u ee nunaunuecxoro aaauuogeficrnnn

c pacnoanaaaeuuu‘curaanou, axe uowoporo

ocuucnenuoe aocnpunwne, T.e. nounmaane pe-

uu aawouawou upencraanaewca Heaoauomfluu.
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ABSTRACT
The paper report the results of the

theoretical and eXperimental studies
aimed at designing a universal text-
to-speech synthesis model covering bo—
th the full range of intralanguage
phenomena and applicable for multi-
language synthesis. The overall algo-
rithm used in the text-to-speech syn-
thesizer "Phonenophone" is described.

INTRODUCTION

The problem of converting a text into
speech signal has been approached by
several authors through the applica-
tion of algorithmic synthesis or syn-
thesis by rules [1,2] . A long list of
rules and exceptions would be general-
ly used, their nunber sometimes going
up to thousand.
The main concern of the present study
is to reduce the nunber of rules to a
limited set of generalized categories
capable of covering all the significant
intmlanguage phenonena and applicable
at the same tine to various languages.
It is hoped that the lingual-acoustical
model of the present work meets the
above requirenents.
The problem of speech synthesis can be
split into two conparatively indepen-
dent subproblems related to ad quate
synthesis of phonemic and prosodic
structures of the text. At the acousti-
cal level these subproblens correspond
to the tasks of synthesizing the cur-
rent fornant paraneters, on the one
hand, and the current values of funda-
mental frequency, duration and intensi-
ty, on the other.
The press: noiel of speech synthesis
fro: text is based on two principles:
1. A linitEd set of acoustic invariant
stl‘ctures called portraits of phonenes
and prosodens is used. They help to de-
scribe all the linguistically signifi-
cant units of the ph nenic and prosodic
structures of the text.
2. A linited set of algorith-'o rules

The exact number and the types of phoneme
and prosodeme portraits are determined by
aVailable linguistic information about a
given language. For instance, English
phonemic units must be described by 20
vowel and 24 consonant portraits, in Rus-
sian 6 portraits of vowels and 56 por-
traits of consonants are required.
The exact number as well as the types of
transformation rules for the portraits of
phonemes and prosodemes rely on the up-
to—date data in the fields of experimen-
tal phonetics, speech production and
speech perception. Thus, for example,the
number of transformation rules for the
phoneme portraits must take account of
the well-known effects of soundscoarticu-
lation, reduction and assimilation.

. FCRLAKi PORTRAITS OF PHOKEKES

Phonene and formant are fundamental no-
tions of speech synthesis from text. A
phoneme is an elementary and meaningful
unit for any texts recording. The problem
of transferring a written text into a
phonemic one has already been algorithmi-
cally resolved for a number of languages
and now doesn't present any difficulty.
A formant, rather a formant parameter,is
a univerSally unit for acoustic synthesis
of any language sounds. A modern formant
synthesizer can ensure the quality of
sounds very near to natural.
Cur model of speech synthesis employs the
following set of operating formant para-
neters:
31,32,33,ff — frequencies of three voice
fornants and the generalized fre uency of
fricative for-rants (F-paranetersg; Av,An.
Aa,Af - amplitudes of voice, nasal,aspi-
rative and fricativc fornants (A—para-
noters). This set corresponds with the
parallel-consequentive design of the for-
nant synthesizer of speech signals.
The forzant portrait of a phoneme is
built on the 5 consequentive tine seg-
ments: 0 - introductory, 1 - basicvz‘5 "
additional and 4 - the final sag-rents In

is used to transforn the portraits of the phonenc portrait £0=Tu=0, T1 always
picnenes End prescienes into current exceed zero, whereas T2, T) can be equal
acoustic .eatures of ruzning speech. or different from zero. Certain fornant
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values of F— and A—parameters are given
for each time segment. F-parameters are
given for the 0-3 segments by three va—
lues of F,~C, ‘5' where F is inherent
formant frequency, d/- coarticulation
coefficient, if - formant transition du-
ration. At 4th segment parameters are
set at a value of TI only; A-parameters
arq set at segments 1-5 of values of A,
5&1 and at segment A - by a value of‘tA

Thus, each phoneme portrait is described
by 83 formant properties.
The portrait is graphically presented in
Fig. 1.
The values of formant properties are es—
tablished experimentally by analysing
the behaviour of phonemes in natural
speech. The minimal requirements to the
experimental material are the following:
- each consonant is to precede and follow
each vowel, as well as a pause;
~ all the material is to be recorded by
the same speaker.
Formant parameters and their properties
are obtained by examining the sonograms
of speech signal. The process of experi-
mental analysis includes the phoneme
fragments segmentation procedure, the nor—
malization of the measured formant para-
meters, the determination of the inherent
values of frequencies and coarticulation
coefficients, the measurement of the for-
mant transition duration.
As a result of the investigation phoneme
portraits for Russian, Byelorussian, Uk-
rainian, Bulgarian, English, German and
French were obtained and those later on
proved valid in building the polylangua-
as system of speech synthesis.

2. TRANSFORMATION RULES FOR PHONEME
PORTRAITS

The rules transforming the phoneme por—
traits into current values of formant
frequencies are based on modelling allo-
Phonic variation in natural speech.

.The major reasons of phonemes acoustic
variation in connected speech are those
of articulatory effects caused by coarti-
culation, reduction and assimilation.
Let's consider one of the most essential
components of phonemes modification -
that of coarticulation. [5] describes the
model of coarticulation at the acoustic
level. It has been shown in CV-syllable
-the formant frequency of the consonant
F‘V can be expressed by inherent fre-

quencies of the consonant F‘ and of the
vowel FV by the equation:

CVP :9“. (1-4%?“ (1)
where 05 atcé i is the consonant coarti-
culation coefficient. It is easy to show
that the inherent consonant frequency
and the coarticulation coefficient
have the geometrical essense of conso-
nant "focus" coordinates.

Fig. 2 illustrates the trajectories of
formant frequency variation F2 (continuor_
us lines) for the consonant /p/ and It/

Thghdgtizdliihgg {£Xicgté ghgir continua-
tion along the pause of the consonant with
the point of intersection at the "focus"
(poin "a"). From the similarity of the
triangles abc and cde it follows that

PCY A, -.V A1 (2)

‘41+Az IF + (4 ‘ Alma)?
From equation (2) with (1) follows that
the 47c and A‘I/(A1+A2):o(.c.
Let's consider a more general case of a
syllable containing more than one conso-
nant, i.e. of the type C2 C1 V0, 03 c2 01
V0 and the like. Spectrographic examina-
tion reveals in this case the dependence
of the consonant formant frequency C2 not
only on the vowel frequency V0 but on the
consonant frequency 01. By analogy conso-
nant formant frequency 03 is dependent on
the frequencies C2, 01, V0 and so on.
To take this phenomenon into account the
following recurrent equation was applied:

' mcv meow «no me
P = - + " -ac F (i 4. ) F

'
2

F(2)cv:acmc€uv{‘_u_£u)¢)'Ft)c (3)

(h)£ (n)c¢V ' - V‘Plh) =°C(h“:¢F(n 4X: + (1.“. )‘F'

In the formula (5) the top indexes (n) de-
note the number of a consonant that comes
in succession in a syllable beginning
with a vowel marked (0).
Some coarticulation effects are also ob-
served in vowel formant frequencies. For
instance, in a particular environment F2
of vowels is considerably increased in
the position before dental consonants and
is reduced in bilabial environment. Modi-
fications of vowel formant frequencies
are calculated from the formula:

with. F“'+hF°Z)+(4—e')FV , m
where Fv,aLv are the inherent frequency
and the coartioulatioq coefficient of a
vowel phoneme; F°',F° - intrinsic fre-
quencies of the adjacent consonants (both
left and right); X2, X2 - weight factor.
Algorithmic modification rules for the
portraits of consonants and vowels affect-
ed by coarticulation are based on formu-
las (3), (4). The properties of Fc ac°,
Fv, covare taken from the tables 0 pho-
neme portraits. The phoneme portraits al-
so carry the information required to si-
mulate the effects of sound reduction and
assimilation. ‘

3. PROSODIC PORTRAITS

Speech prosodic features are intended as

Se 6.1.2 12‘
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sis of transformation algorythm text—to-
‘Speech in the Phonemophon system. The
block-scheme of the algorythm is present—
ed in Fig. 5.
At the first stage a written text is cha—
nged by certain rules, including a mor-
phological vocabulary into a phonemic
one which is provided with prosodic nota-
tion.
At the second stage prosodic parameters
as based on the prosodic portraits and
the rules of transforming frequency, du-
ration and intensity are being generat-
ed. At the third stage formant parameters
formed on the basis of phoneme portraits
and the rules of transforming them into
F-and A-parameters are being generated.
From thus obtained sets of parameters ma-
ny voices formant synthesis of Speech
signal is being performed.
The peculiarities of building phoneme and
prosodeme portraits for multi-language
Speech synthesis and the rules of their
transformation are described in]: 1+] .

SUMMARY

The above presented strategy of speech
synthesis from text formed a basis for
compyling a series of Phonemophon devic-
es. It has covered the distance from Pho-
nemophon 1 to Phonemophon 5 since 1972 to
1987. On their basis since 1982 a mass

‘production of speech synthesizers from
text has been launched. The latest ver-
sion of Phonemophon 5 is a single-card'
device built mydigitalmicroprocessors.
It ensures a bylingual speech synthesis
from text (Russian and English for in-
stance).it is supplemented with controll-
ed voice characteristics (3 male and 2
female) and with the controlled Speech
tempo. It is also well provided with the
interface with a computer and telephone.
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A RYTIIM—BASED PROSODIC PARSER FOR TEXT—to-SPEECH SYSTEMS IN FRENCH

Christel SORIN, Daniéle LARREUR and Régine LLORCA

Centre National d'Etudes des Télécommunications 22301 Lannion FRANCE

Abstract

The prosody is one of the main factors deciding the
quality of text-to-speech synthesis systems. We pre-
sent here a system allowing for a prosodic parsing
and an automatic prediction of a French prosody which
makes no use of syntactic analysis. The system was
derived from studies on the prosody used in commer-
cial announcements. In the first step, a sentence is
divided into Prosodic Groups (PG's) which consist of
lexical words located between two grammatical words.
In the second step, the length and relative location
of PG's determine the insertion of pauses and the
specific prosodic categories attributed to each PG.
Finally, simple right-to-left derivation rules fur-
nish the prosodic category of each word inside the
PG. Predefined F0 and duration rules are then applied
depending on the prosodic category attributed to each
item. '

Introduction

The automatic generation of prosody in text-to-speech
system consists into two phases :

Phase 1 : definition of prosodic rules allowing to
automatically derive Po and duration con-
tours from prosodic markers (manually)
introduced in the text. '

Phase 2 : definition of parsing rules allowing to
predict the location of the prosodic mar-
kers automatically.

Existing text-to-speech systems for French include
different sets of prosodic rules (see for example,
Emerard, 1977, for the CNET synthesis sytem,
O'Shsughnessy, 1984 and Bailly, 1986, for the INRS
system, Lienard et a1, 1977, for the LIHSI system and
Carlson and al, 1982, for the KTH system). These ru-
les were mainly defined by studying Fo contours of
read sentences. Another prosodic speaking-style is
that used by radio or TV speakers for news or commer-
cial announcements. This ”speaking-style” largely
uses lexical emphasis and aims to be maximally intel-
ligible and convincing. It could therefore be well
adapted to speech synthesis system towards counter-
balancing the negative effects of the segmental de-
faults of synthetised speech.

In the first part of this paper, we present a new set

of prosodic rules trying to minick French

"commercial" prosody. In the second part, the proso-

dic paser will be described that allows to generate,

in the CNET's synthesis system, both types of prosody

the “reading" prosody and the ”commercial" prosody.

I- lules for 'con-ercial' prosodygggeneration in

French

The rules system consists into 3 modules a

- a "duration" module
- a "macroprosody' module
- a "microprosody" module.

WW

Two different sets of duration rules were defined.

The first one is intimately related to a diphones-

based synthesis system. The duration rules aims to

complete the duration effects already captured inside

the stored diphones by durational modifications which

appear inside a sentence. Established 11 rules inclu-

de the lengthening of the last word-syllabe before a

main prosodic boundary, the shorthening of consonant

clusters inside a word, the shortening of middle syl-

lables inside long plurisyllabic words, a special

treatment for monosyllabic lexical words etc... These

rules use the informations provided by the intona-
tion markers which will be described in the following
paragraph.

However these rules only modify the intrinsic segmen-

tal duration of the stored diphones. Therefore, the

criteria used for choosing the diphones (both the en-
vironnment from which they were extracted and the
segmentation criteria) still strongly influence the

segmental durations of resulting synthesised senten-
ces.

A second set of rules was developped so that the du-
ration module would be independent fron the type of
synthesis system (formant or diphone-based). This

' predictive model of segmental duration (Bartkova et
Sorin, 1985) was tested on three corpora : the mean
differences between measured and predicted segmental
durations were less than the Just Noticeable Diffe-
rence (JND) for duration in connected speech
(Huggins, 1971).
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II. Prosodic parsing of a sentence in French TABLE II

} In many text-to-speech synthesis systems, the prosody Examples of prosodic parsing rulei

i is derived from more or less complex syntactic analy-

i sis of the sentence. However, for French, Choppy and — the sentence—final PG . receives the category I

”,9- .- ,.. H _, - . a1 (1975) proposed an automatic generation of prosody

:z—eéiu; T—Z-ij—f' ‘ ‘ that avoids the need of a syntactic analysis of the - PG followed by a comma . receives the category IV

‘ - “ 1-5:! nuke 3,135.35 131.; 55: :5 31g; 511;: a“ su- ‘ text. Some recent studies (Wenk and Wiolland (1952), . is followed by a long

mic-2111' mliaz‘ : I Dell (1984) and Martin (1986)) suggest that rythmical pause "P"

‘ " constraints could strongly influence the prosodic - PG containing 3 (or . receives the category IV

_ mason: file; 5:: 73.9.51; 1: a: Larissa ‘ structure of the sentence. In the corpus we studied, more) lexical words . is followed by a long

5125': 59:39.41; :5 the ”a; y: 33:13:, ate: we observed a strong tendency for segments between pause "P"

-qmuaeg a: 5:11;, :5 '3.- g: 257:1”: gang), pauses or prosodic juncture to have the same number . attributes the category

- mrmcii: 31:; 533—“.135 : Jung! : a flip of syllables (generally inferior to 7 syllables). IV to the preceeding PG

2.: kissing: i: 12:! cazrrzrzs-ii: ‘5: enter at ' is preceeded by a 3h":

:5 ,g :5 53* _:,._§=-_§_::; In these context and for practical reasons (i.e. to pause "p" (facultative)

.. '12::11‘: pflix- n12; : t: amid :3 'resence ‘ avoid the use of an heavy syntactic parser), we deve- - PG followed by a PG . receives the category IV

:5 1m sameness 1371:: :12 531.: _= ”in: (is! ‘ lopped a prosodic parser that maximally uses (beside containing a M or d**- . is followed by a short

5m}; 3.7;, ”£151 53!; 513231515 are 1:5,. 3 the ponctuation) the presence of short grammatical word pause "p"

:32: a: 1-3;! 5:5: 3: 3.33:; 55:31: mag—4:555 ‘ words inside the sentence. These words have, in fact, Stylistic rule (specifi- - if the total syllables

:2 3.2.2: n::=—T rile-3:? 52 aims mi was: 3 :25 :m 1; - :_ ' F 2 main characteristics : cally observed in commer- number of the 2 PG's

5:: m2. '2 f—slz—r-e :2: Erin-2E ‘rr a £322: 1. l cial announcements) exceeds 7 syllables :

fig -;— fl is flit-13:12; m -_-_-.‘ -_-' 5—; : 9.2.; :25 35; :5 3:55 5115...; 5:! , 2335 3.5533: 55 the 1 - they are indicators of some syntactic structure . receives the category

“Ila 9:-.. - 2':s _: sector-rs. As a: single, E113 1 51,- - they present frequently a relatively stable low - PG preceeding the IV

1157-; :5 3: 32:35:; 53;; 35:9 3-2135 £515, 15:31 i F0 contour, that acts as a trempling before the sentence final PG . is folloyed by a short

fir-T = : $533,351: :5 33535.: mu”, in EDI;.£:1531 with higher initial pitch of the following lexical pause "p

' - a -_: l word. - if not :
2 3:21:23: of the eeztence.

A lexicon of 120 grammatical words was built. The wo- - receives the category

s rds belonging to this lexicon are marked d. Among , II

them, a special group contains the grammatical words - attributes the category

that, most of the time, introduce a subordinate phra- IV to the preceeding

so (they are marked 6“) and another group that 31- PG .

‘- lows to detect the presence of a verb (they are mar- . is preceeded by a short

‘* ked ¢*).
pause p

‘4-
- PG containing an unique . receives the category V

The prosodic parsing of the sentence is done in the

:_-f f ‘ following way : lexical word (if no category was

a. \ previously attributed)

1/ detection of the word marked ‘5’ ¢* or 6** - PG containing 2 lexical . a set of contextual

- ;_ = :‘ 2/ introduction of brackets (][) before every word words rules attribute or the

I 15, ¢* or 15'” which is preceeded by a non d-word category V or the cata-

W m V and before ponctuation signs (like ", ( ) :" 801')? IV and a short

.. ' t . Pause
_ IKE " ‘_ \l 5/ l e c ) - sequences of PG having . if the total number of

:fi::}£_ —_.=.=-—_=:= \ The sentence is then parsed into segments between received the category V syllables exceeds 7. 8“

;‘.—~-_._‘;; "1 z: a."-- =5 . E= : & = = | , .- tg _ . , brackets. These segments will be designated as "Pro- eurythmic index 15 C31“

, ' h l h "’ h“ ' l. ' .S . sodic Groups" (PG) in the following. culated : a short pause

__ '- 3 15 I is introduced between

E A second module attributes to each PG a specific ca- the PG'3 "hi-Ch delimit

—- Mi 1 tegory which will define the location of the pauses the eurythmic structure.

m \-_ and the main prosodic boundaries. Here, the basic Category IV 1! attribu-

-1‘-"—it" " i idea was to introduce pauses after long PG in order “‘1 t0 the PG proceeding

755: ma -- l to simulate breathing pauses. We hypothesised that it this pause.

Elva? ' .59 ‘ - = " E ' E L E C ’ a 3 ‘ £5. ‘ was preferable to introduce (in the synthesised sen- ' :.-rc...(essentially Pausescharmonisation “135%

E” 17 1 tence rather larger number of pauses than a realistic Right-to—left derivation “1161

T W no ; number of pauses (as in natural spontaneous speech : inside a PG

-:— ’\ ‘ -\K i such pauses could reduce the mental load of the lis-

_- .--" ‘ tener due to the heavier processing of alterated ‘14-— VI‘-—-—Vd— 114—1

““5 ‘-' 4 . peach (Nusbaum and Pisoni, 1982). However. the loca- V‘— VI<—~ V‘— 1"
_. ' ‘ 3437‘?!) P D S E Au.) :2, s :'--_i tion of those pauses should be, of course, prosodi- V“-‘— W‘— V

I. 6 35 15 | cally plausible.

— (a The final step of the processing consists of deriving

:ra .—=: 4 main categories are attributed t0 “Ch PG as a the prosodic markers from the categories attributed
race—.2 1—: -— E‘o natural . Eunetion of : to each group. This task is achieved in 2 different

-—_— ‘-~ Fa :reiicted 1 ways for the "reading" prosody in one hand and for

= " the number of 16X1C81 words inside “Ch PG the commercial prosody in the other hand. In the

— ‘ the position 0f the PG inside the sentence first case, a simple correspondence-table associates

rt; ”1 s A G A wimp: 1 Eu ‘ 1“ “he 05333. the number of syllables 1“ the PG each category to one of the previously defined prose;

'5 G? v and thediptegéfihsly attributed categories of the die markers (Emerard, 1977). In the second case, some
surroun fig 3-

:23 53 52.2 T Se 6.2.3 _ p 127‘



rightrto-left derivation rules are applied inside

each PC : a category is attributed to almost every

word in the sentence (some Intermediate rules group

so-e Ionosyllabic word sequences into an unique "pro-

eodic uord'). At this level, (which now use 6 catego-

ries) a correspondence table associates to each

word-category one of the markers which were presented

in the first part of this paper (Table Ill).

TABLE 11!

Pros ic hark r

V

or
. unique

o t‘lo

. s ence
s rrt suse

on use

Table 1? gives some examples of the results both for

the PG categorization and for the allocation on pro-
sodic markers for the 'coanercial' Prosody.

Conclusion

The entire prosodic nodule was tested on a large body

of TELEX nessages. Special itess like surnanes,
accronyls, hunters, abbreviations, were treated befo-

rehand by a test-preprocessins nodule. The results
were judged to be satisfactory enough to inglenent
this nodule into a tert‘to-speech systea for reading
electronic sail.

Sone defaults of this nodule indicate the lisits of

n ‘syntax-independent‘ prosodic parser : in some ca-

ses, rythaical constraints nust he subordinated to
syntactic structure, which cannot be detected uitheut

a profound syntactic analysis. This is the case, in

particular, for verbs or verbal ferns, ns illustrated

in Table I? (‘nis In place' nest be considered as an

EC because it is derived Eros the verbal fern ‘nettre
en place'). Corresponding prosodic insrnrenents could

TABLE 1? : Isa-plea of Prosodic Parsing and Allocation of Prosodic Barkers

(sentences presentizg no pcnctnation sign )

then be reached only in using, at least, a large 1e-

xicon of verbal forms or a fine syntactic (and may

be) semantic analysis which remains to be done.
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TEXT—TO-SPEECB RUSSIAN SYNTHESIS BY RULE

ALEs musk

Tesla Electronics Research Inst.
Prague, Czechoslovakia

ABSTRACT

The paper concerns the present-day
state of research of automatic conver-

sion of Russian written text into a
corresponding acoustic signal.

INTRODUCTION

Our information is limited to the
results of research work carried out
in the framework of integrated efforts
of Tesla Electronics Research Institute
in Prague and Faculty of Pedagogics in
Bradec Kralowé. Asia result of the re-
sult of the research work the first
version of the program, which assigns
a sequence of short sounds of appropri-
ate amplitude.and spectral composition
to any Russian text written in a usual
form, has been developed. The sounds
transmitted by microcomputer rapidly
one after another are percepted by users

as spoken Russian.

SPEECH SYNTEESIS

Our solution is based on approximati-

on of speech signal on the basis of the
basis of two-formant sounds, which are

tabulated for onepperiod length in the
computer memory and transmitted into
loud-speaker respecting the sound comhip
nation of input text. We have used an
arsenal of 12 vocal-like sounds and of
1 noise-like sound. By changing the rate
of transmision of various digital patterns,
by various number of patterns in one pe-
riod, by various number of periods and
various loudness we have obtained much
more extensive set of various sounds.
By means of these 12+t sounds and by way
of their transmission individual elements
of spoken.speech are described in the
computer memory. We have defined these
elements as follows:
1hr- sound initiation
h - sound body

h\ - sound ending

JEVGENIJ TIMOFEJEV

Faculty of Pedagogics
Hradec Kralové, Czechoslovakia

cu - consonant-vowel combination /each
with other/

we - vowel-consonant combination /each
with.other/.

Russian word CKOPO /sko:ra - phonetic
transcription/ is decomposed in conformi-
ty with this definition into the follow-
ing speech elements:

ls,s,s\,fik,k,ko,o:,cr,r,ra,a,a\

The above decomposition is not entered by
the user - the computer carries out the

lggeration without any intervention from
e user 3 part.

The tables of parametric description of
individual sounds, which approximate.the
sounds of speech1 have been composed on
the basis of prof. M. Romportl s and prof.
L. Bondarkc s works. We have also used
spectrogems of natural speech. Perception

- tests were the decisive argument of spec-
trograms interpretation.

In the first version of our synthesis
the high degree identification of Russian
word accent /when basic prosodic parame-
ters are absent/ is provided by means of:
- greater quantity of stressed vowels vs.

unstressed vowals, final stressed a~
vowels are double elongated

- stressed vowels are 6.dB louder than
unstressed vowels

- stressed vowels are l/Z-tone higher
than unstressed vowels

- quality alternation of unstressed o/a-
vowels /a-norm pronunciation/, i-norm
pronunciation can be also introduced,
but the perception of word accent is
not improved.

.TEXT-TO-SPEECH ALGORITHM

The described method of synthesis of
segmental features of speech and appro-
ximation of stressed/unstressed vowels
phonetic contrast.have enabled to pro-
duce a synthetic signal of spoken Russian,
which has no prosodic feature and sounds
somewhat monotonously, but is characte-
rized by high degree adaptability of the
users of Russian to this signal with good
understanding.
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Besides the input text need not be en-

tered in a flora. of phonetic transcripti-

on. The automatic conversion of a usual-

ly written Russian text into input pho-

netic transcription is also provided.
The first version of algorithm of

written text-to-phonetic transcription

includes four basic. stages:
. 1. Receipt of input text
In the input buffer the system selects

only alphabetic letters of written Rus-

sian /capital letters of Russian alpha»-
bet/, character ”3" for word accent,

character '," for pause, character ._..

/spacing/ and CR , which ends the re-

ceipt of a text.
2. Text transmission into working

memory
The text. is transmitted character by

character from left to right till CR .

During transmission some characters or

some combination of characters. are pro-

cessed:
- realization of some consonant combina-

tion is modified / HPA:3.U.EEK - prazn‘ ik,
1415':q ,5- beam/j. momma -

kataaetca. JIEI‘KMVI - l‘oxk'ia, etc./
- realization of adjective inflexticn in

genetive case is altered / AOPOPOWO
- dorogovo/
- a-norm pronunciation is introduced

/ XO’FOHIO: - xaraeo/
- realization of pronoun m and coup

junction ms}; is: altered lsto,
atoby/
- i-norm pronunciation is introduced in

a limited size /in the first unstres-

sed syllable before stressed syllable/

-.consonant. combination CU is substi-

tnted by realization of so /in a limi-

ted 8129/.
3'. Text. processing in working memory

from left to right:

- the letter ’5 before vowels is sub-
stitnted by its. spoken equivalent

- doubled consonant is substituted by
single one

- the orthographical I: is conversed
into its phonetic realization

- pronunciation of a preposition with.
unstressed vowels is realized / 030,

HEE‘EJIO e.tc-./'
- conversion of multiciphered letters

/E, E,D, H / is ended

- realization of final stressed a-vowels
is modified

.. the so-called coarticulation in vowel

combination / HAW“, COOBmEzm etc./

is respected. .
4. Text proceSsing from right to left:

In this stage the text is processed

according to deaf-sonorous assimilation

laws of Russian. The text processing is

finished as soon as the beginning of the

text is reached.
In the present stage of development,

our algorithm of automatic transcription

contains more than 3-0 rules and occupies

1,5 KB of ROM-memory. It is universal and

every Russian text can be processed. Algo-

rithm development has been based on two

methodical principles: approximation and

ignoration. For example, the algorithm

approximates the pronunciation of all use

stressed a/o-vowels as a single realiza-

tion of a weak /a/ in opposition to a

strong stressed /a/. The pronunciation

of some strange-origin Russian words with

weak unstressed o-vowels is ignored. Never-

theless the user has an opportunity to

produce realization with unstressed o-

vowels: in this case accent need not be

input /the qualitative alternations of un-

stressed vowels are conditioned by accent

input/. The basic criterion for algorith-
mic rules extension is communicative ef-

fect of an acoustic signal and its aesthe-

tic realization. For example, from commu-

nicative point of View it is not neces-

sary to. modify the consonant combination

LIT, QB into at, an. The user of Russian

will understand text with “fin-realiza-
tion. in the same way as with st,sn-reali-
zation. But from aesthetic point of vi“
the above modification of text should be

desirable. That is why the ct,én - st,§n

conversion has a limited effect. and is
valid for. words m and LITOBH only.
The rest of words are ignored / Pemesne
xoaeuao. - Honest-10, on npaa./.

The first version of our text--to-sPeeeh
algorithm contains. the greatest part
Russian written text/phonetic realization
differences and is. being constantly im-
proved. The practical ideal version of W
algorithm is connected with further PN"
grfis in miniaturization of hardware as
we o

130 Se 6.3.2

_
-
.
.
.
n
—

M
n
n
_
:



TEXT-TO-SPEECH CONVERSION FOR GERMAN USING A CASCADE/PARALLEL

FORMANT SYNTHESIZER

GERHARD RIGOLL“

Fraunhofer-lnstitute (1A0) -

Dept. of Advanced Information and Communication Technologies

Holzganenstr. l7, 7000 Stuttgart 1, West Germany

ABSTRACT

The paper describes some aspects of the use of the cascade/parallel for-

mant synthesizer for German text-to-speech synthesis. Since the algo-

rithms used for speech synthesis are relatively similar for the most lan-

guages, the paper emphasizes some novel approaches and special pho-

netic problems, such as the use of a mathematical model for the

cascade/parallel formant synthesizer for the determination of the syn-

thesizer control parameters or the synthesis of phonemes with special

articulation. rather than to describe more generally the development of

the entire system.

INTRODUCTION

In 1983, the work on the development of German text-to-speech con-

verters, based on the cascade/parallel formant synthesizer developed by

DH. Klatt. has started. In general, the development of a text-to-speech

system can be described under different aspects, e.g. emphasizing more

the common technical problems, or the Ietter-to-sound conversion, or the

fact that the system might have been modified for a different language,

which usually requires a complicated modification procedure that was

also performed for the system described here. In this paper, the phonetic

aspects of the use of the cascade/parallel formant synthesizer for the

German language are especially considered. The accurate determination

of the main control parameters for the cascade/parallel formant syn-

thesizer is probably the most important step in order to achieve high

voice quality of the final system, although many different steps. e.g. let-

ter-to-sound conversion or prosodics, Which are not considered in this

paper. are also responsible for the overall quality of the system.

THE CASCADE/PARALLEL FORMANI' SYNTHESIZER

The formant synthesizer which was used for Gemian synthesis is a mod-

ified version of the synthesizer described in /2/ which was improved by

DH. Klatt during the last years. The current version is now very flexible .

Md capable of synthesizing different voices, including women and chil-

dren voices. The most important control parameters are still the first

three formants and bandwidths and the fundamental frequency. Addi-

tionally. it is possible to control special parameters for the voicing source

and for prosodics. which is mainly used for the generation of different

Speaker characteristics. The German vowels and sonorants are synthe-

SiRd using the cascade branch, while voiceless fricatives and plosives are

generated by the parallel branch. Only for voiced obstruents. both

branches of the synthesizer are excited.

MATHEMATICAL MODELLING OF THE CASCADE/ PARALLEL

FORMANT SYNTHESIZER

There are basically three possibilities to obtain the values for the control

parameters of the synthesizer. The fastest and simplest method is a per-

ceptually based method, where the parameters for every phoneme are

tuned as long until the synthesis of the phoneme sounds very similar to

the original utterance of the phoneme. Although it is possible to find rel-

atively fast a parameter constellation which is leading to an acceptable

result for every single phoneme, the overall quality of such a system B

mostly poor and many phonemes which used to sound natural when they

where tested in isolation, sound unnatural in connected speech The sec~

ond method is based on the calculation of the parameters with the use

of speech analysis tools. e.g. formant calculation based on an LPC anal-

ysis and the generation of the phonemes with the parameters obtained

from this analysis for each phoneme. But also this method leads to prob-

lems because usually the generation of a sound, using the formant values

which were obtained from an analysis of an utterance of this sound, does

not lead to a synthetic sound with exactly the same acoustic and spectral

pr0perties of the natural utterance. The third method is a spectral tuning

of the synthesizer parameters to the Spectral properties of one single

speaker. This is a very time consuming iterative process, where at the first

step the initial values of the synthesizer parameters are derived from an

analysis of a natural utterance, as in method 2. In the following steps. the

parameters are tuned a long until the spectral analysis of the synthetic

utterance is similar enough to the spectral analysis of the natural utter-

anoe. In this way, the system is forced to have almost the same spectral

features as the single test speaker. which can lead to a high amount of

naturalness of the synthetic voice. If such a procedure is used, it is obvi-

ous that the success is also dependent on the tools and algorithms which

are used for the analysis and comparison of natural and synthetic speech.

Beside the more traditional analysis methods like spectrograms and

spectra, a novel approach was tested during the development of the

German text-to-speech system. This approach is based on a mathemat-

ical model of the cascade/parallel formant synthesizer. Based on the fact,

that both branches of the synthesizer are composed of digital resonators

with the transfer function

1+Ci+di

C(z) - (1)____.____
l + c,-z‘l +' diz‘2 -

where the resonator coefficients c, and 4 contain the according formant

F, and bandwidth 8,- as nonlinear functions: .

c,- - —2e"8‘ T. cos (275,1) (2)

di _ 9—215,- 7' (3)

" The author is currently with the Continuous Speech Recognition Group. Dept. of Computer Sci-

ences. IBM Thomas J. Watson Research Center. Yorktown Heights. NY 10598. USA
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Fig. 2: Spectrogram of the phoneme sequence /iRi/

This periodical change can be demonstrated even better by looking at the
formant tracks of this sequence in Fig. 3, obtained from the earlier de-
scribed nonlinear parameter estimation procedure.
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Fig. 3: Formant tracks of the phoneme sequence /iRi/ calculated with

the use of a nonlinear parameter estimation algorithm

The synthesis of the uvular /R/ can be performed either by a modulation

of the gain AV of the voicing source or by a modulation of the formants.
It was decided to use the latter method in the current version, where only

the second formant was modulated by a certain percentage of his sta—
tionary value, which is shown in Fig. 4. Simultaneously to this modu-

lation. frication noise is added via the parallel branch by setting the gain

A2 of the second parallel resonator to a value different from zero. In this

way, the uvular /R/ is handled similar to a voiced fricative.

3500

N 1

2500

2000

1500

1000

500

0

3000 0000 5000 7000 8000 - 10000

Fig. 4: Formant tracks given to the cascade synthesizer branch for the
production of the phoneme sequence /iRi/

COARTICULATION

A very imponant module of a text-to-speech system are the rules for
coarticulation. In the current version. coarticulation is performed in se-
veral ways

0 the coarticulation of the spectrum of the stationary part of vow-

els and sonorants with the preceeding and the following pho-

nemes is calculated by a general coarticulation formula which is

applied to the formant values and reflects the percentage of the

influence of the formant values of the neighbour phonemes to the

formant value of the current phoneme ,

o the variations of boundary values in the transitions of consonants

to different vowels are automatically taken into account by the

application of the locus theory

0 the variations of the spectral prOperties of consonants in the en-

vironment of different phoneme classes is taken into account by

modification of the gains of the parallel resonators according to

the current environment

0 special extended rules are appiied to some sonorants which show

strong coarticulation. In the German language these are espe-

cially the phonemes /l/ and the uvular /R/. Again the /R/ is the

most difficult phoneme to handle scince it requires complex rules

for the formant values as well as for the control of the frication

by the parameter A; if it appears in different environments. The

coarticulation of these sounds can sometimes be effected only by

the left or sometimes only by the right neighbour phoneme and
often also by both neighbour phonemes, depending on these

phonemes

Since the recording and tuning of phonemes is never carried out with

phonemes spoken in isolation, special attention has to be paid to incor~

porate the coarticulation rules into the process of the spectral tuning of

the various sounds because these rules will modify the originally entered

parameter values according to the current phonetic environment, in

which a specific phoneme is recorded, analyzed and tuned. This is a se-

rious problem scince at the begin of the tuning task, the ooarticulation

rules are usually not yet known. but they are theoretically required in

order to obtain optimal tuning results.

CONCLUSION

Some important steps of the synthesis of German with the

cascade/parallel formant synthesizer have been described as well as
some new approaches for the analysis of speech to obtain the values for

the synthesizer control parameters. The description of the development

of the entire text-to-speech system is beyond the scope of this paper. The
experiences which were gained during this development have shown that

the careful and time consuming tuning of every single phoneme and the

consideration of many special cases and exceptions is the key to obtain
a synthesizer with a high voice quality.
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AN 'ACCENT-UNIT' MODEL
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ABSTRACT . . ‘
(3) the relative prominence of accented syllables

(4) the selection of the pitch contour whose

starting-point coincides with the final accented

syllable (the 'nucleus') of the tone-group -- the

'nuclear tone';

(5) the selection of pitch contour over any

remaining (pre-nuclear) syllables.

These sub—systems imply a contour-based analysis

which owes much to the 'British school' of

intonation, notably /1/ and /2/. We believe that

this approach is well motivated at the phonological

level.

A theoretically sound synthesis model must allow

A new model of intonation for text-to—speech

synthesis exploits natural variability within

phonological constraints. Patterns are determined

with reference to those preferred by an individual

speaker.

INTRODUCTION

The output of a text-to-speech synthesis system

needs to be intelligible, reasonably natural, and

acceptable to the listener. A successful model of

iitonztion will contribute to intelligibility, by for th f 1 d’ .

c ari ying the information structure of the text, ose orma ifferences for WhiCh a functional
and to naturalness, by using F0 contours account can be given; ideally it should also model

characteristic of the target speech, aligned to the observed formal variations where no functional.

segmental structure of the text in a phonetically motivation may be apparent.
Principled manner. To be acceptable to the While lexical, syntactic and semantic factorsplw

listener, the output must combine intelligibility Fhelr Pete! the “”3”“? Prineiple determining
with whatever degree of naturalness is necessary to lnt°naF1°n assignment is surely a pragmatic one --

make the act of listening a comfortable, undemanding the tailoring °f an utterance to its context. Ina
experience. . synthesis system using unrestricted text input,any

maFo; the syntheSis of isolated sentences, patterns semantic or pragmatic knowledge is bound to be very

y e rea 11y speCified which are plausible and limited. The rules must exploit any lexical or

'easy on the ear'; but the use of these same
patterns over longer texts, of a paragraph or more
leads to repetitiveness which the listener may find
tedious: so, acceptability declines. We propose
that enhanced acceptability during sustained
listening may be achieved by exploiting a further
aspect of naturalness: the variability to be found
in the intonation patterns of natural speech.

grammatical knowledge available, but occasional

inappropriate choices will inevitably risk lowerhw

the acceptability of the output (of /3/). The
adverse effect of such errors may be minimised bYa“

output which is otherwise natural-sounding and easy

to listen to.
This paper does not directly address the problem

of improving the syntactic, semantic or pragmatiC
knowledge-base. The model described assumes that

the input text has been converted to a transcription

on which tone—group boundaries and accented

syllables are explicitly marked.

THEORETICAL BACKGROUND

In natural speech, the choice of intonation

contour for a text involves a number of separate

phonological choices, some of which carry a higher

functional load than others. These choices

significantly constrain the degree of allowable
variability, but within these constraints there is
no one single 'correct' intonation pattern
applicable to a given text spoken in a given
context.

In developing an intonation model for synthesis-
by-rule, an early priority must be to identify the
sub-systems within which choices are made. For
example:
(1) the division of the text into intonational
phrases, or 'tone-groups';

(2) the allocation of accents (rhythmically
stressed syllables which are also pitch-prominent
in the sense that they interrupt an established I
witch contour);

THE MODEL

Foundations: auditory analysis of a corpus
The model's phonological units and probabilistic

rules were based on close auditory analysis and
prosodic transcription of a short corpus of rec°rda

texts. Four texts of 150-250 words each were

derived from information bulletins -- reports on
road conditions and weather forecasts -- issued
over the telephone, using a declarative EngliSh
style. Recordings of the original speakers (3 male
1 female) were transcribed orthographicallY; “Sing
suitable Punctuation, and presented as written texts
to five experienced readers (3f, 1m), who in turn
recorded the texts on to PCM tape in an anechoic

chamber. A laryngograph signal (Lx), from whiCh
subsequent excitation frequency (Fx) analyses were

134 Se 6.5.1

made, was recorded simultaneously. All speakers

used a (near) RP variety of English.

The recorded speech was transcribed prosodically,

on an auditory basis, using a syllable—by—syllable

interlinear notation. Comparison with the derived

Fx traces indicated a reasonable match in terms of

contour shape and relative pitch levels. No attempt

was made to transcribe durational variation.

There was no one preferred reading for any of the

texts, with respect to any of the sub-systems

outlined above. A contour-based interpretation in

terms of tone—groups and nuclear tones seemed well

motivated, with falling, falling—rising, rising and

level patterns all perceptually salient at the ends

of intonational phrases. A consistent finding was a

high degree of variability in contour-shape in pre-

nuclear position. The contours were not readily

interpretable in terms of fixed—pattern 'heads' (of

/1/); nor were sequences of accented syllables

linked by any kind of automatic contour inter—

polation (cf /4/). This variability reflected a

succession of choices between possible formal

patterns. Their functional motivation was unclear,

unless it was simply a strategy to avoid monotony.

There was some evidence that individual speakers had

preferred options among these patterns.

The inventory: units, contours and features

Units. The basic phonological unit chosen for the

model is the accent-unit (nu) (cf /5/). This

consists of an initial accented syllable together

with any unaccented syllables following it. The

unit is bounded on the right by the next accented

syllable or by a tone—group boundary. Minimally, it

will contain just the accented syllable; there is no

theoretical upper limit, but units may contain more

than one rhythmic foot, since some stressed

syllables are not pitch-prominent, and are therefore

deemed unaccented.

Within a paragraph of text, the largest unit

recognised by the model is the breath—group (BG).

This is normally equivalent to a grammatical

sentence, since it corresponds in practice to a

stretch of text bounded by /./, /!/ or /?/- A

breath-group may be subdivided into punctuation—

9IOUPS (PG) (bounded by /,/, /;/ or /:/), which in

turn may contain more than one tone-group (TG).

Tone-groups are composed of one or more accent-

units, together with an Optional prehead (PH),

corresponding to any unaccented syllables preceding

the first accent in the group. The final accent of

a tone-group is the nucleus; preceding (optional)

accent—units make up the head. All BG and PG

boundaries are also TG boundaries. The hierarchical

structure linking groups and units is demonstrated

below:

(1) ] (= minimal breath—group)
[[[["N°'AU]TG]PG]BG

(2) [[[[There arepfi]["more lane 'closuresAU]TG]

[[between 'junctionsPH]["thirtyAU]["two and

'thirtyAU]["three, PG][[["north ofAu]
AU]TG]

["Preston.AU]TG]PG]BG]

Key: " accented syllable; ' stressed syllable.

Contours and features. Accent—units are char—

acterised by contour. Nuclear unit contours in the

corpus represented four basic nuclear tones: falls,

fall—rises, rises and levels. (This formal

classification does not distinguish between 'fall-

rise' and 'fall + rise'.) Head unit contours fell

into three natural classes: levels, falls and rises.

An earlier version of this model /6/ treated nuclear

and head units separately; the revised version con—

siders both types to belong to the same underlying

formal classes. Nuclear units typically involve

more salient F0 movement than head units, and are

more predictable in their alignment to syllables.

Head unit contours showed much variation in this

respect, depending not only on the number of

syllables in the unit, but on features affecting,

for example, the timing of the start and end points

of the characterising contour. stylisations of the

basic contour shapes perceived, subsequently

adapted for implementation in the model, are shown

in Fig. 1.

The use of features owes its inspiration, but not

its detail, to Ladd /7/. The unmarked forms in Fig.

1 were those characteristically found in nuclear

position, where the marked forms were less common;

both marked and unmarked varieties occurred freely

in head units, though fall-rises as a class were

rare in this position. In practice, there is

normally a brief sustention of F0 at the start-of

the contour, which is accounted for in our implemen—

tation; contours are only considered to display the

feature [+delayed start] when such a sustention

continues into the second syllable. Perceptually

level contours may, in fact, follow a shallow

declination line; this too is accounted for in the

implementation.

Distribution of AU contours in the recorded corpus

Nuclear. Between them, falls and fall-rises

accounted for around 75% of all the nuclear tones.

All 56 boundaries ended in /./, and all were

associated with a falling tone (with one exception:

the sentence 'Thank you for calling.'). Any of the

twnus could be found at other PG and TG boundaries.

L tistically, fall—rises were most probable here,

particularly in the case of BG—initial tone—groups}

_‘ Yl' Over 90% of the units had either level or

falling patterns; rising units were rare. There

were few, if any, positional constraints on these

ct tours. However, when they were analysed in re-

T‘ifln to the nuclear tone which followed them in

t"~ Lone-group, certain tendencies came to light.

The on levels constituted around 57% of head units

overall, this proportion dropped to around 40% when

immeiiately preceding a fall—rise nuclear tone,

where they were overtaken by falls. Most of the

few rising head-units occurred in tone—groups with

a falling nuclear tone. There were no obvious

constraints on the juxtaposition of different

accent-units, but estimates of the probabilities of

certain oollocations could be derived from the

corpus distributions. There was no clearly

identifiable pattern governing the application of

the features to these head contours.

The probability values quoted above are derived

by adding together the scores for several RP—style
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speakers, a procedure which allows us to make some
generalisations about intonation units used in this
variety of English for this discourse style, but
which obscures the preferences of the individual
speakers. Probabilities based on averaged values,
or, preferably, on those appropriate to a particular
speaker, may be adopted to implement the model in a
text-to—speech system (see below).

Relative prominence of accents
The derived Fx traces relating to the corpus

recordings allowed us to make an accurate assess-
ment of the actual and relative peak frequencies of
accented syllables. within a tone—group, there was
a marked tendency for the Fx of successive head
accents to show some sort of decline. There were
no fixed target values associated with accents in
any position, but it was possible to define a
frequency range within which accents were likely to
occur. The position of the tone—group within the
breath—group, and of the breath-group within the
paragraph, were relevant in determining the height
of TG—initial accents. The starting-point of
nuclear accents was more varied. a step up from a
preceding accent typically reflected a linguistic
need to highlight the item in question.

Implementation
This section looks further at the principles

guiding the rules in our implementation, rather
than at the detailed algorithms, which are still
subject to revision. An earlier version of the
implementation is described in more detail in /6/;
a report on the revised implementation is in
preparation.

The model is implemented on the JSRU text—to—
speech synthesiser, a system modelled on male RP
speech, replacing or adapting the prosodic model
of Edward /8/. Rules relate to F0 values only; all
other aspects of the system are unchanged.

Reference frequencies. The overall range is
based on that of a particular (male) speaker.
Values are derived from frequency distribution (Dx)
histograms made from the Lx signal recorded with
the reading of the texts. The extremes of
the range ('Hi' and 'LoFx') are taken from the lst
order distribution, as is the 'mode' (preferred
frequency) value. An additional reference value
used in computing the synthetic F0 is 'LoFxZ', the
lower limit of the range as measured on a 2nd order
distribution.

Selection of AU contours. Nuclear contours
(nuclear tones) are assigned on the basis of
punctuation. For instance, boundaries associated
with full stops invariably generate falls; commas
and unpunctuated boundaries are associated by con—
vention with the fall-rise, but an algorithm con-
verts this to a rising or level tone in certain
circumstances. Head-unit contours are assigned
according to tables of probabilities derived from
analysis of the speech to be modelled. The tables
take account of the transitional probabilities
associated with the collocation of different
contour types (see /6/ for specific examples).
Feature application makes use of tables of station-
ary probabilitles similarly derived from the corpus.

Contour to F0 conversion. Accent-unit contours
are broken down into their constituent levels: H
(high) and L (low) for falls and rises, with

additional constituents H' and L' to deal with the
more complex and marked forms. Level contours con-
sist of H and H' only. The features [delay] and
[raised] apply to H or L as appropriate. ,

F0 values for H and L are calculated on separate
criteria. The first H in a breath-group is plotted
in relation to the mean value used for such accents
by the reference speaker. The H value in subsequent
accents will be at a point which is a fixed pro—
portion of the distance between the mode and the
previous H. An adjustment upwards is made in a new
punctuation-group for the first H, which is related
to the previous PG—initial accent. There is a
degree of allowable deviation from the computed
mean values. Declination between accented syllables
is a derived effect.

In nuclear units, the value of L coincides with

LoFxZ, unless it is BG—final, in which case it co—

incides with LoFx. In head units, L is calculated

as a proportion of the distance between its
associated H and LoFxZ.

Prehead syllables are by default clustered around
the modal value.

DISCUSSION

Many of this model's algorithms are still being
modified, but even at this early stage, we believe
that the output has much to recommend it. It is
closely based on observations of natural speech; it
allows the distribution of patterns to be modelled
on a particular speaker; it exploits natural in-
tonational variability. The inventory could be
readily expanded, and the tables modified, to suit
different discourse-styles and lects.

In due course, the model will be integrated with
improved higher—level rules for phrasing and accent-
placement; and at the lower level, a set of micro-
prosodic rules will adjust the essentially straight-
line contours now generated (Fig 2) to enhance the
phonetic naturalness of the output.

Meanwhile, the model avoids the intonational re—
petitiveness often associated with synthetic speech.
In its present implementation, there is in fact no
way of predicting precisely which set of contours
will be applied to a given text. A further planned
develOpment will be a facility whereby particular
patterns may be specified explicitly if required.
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Fig. 2: Comparison between accent—

The solid line in each version is the accent-unit contour;

Fig. 1: Schematised accent-unit contours

M ____Marked
(1) Levels ‘-—" n.a.

(2) Falls ” \\ -\\ [+delayed start]

[+delayed start]
/‘\ [+raised peak ]

\‘\.. [+delayed end]

(3) Rises I ,/ +d 1a ed start/,. . I 6 Y 1
’/,.- [+delayed end]

(4) Fall-rises \\ 1” _\\ l [+delayed start]

[+delayed start]

’\\ j [+raised peak ]

unit contours and an F0 contour derived from natural speech

the broken line is the contour derived from

‘ ' tal durations:
ali ned with the JSRU synthetic segmen _' ‘ n ' .,

$iégifijfeszf2britiih "Telecom “Traveline 'bulletin, pre‘pared by the "BBC "Motoring and Travel Unit,

Version 1

Log Hz in;

Version 2

for “motorways.

In the contour generated by

rule, H and L values are

calculated in JSRU pitch

levels. Interpolation

between them is according to

a 'moving-target' algorithm

to prevent 'steppiness' in

synthesis with a 100Hz

frame rate.
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ABSTRACT

Many researches have studied the Intrinsic

Pitch of the vowels in different languages

and from different pointsof view. There

is a general agreement on the existence of

this phenomenon and various hypotheses have

been formulated in order to explain the

mechanism controlling the I. P. The aim of

this experimental study is, on one hand,

to verify whether the Intrinsic Pitch of

vowels does exist in Italian; on the other

hand. on the basis of the spectrographic

data and F0 tracings obtained from normal

and oesophageal speech and from singing,

to try to give an account for the phenome-

non. The relationship between Fo, opening

degree and place of articulation is

discussed.

[NTRODUCTION

For more than fifty years there has been

a general agreement among phoneticians

about the existence of an Intrinsic Pitch

of vowels. Many experimental studies have

dealt with the phenomenon from different

points of View and all of them have demon-

strated that in many languages, as for in-

stance English !li. Danish [2/ and German

53/, high vowels tend to have a higher

pitch than low vowels, other things being

equal.

Even if there isn't disagreement on the

existence of the I.P., problems start when

we try to explain why this phenomenon

happens.

In fact different hypotheses have been for-

mulated to give an account for the l. P.

beginning from the so called “dynamo-ge-

netic‘ theory proposed by Taylor /1/.

According to Taylor the higher muscular

tension of the tongue required to realize

a high vowel, radiates to muscles of the

larynx causing a higher tension of the

vocal folds that, therefore, vibrate at a

higher fundamental frequency.
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However, Taylor's theory is no longer

accepted since "electrical insulation in

muscles and nerves is good enough to pre—

vent serial contraction of adjacent muscles

by/ an osmotic spread of excitability"

Subsequent theories can be grouped into

three main categories: "acoustic coupling",

"aerodynamic" and "tongue pull" theories.

The first one, based on Flanagan's model

/5/ and elaborated by Atkinson /4/, takes

into consideration the formant pattern

of the vowel: a low Fl attracts Fo giving

rise to a higher pitch. This explains why

/i/ and /u/, having a very low F1, have

a fundamental frequency higher than that

of /a/.
The second theory, formulated by Mohr /6/,

relates the width of the pharynx with the

glottal pressure. According to him, as

the low vowels are characterized by a

smaller pharyngeal cavity, the supraglottal

pressure increases and consequently the

transglottal pressure gradient decreases

leading to a lower fundamental frequency.

According to the ”tongue pull" theory,

high vowels have a higher pitch because

when the tongue rises it pulls the larynx

up via the hyoid bone causing an extra

tension of the vocal folds, either verti-

cally (Ladefoged's view /7/) or horizontal-

ly (Newelkowsky's view /8/).

All these theories, which were based on

experimental data, have subsequently been

confuted on the basis of further data.

Therefore, as none of these hypotheses

can explain the phenomenon of the I.P-.

Silverman /9/ is led to conclude that “the

various physiological, acoustical and
mechanical mechanisms that have been propo‘

sed to account for the lFO [I.PJ are not

mutually exclusive, and probably are all

operative during speech production" (P-13)-
However, it seems to us that such an

explanation is quite obvious because speech
acts are complex and it always happens

that a Single articulation is characterized

by many factors. The point is that. as

regards I.P.. it is necessary to distin—
guish between cause and effect. that
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is between what we really command to the

articulators to do in realizing a high

or a low vowel and what is merely a conse—

quence of it.

The aim of this experimental study is,

on one hand, to verify whether the I.P.

of vowels does exist in Italian; on the

other hand, on the basis of acoustic data

obtained from normal and oesophageal speech

and from singing, to try to give an account

for the phenomenon.

PROCEDURE

A list of about 200 meaningful Italian

words has been prepared. Vowels /i/ /e/

/S/ /a/ /o/ /o/ /u/ occur in initial and

medial stressed position. The list includes

words differing in the vowel only. The

list has been read three times in a random—

ized order in an anechoic room by a native

Italian speaker. of each word a wide band

spectrogram has been made using a Voice

Identification Sound Spectrograph by Elec-

tronic ApS in order to have the formant

pattern of the vowel. In order to calculate

the fundamental frequency, a narrow band

spectrogram at a linear expanded scale

and the F0 tracing given by an FFM by F—

J have been made. As in almost all cases

the vowel had a rising-falling Fo movement

with a maximum occurring at about its mid-

point, we have measured the F0 value at

that point.

RESULTS

Fig. 1 shows the average F0 values of the

three utterances in normal speech.

As we can see, /a/ has always the lowest

pitch, whereas the other vowels undergo

an increase in pitch going from 4 to 20

Hz. Furthermore, we have to notice that

/i/ and /u/ show an F0 increase higher

ll utterance

than that of /e/ /e/ /o/ lo/, the former

being in a range of 15 - 20 Hz and the

latter of 4 — 10 Hz.

As we can see the data confirm the ex-

istence of an intrinsic pitch of vowels

also in Italian. »

In order to verify which of the different

theories can explain the phenomenon of

I.P., it seems useful to make further ex-

periments.

If the I.P. is due to the raising of the

tongue that causes an extra tension of

the vocal folds, as suggested by the tongue

pull theory, the phenomenon should be nul-

lified in oesophageal speech. In fact,

with the total laryngectomy surgery the

whole larynx with the hyoid bone and all

associated muscles and ligaments are re-

moved. The voicing source, so-called neo-

glottis, is given by the surgically altered

pharyngeal oesophageal sphincter. There—

fore, as there aren't any direct inter—

connections between the tongue and the

neo-glottis, according to the tongue pull

theory, in oesophageal speech differences

in I.P. between high and low vowels would

not be expected.

In order to verify the tongue pull theory

the same speech material has been uttered

by a laryngectomized speaker. However we

have restricted the list of words to /a/

/i/ and /u/ vowels because, as we have

said above, the difference in pitch is

most remarkable for these vowels.

The 'data show that the mean Fo of both

/i/ (84 Hz) and /u/ (91 Hz) of oesophageal

speech is higher than that of /a/ (75 Hz).

As we can see, the I.P. persists also in

oesophageal speech and consequently we

can exclude both the horizontal and verti—

cal versions of the tongue pull theory.

These conclusions agree with the results

obtained on oesophageal speech by Gandour

and Weinberg /10/. They are in favour of

Ill utterance

lutterance
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the aerodynamic theory. In fact, according

to them, the "impedance of the vocal tract

is higher during the production of high

versus low vowels. A natural response on

the part of the speaker to this situation

would be to increase respiratory drive

or speech/vocal effort" (p.353),and in

consequence of it high vowels would have

a higher pitch.

However, it seems to us that the aerodynam-

ic process is more complex and, therefore.

it has to be reexamined in detail.

We know that glottal vibrations are deter-

mined by the difference between subglottal

and supraglottal pressure the lower

supraglottal pressure is, the higher is

the fundamental frequency. 0n the other

hand as the supraglottal pressure depends

on the opening degree of the constriction

occurring along the vocal tract. there

must be a close relationship between F0

and opening degree too.

In order to clarify this relationship, we

have made an experiment on singing. we

have analysed the F0 trend in monotone

VCV sequences, where V was /a/ /i/ or /u/

and C was in turn a stop, a dental frica-

tive, a lateral, a nasal or a trill.

Fig. 2 shows the average F0 values of the

consonants.
As we can see, the data clearly demonstrate

the existence of a direct relationship

between F0 and opening degree of conso-

nants. In fact we have the maximum pitch

fall in stops and fricatives because of

the high flow resistance at the articula-

tory constriction and it is nullified in

nasals and laterals because of the free

outscape of air through either the nasal

cavities or the sides of the tongue. The

clearest example of the existence of such

a relationship is given by the F0 trend

of the trill. In fact, in this case, Fo

increases and decreases alternately of

about 10 Hz and 40 Hz simultaneously with

the dental openings and closings (fig. 3).

i
a
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-
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-
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_
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Hz I l I l 1 l l I

V m n 1 z b d 9

FIG. 2. Average values of F0 in singing.
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FIG. 3. Po tracing of /arra/ in singing.

In the light of these considerations, We

must conclude that the more open the conso-

nant is. the higher is its pitch.
However, as regards the vowels. the data

show that also in singing /i/ and /u/ have
an increase in pitch of about 10 Hz resPeCt
to Ial.
At first sight the data seem to be contra-

dictory because as regards the consonants
the more narrow the constriction iS the

lower is F0. whereas as regards the vowels
it seems to happen the contrary. the more
narrow the constriction is, the higher
is F0. The point is that when we classifY
the vowels as “high" and 'low‘, or "close"
and “open“, we refer only to the oral CaVi'
ty; conversely if we take the whole vocal
tract into consideration. we realize ho“
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measleading is this kind of definition.

In fact, as we can see in fig. 4, X—ray

tracings of the Italian vowels /a/ /i/

and /u/ show that all these vowels are

characterized by a same impedance occurring

at different places along the vocal tract:

at the pharyngeal cavity for /a/, at the

soft palate for /u/ and at the hard palate

for /i/.
From this point of view we must consider

/a/ /i/ and /u/ as "close" vowels and con-

sequently their different fundamental

fiequencies must be related to the point

along the vocal tract where the maximum

impedance occurs and not to the oral

opening degree. From this point of view,

we can easily understand why /a/ has an

intrinsic pitch lower than that of /i/

and /u/. In fact a constriction in the

pharyngeal cavity causes a sudden increase

of the supraglottal pressure that leads

] [a] [11]fl

FIG. 4. X-ray tracings of /i/ /a/ /u/.

\

to a drop of the transglottal pressure

and consequently to a lowering of the fun-

damental frequency. '
In light of this, we can give also an

account for the acoustic coupling theory.

According to this theory, a low F1 attracts

F0 giving rise to a higher pitch. Now,

we know that from an articulatory point

Of View a low F1 corresponds to a constric-

tion occurring in the front half of the

vocal tract and. therefore, to a wide

Dharyngeal cavity. So, once more it is

the pharyngeal width to determine the

higher pitch for /i/ and /u/, that is just

the opposite of what happens for /a/.

CONCLUSIONS

The data gathered in this experimental

research confirm that the phenomenon of

the intrinsic pitch exists in Italian in

normal speech as well as in singing and

in oesophageal speech. Furthermore. the

Phenomenon .must be explained exclusively

from an aerodynamic point of view, con-

sidering on one hand the configuration

0f the whole vocal tract during the pro-

duction of the vowels and. on the other

hand the pressure trend at glottal and

supraglottal level. "

As regards the tongue pull theory, even

though many experimental studies have

prooved that there is a mechanical connec—

tion between the tongue and the larynx,

our experiment on oesophageal speech clear-

ly shows that it has nothing to do with

the phenomenon of I.P.
As regards the acoustic coupling theory,

suffice it to say that, as we have said

above, the rising or lowering of a formant

must always be seen as the effect of an

articulatory gesture, even though we must

admit that such an explanation is less

evocative than the hypothesis according

to which two frequencies attract each other

because of their closeness. '
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ABSTRACT

We investigated whether an intrinsic pitch (1?)

effect occurs in Standard Chinese and if it exists
how IP and pitch level interact with each other.
The fundamental frequencies (F0) of each 9
Chinese vowels at different tonal points were
measured in three cases: (I) in a monosyllable, (2)

in the word-initial and (3) the word-final posi-
tion of a disyllabic word. The test items (400
monosyllables and 509 disyllabic words) were
embedded in a frame sentence and uttered by 5

male and 5 female informants. The results

show that the characteristics of [P are to be found
in all four different tones of Standard Chinese
in spite of the fact that those tones have
different F0-pattems. Further, the higher the rela-
tive pitch value, the larger the difference in F0

among the vowels. The IP differences are
reduced in word-final position. These results sug-
gest a new hypothesis.

INTRODUCTION

Intrinsic pitch ( or intrinsic F0) describes the

influence of tongue height of vowels on the F0-value associ-
ated with them: high vowels have higher average F0-
values than low vowels when other factors are kept con-
stant. A great deal of research has been devoted to the
analysis and quantification of intrinsic pitch in several
languages: English, Italian, Danish, Japanese, French,
German, Greece, Taiwanese Chinese, Yoruba, Serbo-
Croatian, ltsekiri. and Chinese. I? has also been
observed when vowels were sung at the same pitch. The
reference list can be found in [1].

Various experimental conditions were applied in these
studies. In the early experiments, isolated 'real‘ words as
well as ’nonsense' words were used. The segmental
enviromnents (i.e. consonantal context) were carefully con-
trolled. Later, the test words were embedded in a frame
sentence. The effects of prosodic environment on [P
had been took into account. Petersen [2] reported that
the magnitude of IP in stressed syllables is larger than
the one in unstressed syllables. Similar results were
obtained for Italian accent/nonaccent words [3]. All of
these studies generally showed similar results except
Umeda’s [4] which reported that there were no consistent
11’ effects in a 20-min reading by two speakers. In
order to investigate whether 11’ effects occur in connected

speech, Ladd and Silvennan [5] compared test vowels (in
German) in comparable segmental and prosodic
environments under two different experimental conditions:
(1) a typical laboratory task in which a carrier sen-
tence served as a frame for test vowels; (2) a para-

graph reading task in which test vowels occurred in a
variety of prosodic environments. It was shown that the 1P
effect does occur in connected speech, but that the
size of the IP differences is somewhat smaller than in
carrier sentences. They pointed out that Umeda’s finding
was questionable because she apparently had not made any
attempt to control for the prosodic environment of the
vowels that were measured. In a recent study, Shadle [61

investigated the interaction of IP and intonation in
running speech. She examined the F0 of the vowels
[1.a,u] in four sentence positions. The results showed a
large main effect of [P that lessened in sentence final
posrtion .

However, none of these studies were concemed with
the roles of pitch level and the position in the word in
affecting intrinsic pitch. The main goal of the present
experiment was to get a general idea about the effect of
mtnnsrc pitch in Standard Chinese. The effect was to be
studied as a function of the following variables: (1)
pitch level (in different tones); (2) position in disyllabic
words (word-initial and word-final).

METHOD

The material consists of two parts, 400 monosyllables and
509 disyllabic words. All possible combinations of con-

sonants and simple vowels in Standard Chinese were
included in the monosyllable part, and each combination
occurs four times with four different tone patterns.

Among them there are 279 ’real’ monosyllabic words

and 121 ’nonsense’ words. In the disyllabic word pm.

every word consist of one test syllable (a Simple vowel
preceded by an initial consonant) and one matched syllable.
The matched syllable was chosen in such a way that the
test vowels could be compared in a similar Segmental
environment and the same tonal surroundingfi-
Examples are fihua‘i/fihua; wEibé/Wé'uié/Wé‘h“
Laying/fixing, (the test syllables are underlined)- Of the
test syllables 273 were in word-initial and 236 in word-
fi_nal position. As many combinations of two tones as 1305'
srble were involved in this part.
In .order to make all test items be in the same phonetic
cnvrronment and to approach the situation of connected

SPCCCh. all the monosyllables and disyllabic words were
embedded in the frame sentence [W5 di'i __ zi./ (1 “n“
the character _.) and / w?» an _ _ zhe g°e ci./ (1 utter the
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word _ _.) respectively.

Ten speakers (5 males and 5 females) of Standard Chinese

were recorded. They had been trained for a short period

before the recordings. A natural speech style was aimed at.

The test materials were read once by each speaker in an

acoustically treated room.

The recordings were fed into a Visi-Pitch (model 6087) for

the extraction of F0. The counter on the Visi-Pitch pro-

vides a digital display of F0 for sustained vowels while the

cursor allows the user to determine the F0 of any point

on the pitch curve shown on the screen with i1 Hz

accuracy.

Fig.1 shows the measuring points of F0. They are: for

high tone (T1) the middle point T1; for rising tone (T2) the

lowest point T2-l and the highest point T2-2; for dipping

tone (T3) the starting point T3-l and the lowest point T3-

2; for falling tone (T4) the highest point T4-l and the

lowest point T4-2.

I T-1-1

T'Z-Z
Tl .

'1‘3-1

T24 \1‘3-2/ T4-2

hinh rising dipping falling

T1 T2 T3 T4

Fig.1 Measuring points of {Mi-rental. frequency

As a first step we only cared about average 1P

differences between vowels but ignored the differences

between consonantal context and interspeaker variation.

The statistical method was acne-way analysis of vari-

ance (with speakers and consonantal environments as a

repeated measure).

RESULTS

1. Vowels Intrinsic Pitch 1 Four Ems

The data which will be analysed in this section . were

derived from 400 monosyllables. The intrinsrc F0—

values for each of 9 vowels and relative F0 differences

(AFO) between the vowel [a] and the remaining 8 vowels at

different tonal points are given in Table l. in which the

data are mean values averaged across consonants,

for 5 males and 5 females respectively. This is also

shown graphically in Fig.2 (see 0—. ).

The data mentioned above permit us to make the followmg

observations: 1) at points T1, T2-2, and T4-l, the F0—

values of the vowels go from high to low as the tongue

height of the associated vowel drops, and the F0 differences

between high and low vowels are significant; 2) at pomts

T2-l and T3-2 a high vowel also has a higher F0 except that

the FO-value of [o] of the males is a bit higher than that of

[1] and [i] and the FO-value of [a] of the femalesus higher

than what is expected. The data at these five pouits show

that Chinese, as a tone language, also exhibits the

influence of intrinsic pitch.

The situation is more complex at points T3-l and. T472.

We found considerable inter- and intra-speaker variability

for FO-values at point T3-l. The main problem at poutt T4-

2 is that the energy at the end of T4 is very low. and the

periodicity is not good enough to permit preCiSion in meas-

urements. As a result there is no consistent influence of

IP at these two points.

Table I. Mean intrinsic F0-value for each of the 9 Chinese

vowels and relative F0 differences (AFO) between the vowel

[a] and the remaining 8 vowels at different tonal points, g

derived from 400 monosyllables, averaged across con-

sonantal contexts, and for 5 males and 5 females respective-

l .
y F0 and M0 (112)

'1'1 ‘1'2-1 '1'2-2 T3'1 '1'3-2 ‘1'4-1 ‘1'4-2

1"0.APO [0.01'0 F0.AFO FopfiFO 1’0.5F0 10.520 70.5")

( 5 Iales )

1 '175 21 118 7 167 16 113 5 89 6 197 22 97 0

I 18127 12211 17120 116 8 .90 7 209'33 99 2

1 179 25 116 5 169 18 115 7 90 7 195 20 101 4

y 180 26 119 8 175 24 115 7 90 7 197 22 101 4

u 161 27 117' 6 168 17 112 4 90 7 206 31 105 8

I 164 10 114 3 156 5 114 6 88 5 187 12 101 4

o 168 14 117 6 160 9 116 8 90 7‘ 184 9 100 3

3' 170 16 116 5 170 19 122 14 88 5 178 3 100 3

a 154 0 111 0 151 0 108 0 83 0 175 0 97 0

( 5 females )

1 291 15 205 7 26510 219 -8 169 -2 312 10 180 -7

‘1 302 26 206 I 271 16 214 -13 172 1 326 24 182 -5

1 295 19 200 2 264 9 216 -11 168 -3 319 17 192 5

y 300 24 209 11 27a 23 219 -a 171- o 3111 16 176 -11

ll :07 31 209 11 289 34 2111 -9 172 1 335 33 184 -3

e 239 13 202 4 270 15 215 -12 170 —1 315 13 103 4

o 278 2 200 2 270 15 213 ~14 170 -1 310 8 183 '4

a 302 26 200 2 274 19 209 -18 161 -10 314 12 182 ‘5

a 276 0 198 0 255 0 227 0 171 0 302 0 187 0
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2. Effect of Word-position g 12

There are additional factors influencing FO-value of the
vowels when the test syllables were in the disyllabic
words. For instance, the FO-pattem of the test syllable
could be modified by the adjacent tones as well as might
vary with different stress pattern caused by different
semantic meaning.

The data in Fig.2 (trand «a ) show that, though semantic
meaning and tonal environment are not separated in the
data, the effect of intrinsic pitch still occurs regardless of
whether the test vowels were in word-irtitial or word-final
position. So the variation of tonal characteristics due to
intrinsic pitch is larger than the one due to semantic and
tonal environment factors. However the magnitude of IP
was reduced in word-final position. This reduction
appears to be related to alowering of F0 in this position
(in Fig.2, the curves derived from the word-final position
are the lowest ones in most cases).

Fig.2 shows FO-values of 9 simple vowels as a function
of the tongue height associated with them. Generally
speaking, in each part of Fig.2, from left to right, the
tongue height of the vowel goes from high to low and it is
accompanied by a drop in F0, which reflects the effect of
IP. But the curves in Fig.2 at different tonal points have
different slopes, i.e. the differences of intrinsic F0 ( AFO)
across the vowels vary from point to point (also see
Table 1.). The AFO at points T1 and T4-l (high F0) are
obviously much larger than those at point T3-2 (lower F0).

Going a step further, there is little difference in AFO
between the males and the females in spite of the fact the
F0 of the females is higher than that of the males. It
indicates that the magnitude of AFO is directly proportional
to some kind of relative pitch value rather than to the abso-
lute‘ FO-value. In tone languages, ‘tonal value’ and
’tonal register‘ are often used to describe the relative
relationships of pitch values. If we call the absolute F0—
minirnum as F0(min) and FO-maximum as F0(max),
then the tonal value T(p) (in Oct.) for F0(p) (in Hz) is
the binary logarithm of the quotient of F0(p) and
F0(min). When F0(p) is equal to F0(max), the T(max) is
the tonal register. Thus

Tonal value: T(p)=log2(F 0(p)/F 0(min )) Oct.
Tonal register:T(max#log2(F 0(max )/F 007101) Oct.

The AFO between i-a and between u-a are plotted as a
function of the normalised tonal value (=T(p) divided by
T(max)) in Fig.3. The ’a ’ represents the averages over i-
a and u-a across the males and the females. It is obvious
that the higher the tonal value, the larger the APO. In other
words, the IP is more marked in the high frequency region
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Fig.3 Ito-n F0 difference: between (Lu) and
In) in directly proportional to the
nor-clued tonal value

of the tonal register than in the lower one.

But the slopes of the two curves of the females tum negal

tive when the normalised tonal value is bigger than 0.8. It
seems that when the FO-value goes beyond certain limits,
the direct proportional relation between _AFO and F0 will

no longer be tenable. This suggests that IS might be worth

while to study intrinsic pitch in a larger F0 dynamic range
such as in singing.

DISCUSSION

There have been various hypotheses for the cause of IF:
dynarnogenetic irradiation hypothesis[7], .source/tract
coupling hypothesis [8], pressure hypothesrs [9], and
tongue pull hypothesis.

Of the various hypotheses, it seems that the tongue pull
theory has received the greatest attention. The early tongue
pull hypothesis [10] supposed that the tongue, when raised
to produce high vowels. pulls the hyoid bone and the
larynx upwards, thus resulting in an increased vocal-fold
tension which in turn leads to a higher F0. But this
explanation is contradicted by the fact that the hyoid/larynx
position always seems to be lower in [u] than in [a].

Ohala [11] modified the tongue pull hypothesis. He thought
that the increased vertical tension in the vocal folds
through the mucous membrane and other soft tissues
without involving the hyoid bone and the hard tissues of
the larynx. In support of this explanation, it appears that
there is a positive correlation between ventricle size,
which is assumed to reflect vertical tension in the vocal
folds and tongue height and intrinsic F0 of vowels. The
tongue pull hypothesis has been expanded further by Ewan
[12]. Ewan suggests that the low F0 of low 'vowels,

which are also assumed to involve a tongue retraction or

pharyngeal constriction component, is caused by the soft
tissues being pressed downwards in the direction of the
larynx and thus increasing the vibrating mass of the
vocal folds, which results in a decrease in F0.

But few of these hypotheses attempt an explanation of
the ’nonlinearity’ in IP. In Chinese the higher the tonal
value, The larger the IP difference; in Italian, the accented
syllables display greater IP than unaccented ones [3]; deaf
speakers often exhibit a larger than normal I? which may
be related to a higher than normal average F0 [131- 1? is
reduced irt final sentence position with a lowered F0 [6]. The
common point of these results is that a larger IP difference
seems always correlated to a higher F0. Moreover. the
variation of tonal characteristics due to syntactic and
semantic factors is much larger at the tonal roof than”
the tonal floor [14]. So a larger variation of F0
always corresponds to a higher F0. And this sort of nort-
lrnearrty is relative to a within- subject variation (i.e. 1‘
does not mean the female should be expected to have a
larger 1? difference than the male because of a higher
vorce). There was a simpler explanation that general relaxa-
tion (as in an unaccented phrased-final position) may reduce
rntrrnsrc F0. But it is contradicted by the evidence
against vowel neutralization in that ’relaxed’ sentence P05”
tron [6].

Here, .we to give a probable interpretation from
the pornt of inherent nonlinearity of the vocalis mu.SCIe
itself. According to Ohala's theory the tongue pull gives
rise to increased vertical tension in the vocal folds
through the mucous membrane and other soft tissues- We
could assume that there must be a series of deformations 5"the mucous membrane andthe soft tissues, and finally m
the vocalrs muscle itself thus causing increased ten-
ston. The relationship between the tension T and (It
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elongation x of the vocalis muscle can be approximately
expressed as:

T=ae

The incremental tension per unit elongation, as
given by 3T/3.t(=abeb‘) is obviously greater at larger
values of x which generally correspond to higher F0-
values. In other words, the same incremental elon-

gation due to the tongue pull could cause a larger
increase in tension T, thus leading to a larger F0 vari-
ance at high F0 than at low F0. However, it mustbe

emphasized that this is only a probable conjecture.
The reliable evidence for the interpretation should be
based on physiological data. Last, we think that if
this kind of nonlinearity in the production of speech
could be confirmed, it wouldbehelpful for abetter under-
standing of the similar nonlinearity found in the percep-
tion of speech.
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ABSTRACT

As a preliminary study in the analysis of

German sentence intonation, this contribu-

tion deals with two types of segmentally

conditioned fundamental frequency (Fo)

variations: the influence of stop conso-

nants on Fo of following stressed vowels

(coarticulatory Fo variation; CFo), and

the differences in Pa between high and low

vowels (intrinsic fundamental frequency;

IFo). These microprosodic phenomena are

recorded, evaluated and discussed in de-

tail for one speaker. Apart from speaker-

specific variations, the results are qual-

itatively quite consistent with data re-

ported in the literature /1, 3, 8/. In

intonation research, the CFo effect may be

neglected, provided that the exact point

of Fe measurement is chosen appropriately,

whereas IFo differences have to be evalu-

ated for each speaker separately.

INTRODUCTION

The temporal course of voice fundamental

frequency (Fo), as the pre-eminent repre-

sentative of sentence intonation in Ger-

man, may be considered as the result of

several interacting factors. A thorough

description and interpretation of funda-

mental frequency tracings must account for

at least the following factors that affect

the course of Fe in different ways: micro-

prosody, i.e.. intrinsic fundamental fre—

quencyv of vowels and coarticulatory Fo

variations; the distribution of word and

sentence accents; sentence position; and

modality /15/.

This contribution deals with the micro-

prosodic factors, namely the influence of

initial stop consonants on Fo of stressed

vowels (coarticulatory Fo variation; CFo),

and the differences in Pa between high and

low vowels (intrinsic fundamental frequen—

cy; IFo). These phenomena may be defined

as variations of the speech signal which
depend on the acoustical and physiological

constraints of the human speech production

system.

The aim of this study is to record and

evaluate these microprosodic effects for

one speaker and to eliminate them as fac-

tors disturbing the interpretation of in-

tonation contours at the sentence leveL

The relevant procedures described in the

literature /e.g. 2, 7, ll, 15/ generally

imply an undesirable restriction in the

choice of the test material. Considering

the large inter-subject variation of the

microprosodic effects ll, 6, 10/ the pro-

cedure described here seems to be fairly

successful.

EXPERIMENTAL DATA ON GERMAN

Intrinsic Fundamental Frequency (IFo) of

Vowels: Test Material '

In the first part of our investigation

we evaluated the intrinsic fundamental

frequency (IFo) of the German vowels for

one speaker. Within the key words vowel

quality was varied as well as vowel quan-

tity. According to the results of earlier

studies of German microprosody /1, 9/ we

expected systematic higher IFo values for

high vowels compared to low vowels. The

findings for the influence of vowel quan-

tity on IF» are less clear—cut. It is true

that the IFo differences between open and

closed vowels tends to be more distinct in

short vowels than in long ones; but a sig-

nificant difference is solely stated by

Antoniadis and Strube /1/. For our speaker

the difference was insignificant.

The key words were embedded in a short

carrier sentence of the form "Ich habe -~

Sesagt" ("I said ..."). The choice ofa

relatively short carrier sentence enabled

us to control the intonation contour of

the whole utterance /cf. 5/. The test

material consisted of German words With

the exception of the key words "Kit" and

"Punk" which are borrowed from French and

English, respectively. Nevertheless these

two words may be considered as elements of

present-day German; they were uttered With

the usual German pronunciation, i-eH

[ki:e] and [Dank]. Within the key words we

examined and analysed the long and short
stressed vowels of German: /a:/, /E=h

/e:/. li:/. /¢:/. /y:/, lo:/, /u:/. and
/a/. /e/. /I/, /ot./, /y/, /:,/, /u/.
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Coarticulatory Fo—Variations (CFo): Test

Material

In the second part of our investigation

we evaluated the coarticulatory influences

of initial stop consonants on the funda—

mental frequency of vowels by varying the

place of articulation as well as the voic—

ing of the plosives. The key words con-

taining the initial German plosives /p/,

lt/, /k/, /b/, /d/, /g/ were embedded in

the aforementioned carrier sentence "Ich

habe ... gesagt".

Procedure

Since we expected the microprosodic Fo

variations to be strongly dependent on the

individual speaker, we decided to process

the utterances of only one speaker in the

first step of the experiment. The test.

sentences were spoken by a male subject

(DL) three times each. The recording was

carried out at three different days within

two weeks. The test sentences were typed

on cards and presented to the speaker in

random order. The subject, a native speak-

er of Standard German, was instructed to

pronounce the sentences successively with

a few seconds’ interval.

The material was recorded in an anecho—

ic chamber using a professional microphone

and tape recorder. Before digital proces-

sing we checked whether the test sentences

were uttered with the same underlying in-

tonation contour in all cases. A group of

four listeners had to identify the sen—

tence modality unanimously as declarative._

The syllable containing the test vowel had

to be realized with nuclear stress, i.e.,

rising F0, controlled by means of a Frd—

kjaer-Jensen Transpitch Meter output. Ut—

terances that did not meet these require-

ments were eliminated for the moment and '_

recorded again; this proved to be neces-

sary in a total of 14 cases.

The fundamental frequency extraction

was carried out by an algorithm /13/ that

represents the speech oscillogram in high

temporal resolution. The program enables

determining the duration of fundamental

periods and calculating the actual Fo

Values for each period. The results are

Presented and discussed in the following

section.

RESULTS

The values of intrinsic fundamental fre—

quency for the German long and short vow-

els presented in figure 1 were determined

as follows. Presuming that our studies

into microprosody are subordinate to into-

nation analysis on the sentence level, we

looked for a way to condense the Fe micro-

structure of a vowel in one single repre-

sentative value. Two procedures with two

measuring points seem to be particularly

suitable:
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a) Arithmetic mean i: To begin with, we

cut off the first and last third of the

temporal course of the vowel. Then the

arithmetic mean is calculated for the F0

values of the remaining (second) third.

This procedure is motivated by the fact

that the influences of neighbouring seg-

ments may be considered relatively small

in this quasi—stationary part of the vowel

/l/.
b) 2/3 value: This is the momentary

value of fundamental frequency at two

thirds of the duration of a vowel /12/.

This well—established method has been

applied repeatedly in the literature /cf.

2/. Rossi defines a regularity which says

that a pitch movement is not perceived by

listeners as a whole; on the contrary, the

perceived pitch of a vowel corresponds to

a value of fundamental frequency that is

measured at the boundary between the sec-

ond and the last third of the temporal

course of F0. The 2/3 value may be regard-

ed as representative for linearly rising

or falling Fa glissandos.

The results show — as we had expected-

essentially higher IFo values for high

vowels compared to those of low vowels,

with the exception of the short /U/ which

has even lower IFo values than /a/. With

the tongue height being equal, back vowels

show higher IFo than front vowels, which

is in accordance with data reported in the

literature /l, 10/; /U/ is the exception

here, too. The values for /i:/ and /I/

turned out somewhat lower than expected, a

finding that may be caused by the struc-

ture of the test material containing sev-

eral key words with final vocalized /r/,

such as "Pier" or "Tier“. This ought to be

controlled by using other test words con-

taining the vowels /i:/ or /I/, respec-

tively, and final obstruents.

Two essential results of our investiga—

tion concerning the coarticulatory funda—

mental frequency variations are illustrat—

ed by figures 2 and 3. Figure 2 gives a

detailed representation of the averaged F0

tracings for the CV combinations "voice-

less plosive + long vowel" and "voiceless

plosive + short vowel". The figure shows

that vowel quantity influences the actual

F0 values rather than the whole contour.

Furthermore the influence of the initial

plosive has decayed after at most 50 ms.

This is important for further measure—

ments. The influence of coarticulatory Fo

variations may be neglected when the point

of measurement is chosen appropriately,

that is, at least 50 ms after the vowel

onset.

Figure 3 supports the hypothesis /1, 2/

that the place of articulation of the stop

consonant has no significant influence on

the course of fundamental frequency in the

following vowel.
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Figure 1a, b. Intrinsic fundamental frequency values of the

German vowels. (a) Long vowels; (b) short vowels. Fa calcula-

tion for the 2/3 value (/12/; white surfaces) and for the

arithmetic mean i (hatched surfaces). All utterances by one

speaker (DL, male)

DISCUSSION

There remain at least two problems deserv-

ing discussion.here, in particular for the

part of our study that deals with the in—

fluence of initial stop consonants on the

course of fundamental frequency of vowels.

The vowel onset after voiced and voice—

less plosives is mostly reported in the

literature to be rising or falling, res-

pectively. We also share this observation.

In a recent study Silverman /14/ argues

that this so-called "rise-fall dichotomy"

- falling Fo after voiceless stops and

rising Fo after voiced ones - is an arti-

fact brought about by the structure of the

test sentences. In the great majority of

investigations the key words are integrat-

ed within a carrier sentence in nuclear—

stress position. In many languages, howev-

er. this position is marked by a rising

underlying intonation contour. This con-

stellation. applying to our data as well.
is in Silverman’s opinion and in accord-

ance with the results of his experiments

the ideal condition for an apparent dicho-

tomy of rising and falling Fo contours.

Furthermore we proceeded from the as-

sumption that the influence of a stoP 0°“—
sonant on vowel F0 is purely progressive.

i-e.. only following vowels are affected

/3. 6, 8/. In two recent studies, however.

K°hler /4, 5/ showed that the F0 micro—

structure may also contribute to the dis-

crimination of postvocalic lenis and for-

tis obstruents.
We hold the view that Silverman’s argu-

ments as well as Kohler’s findings Will
have to be taken into account in the
choice of test material in future studies
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Figure 2. Coarticulatory Fo varia-

tions. The figure shows the F0

course of the CV combinations

"voiceless plosive + short vowels"

(Vk) and "voiceless plosive + long

vowels" (V1). Vowel onset at 0 ms.

All utterances by one speaker (DL,

male)

and in the interpretation of data reported

in the literature. '

CONCLUSION

The procedure presented here will allow us

to study and analyse intonation on the

sentence level without considering the

interfering influences of the micropros-

ody. The proposed points of measurement—

arithmetic mean i and 2/3 value - are both

found representative of vowel fundamental

frequency. The actual variations of the

intrinsic fundamental frequency of high

and low vowels, however. will have to be

determined for each speaker separately.
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ABSTRACT

F. perturbations were measured for Hindi

voiceless. voiceless aspirated. voiced. and

breathy voiced stops combined with the pho-

nemically long vowels /a e i o u/ in word-

initial position and isolated word produc-

tion. The analysis revealed: (i) signifi-

cant differences between the stop manners

of articulation for about 90 ms after re-

lease. (ii) significant influence of the

tongue height of the vowel, and (ii) less
influence of the place of articulation of

the stop.

INTRODUCTION

F. perturbations after stops have been
thought of as unavoidable by-products of
the stop articulation and have been treated
as a secondary cue for the perception of
stop's manner of articulation. Ohde’s
studies [3] for example revealed a falling
F. contour after voiceless and a lower F.
onset but still falling contour after
voiced stops. It was shown by Lea [2] and
Umeda [5] that the influence of the prece-
ding stop had disappeared in non-tone
languages like English after 75 to 100 ms.
These analyses of F. perturbations focused
on voiced and voiceless aspirated stops:
thus voiceless unaspirates and breathy
voiced stops were rarely included in these
studies. moreover. little attention has
been paid to the influence of the vowel on
the F. perturbations. Hence. the aim of our
investigation is threefold: (i) to provide
data from a language with a four-way
contrast within the stop categories. (iiL
to present results from breathy voiced
stops. (iii) to test the influence of
either the place of articulation of the
stop and the tongue height and tongue
position of the vowel on the F. trajectory
after stop release.

MATERIAL. INFORHANT AND PROCEDURE

A list of words was prepared containing the
voiceless. voiceless aspirated. voiced. and
breathy voiced stops in four places of
articulation (labial. dental. retroflex.
and velar) combined with the phonemically
long vowels of Hindi in word-initial
position in

randomized order. There were some gapsin

the material as only common words were
chosen (cf. Table 3). One subject (female.
35 years) born in Simla (Himachal Pradesh)
and raised in Simla and New Delhi served as
informant. The material was tape-recorded
in Munich (for further detail cf. Schiefer
[4]). digitized on a PDP11/50 computer
(sample rate 20 KHz) and filtered with a
cut off frequency of 8 kHz. The periodic
portions of the initial CV syllable were
segmented manually into single pitch
periods cf. [4]. starting with the first
visible period. The analysis was based on
the first ten pitch periods after stop
release. This covers a period of
approximately 40-50 ms. F. was measured
additionaly for pitch period 20. which is
about 80 to 90 ms away from the burst.
Separate two-factorial analyses of variance
were. conducted for the stop and vow“
conditions for (i) all stops in generah
(ii) the voiceless. (iii) aspirated. (iv)
voiced. and (v) breathy voiced stops over
the first ten pitch periods. The results
for the 20th pitch period were calculated
separately.

RESULTS

The influence of stop—manner. Fi9~ 1
displays the results, for the stops in
general. All F-values and p-values for the
main effects of place (A). vowel (B) and
interaction (1). P1 to P10. and P20 are
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listed in Table 1 for the stop conditions.

The difference between the stops remains

significant till pitch period 20. All stops

differ in respect to the F. onset and F.
contour. The onset is highest in voiceless
stops (henceforth VL). lower in aspirated

(ASP) and voiced stops (VDh and lowest in

breathy voiced stops (BRE). VL stops have a

falling. ASP a rising-falling. VD a

falling. and BRE stops a rising pattern.

The fall is steepest in VL, less steep in

V0 stops. All stops differ significantly

from each other in respect to the onset

(P1). At pitch period P20 the stops fall

into two groups: V0 and VL with lower F.

and BRE and ASP with higher F. values.

The influence of the place of articulation

n VL stops. Figure 2 shows the results for

he VL stops. The [+apic] stops /t/ and / /

show the highest F. onset. whereas t e

E—apic] stops /p/ and /k/ have lower F.

TABLE 1: Effect of place of articulation on

F. as a function of the number of pitch

periods. A represents the overall effect of

place. B that of the pitch periods, and I

the interaction.

VL stop ASP stop VD stop BRE stop
F F p F pP P

PI 7700 *** 102 n.5. 33:3 *** 402 *

P2 13.7 *** 3.1 * 13.8 *** 9.4 ***

P3 17.1 *** 7.0 *1 10.4 **m 10.2 est

P4 2.7 I 8.7 **# 12.4 it: 8.4 *i*

P5 204 [1050 6'3 ** I206 *** 1208 ***

P6 009 n.s. 504 *‘ 1201 *** 1907 ***

P7 0.3 n.s. 5.6 ** 15.2 set 22.8 ***
P8 003 n.5. 501 ** 1304 *** 2907 ***

P9 002 “OS. 4.4 * 14.7 ‘** 26-9 ***

P10 0.1 n.s. 305 * 1603 *** 28-7 ***

P20 0e? has. 109 “050 309 "059 2.7 *

A 5.0 M 23.2 *H 27.5 In 44.1 In
B 89.4 *** 10.3 *t* 4.2 eat 9.4 it:

I 3.7 *** 0.2 n.s. 2.6 ** 1-5 n.s.

frequencies at the onset with an overlap

between both groups. The contour is falling

for all stops except /k/ which shows a

rising-falling pattern. Fig. 3 shows the

results for the ASP stops. All stops have

high F. values at vowel onset. F. increases

from pitch period P1 to P2. and decreases
continously from P2 to P20. Only /th/

differs significantly from the other stops.

VD stops show a different pattern (cf. Fig.

4 and Table 1) from either the VL or ASP

stops as F. is lower at the vowel onset.

where the [—ant] stops /d/ and /g/ have
higher and the E+ant] stops /d/ and /b/
lower F. frequencies. But only /b/ differs

Significantly from the other stops. _The

difference remains significant till .Pltch

Period P10. At P20 the difference fails to

reach significance. All stops except ld/

Show a slightly falling F. contour from P1

to P2/P3 and a slightly rising F. from P4

to P20. /d/ has a steeper fall from P1 to

P2 and a falling/level pattern towards the

end 0f the trajectory. In breathy voiced

Stops (cf. Fig. 5 and Table 1) the F. is

IDU at vowel onset and shows a rising

Pattern from P1 to P20. The differences at

the onset are small: E+ant] stops have

Slightly higher F. frequencies than [-ant]

stops. but they do not differ significantly

from each other. The differences between

the stops in pitch periods P4 to P20 are

caused by the significantly higher F.

values for the velar stop /gh/.

The influence of the vowel on the AE.

contour. The results for the VL stops are

shown in Fig. 6. the F-values and p-values

for all vowel conditions are given in Table
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' . - . . ' between place of arti—‘ /' less for the mld vowels, and . ('i) The F. is ris1ng after BRE TABLE 3. Interaction : _ _2. The F. at vowel onset is a function of fogllgst for /i u/. These results .thus and vowelh ohly a few exceptions which can culation. vowel. and stop. manner P dltESe
the tongue position Of the vowel: central EEeCt the well known effect 0f ”intrinsic gtognected due to the minimal differences rence between‘ P1 and PZfin1c Hé~ Plot; P2,and back vowels have higher F. frequencies pitch"- Fig. 7 displaYS the reSUItS for the bztween P1 and P2 in these examples. The values indica.e aFF. “fa P0
than fron} vgwels. The/ 5. égg$ectgrystggg results for /bh86 caenot be elgieeg; negative values a . rise.the vowe s 1 9P5: a . (iii) UL and s ops 5_ow _______________________________falling, the mid vowels /e 0( .a falling. ' tterns and large interactions between ------------ ASP BRE. and the high vowels A u/ a PISIng‘talllng ELLE: Effect of the VOW-l 3‘3 “mam” 0* 2318“ and vowe]. 1n labial position [+back] _____.__________\_)9______Yl_‘__________________

. 3 pasterg. The d}f{::ene:a?::egec is.agg?:ea the pitch per1ods- vowels cause a rising F. contourgrwhereas means 7.9 8.7 —14.8 _ 7.9an en POI“ ° . , . . ___-___———-—-——-—----"‘—"“""“‘_§E____ - tal position the same e ec _15 ___________________________________________function of tongue height. it is greatest V? stgp AEP stgp V2 sto: B F Stgp igusgznby VE+feontJ/vowe;:és §3 gomeéeggign labial /a/ 11.2 3?.3 ___ _12.2a. .4. ‘ H a - ‘ 5 op u . o . . __.. _ ,’ J fx Pic 6- VL stops II t 50 7 *t* 3.9 * :atteihf too. F. is falling 1“ the $3; - 3.2 -14.6 —" 6'9
i No- ' ‘- " ‘ h_‘ I” P1 9.8 *i* 72.3 ;:* 13:8 *** 9.4 it: retroflex position for both stop manners /i/ 1.8 2.8 ——- — 5.3‘ P2 71.3 it! 3 . ** 115 8 **, 18.9 iii with the exception of /i/ after UL stops. /u/ _ 4.2 -35.8 -—- —11.31

- - . p3 140.6 1*! 33.? :** 135'2 **, 34.0 *t* which cause a rising F.. The differences x 1_5 13.7 ___
- 6.11 25°— ""‘ ’“’ P4 130'7 “" 26' H, 157'3 H. 34.3 n. between both stop manners are greatest 1n ______, _____________________________________i . P5 112‘? :i: 32:; .ei 190:4 tit 32.8 *** 1 the velar position: F. rises after VL dental /a/ 13.8 49.0 - 5.0 0:5l ”"4 /W P6 14% 6 *#* 37.6 .,. 207.6 it# 34.2 *** 1 stops, whereas ‘after _VD a rise can be /e/ - 0.5 ‘1401 """" _;g 3l “0‘ P7 13 ' e 41 7 *t# 219.3 *** 40.0 *it observed only with E+h19h3 VOUG‘S' /0/ 11.4 9-3 "27°3 '‘ ' ' "° 533 i333 11* 4833 235.. 42.. i W ' i3 "13': “5513 12':: E . . . *** 40.0 to! / / . _ . _ . ,' . “°‘ gig 12?'} 1:: 33‘8 ii: 23%.3 t** 14.8 *t* , GENERAL DISCUSSION 3 6.6 7.7 -19.3 —io.i2 _ . ' ' 61.6 ##¥ l ____ _ —— —————————————— g—z’ A 252.2 *** 82.0 *** 355.5 *** . 51.7 _ 0.8 _ J~4

” ' ' ' ' ' ' " ' "¢71 87'0 ‘** 8.0 *** 2.3 *t: ITZgnf:f I Concerning the stop manners of articulation retro £2; 4%.; 46.8 - 9.4 1.71 3 5 7 9 20 pHdvTrmds I 5.2 itt 6.0 iii 0 a in general OUr results verify those found /0/ 8.4 36.7 -23 g -13.?H a _—
.

_, ’ U eda, as the differences remain - 25,2 - 9.2 24. .t q‘7: ASP stops - between the l‘ gigkfgigggt $0? about 90 ms. and they are fit}; ———— —--- ---- " 6'7”Cl ”—' /” ASP istotsp Iiietdéiie2§2§iir in ASP stops l in good agreement with those tougd1$¥ Ohdgt x 20.8 30.8 -1o.o - 4.1' A VOUB S a ' ' ' VD StOPS cause a a IDQ a __________________________________________VL ones. F. is obv1ously VL, ASP and ‘ . - _ .“o_ ”"4 m/ §:?:§;§:e§°byth§he tongue posi§ionlofd t:: ‘ efteDLvoeeln ggeetAslhtE; 0?:gtoigr2§?h§: velar fie; 13.3 :gg'? _3%:3 -12.:' tral and back vowe 5 ea 'or a _ _ ~ ft ASP than e . - . -26 1 _ 5.0
_ ' *“ /“ vowel. cen t wels. All is on the other hand higher a er_ . [0/ 1.1 31.1 ,F. onset than do fron vo . ‘ 1 t on . ‘ _ . T34.2no— 5332?; differ significantly from each ‘ after VL. stops. Tt: péacgfisgi egtizgnai; a /1/ _ 2.3 _%%.2 _g§ ? - 4.2
~ ' other: /a/ shows e :early Levelngogtggq]ggg l :35?:;atigfizsnceTheesthp manners form two /:/ -1g:9 _17:4 _15'0 _ 3.0N ° the first two pi c perm 5- a . . 1 . d BRE Stops on ______________________________________f Kn— i contour from P2 to. P10’ whereas th7/mlg i ghgfghgntsisgsand(IOLAEEd 800 on the other """"

8 - ' vowels have a rising-falling and 1t s 'd tt rn differently with respect to ERENCES
f I rising—falling-rieine gatéegno 8in120d2t354 ‘ theea ogset and contour. whereas ASP egg REFI I V I I l I l l I II I c . 1 . ‘ n I ' . I .. ;

1 3 5 7 9 20 PMdveds Eingd bxoufhe°lgfigue position of tEe houghd i nthtgfily cezaeeiceiiigéze witg?npthetoBRE [13 21g°?e§hc;{0%$§§§2i tgéegggagfogertain_ _ _ *—* a F. ist lowest for mid. higher for 19 , / cats or ) the VL and VD stops reflect simi- 1. .6 93} features in stops produc-uo. Fig.8. VD stops . h_ highest for _ low vowels. Butthonlyotfi:r l liarginteractions between place of articu- t?gh.gHaskins Lab. Status Rep. Speech

‘ m “Hers “gm“cant” from e ‘ ‘ h 1 This can be explalned p SR-31/32 pp.183-191 (Haskins— "‘"J'M. ‘ “Nels' The "Nets dine“ “30' in ”5:22; I with: aggdérlyiggedifference in the laryn- [giggatorgeh fie” Haven 1972)
I “0‘ h". lu/ to the F' trajectory: /a/ shows a dsb a 1 geal behavior during the production of3 fall. /e o i/ a short fall followe . Y I th 5 t In VL as well as VD stops the a] L U A.' Segmental and supra-

‘ — ”HT /fl rising contour. whereas /U/ hgaEa rétégg I glgtti: 3:5 almost closed during the moment 5' 522$enéa] influences on fundamentalno- 3 pattgrn 9)thzaucigouEH-‘sét £2 low. The influ- of articulatory releese of ‘ttECAESEQTl frequencv contours; in Hyman; %%_70
' I Ml 25:; 3%. the vgwel is smallest but signi- whereas the glottis t: ogen gaset is less consonant_tyg::g:2m flgigerZity of

g ”0- ficant at vowel onset. Back vowels show a as ASP stops. Thus t e movements during h‘lnSUIS Ecl-fornia, Los Angeles 1973)(3 Slightly higher F. than non'baCk VOL-1815' t ?:tecteg bi. art}Cz;g 2:3 BRE stops, but is QUUthern a 1 p

h ;= ” For detailed discussion Cf. [4]. t‘culation l sugjzgg t: lggegter influences in VL and VB [3‘ Ohde. R.N.: Fundamental frequency as. . . . . . . .. . u . ‘ _ Interaction between place of ego: results stops. Some general differences between ou; an acoustic correlate of stop congg:1 3 s 7 9 20 Puchpuiws and vowel. In order to compar? have results and Ohde’s are obVious: (1) AS nant v01c1ng. J. acoust. Soc.Am. .
4 ._4 h/ with those from Ohde's stud1es we the stops cause a rising-falling pattern acrossv )24_230 (1984)Fig.9: BRE stops. calculated the F. difference betweeg 3); 1 all place and vowel'conditionsi This diffe- — .No- k_. u/ first and second pitch period (cf. Ta]~ F , rence is SYstematic without any exception. [41 achiefer.L.: F. in the ppoductn and

- - concerning the stop manners in genera ta 5. It can be assumed that the different . perception of breathy stops: eVidence
° fall was measured in Vl— and V0 599’ meth d 1' d in these studies may be from Hindi. Phonetica 43:43-69 (1986)m ° "M M “here“ ASP and BRE “”5 Sh?” a "”ifli respgnziglg tgr this effect. (ii) VL and VB

- . pattern. This can be explained by he ‘ sto s d not cause a falling F. pattern in [5] Umeda. N.: Influence 0f segmental_”a. m/ different timing and width pattern of(:f. a11pplage or vowel conditi0n5~ The pattern factors on fundamental frequency In
um— glottis for these two groups of stops tion is a function of the place of articulét}on fluent speech. J.acoust.Soc.Am. 70:_ ~_a ml [1]). The effect of place of articul? V , and the tongue heiqht and tongue position 350_355 (1981)

s we in general shows a falling pattern ;:/). 1 0f the vowel. (iii5 Concerning the inter-~ - and VL stops (with the exception of p and action between place of articulation and2 ~ and again a rising pattern for the A5 tion ; vowel we found, in contrast to Ohde. a” ” BRE stops. Concerning the inter?C an simi]iap pattern for the VD.and VL stops.' ' ' ' ' " ' ‘ ' ” ' between place of articulation. vowe ultS This interaction is comparable to that Gt1 3 5 7 9 20 pitchperiods stops manner of articulation the restops Ohde only in respect to the VD category.
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Eitcfi Egriod and the vowel interaction between place of articulatlon

153
152 Se 7.4.3 Se 7.4.4

._
._

._
__

...
...

...
.

,a
re

v
w

w
.



INITIAL Fo-CONTOURS IN SHANGHAI CV-SYLLABLES - AN INTERACTIVE

FUNCTION OF TONE, VOHEL HEIGHT, AND PLACE AND HANNER OF STOP

ARTICULATION

LING KING — HARRY RANKING - LIESELOTTE SCHIEFER - HANS G. TILLHANN

Institut fur Phonetik und Sprachliche Rommunikation

der Ludwig-Haximilians Universitat Hunchen, FRG

ABSTRACT lyze whether the F. perturbations interad

either with tone, the stop‘s place of artb

culation, or the voweL

F. perturbations after voiceless and voice-

less aspirated stops are analyzed in Shang-

hai, a tone language. It turned out that F. MATERIAL AND INFORMANT

is always higher after voiceless than after '

aspirated stops, and this difference dis-

appeares after 15 to 30 ms, The place of We constructed a list of words containing

articulation of the stops does not contri- voiceless unaspirated (henceforth VL) and

bute significantly to the F. difference, voiceless aspirated (henceforth ASP) stow

whereas the vowel does. in three places of articulation (labiaL

alveolar, and velar) followed by one of tm

vowels /a e i o u/ in word initial position

and combined with one of the four tonfl

INTRODUCTION high level (Tone 1), rising (Tone 2). mid

level or dipping (Tone 3), and fallim

(Tone 4). As ASP stops do not occur t

For languages such as German and English it Tone 2, the difference between the stoP'S

is well known that voiced stops cause an manner of articulation could be measurw

initial lowering of F. in CV-syllables and for Tone 1, Tone 3, and Tone 4 only-1t

voiceless stops a relative raising. Umeda Should be mentioned here, that our analyns

[6] and Lea [3] found that this effect re— does not support the hypothesis of Zer

mains evident during the first 75 to 100 ms Maddieson [8] that Tone 2 is associated

of the vowel, whereas Hombert et al [1] With voiced stops, as in the speech Of Our

showed that in a tone-language this effect informant Tone 2 occurred (with few exceP‘

disappeared after 40 to 60 ms. This raises tions) only after VL, i.e., short 139

the question whether this specific glottal stops. Not all possible combinations be?

behavior is language dependent or not. Most ween stop, vowel, and tone occur in our

studies on F. perturbations after stops fo— material, as shown in Table 1

cused on the difference between voiced and

voiceless aspirated stops rather than on

the difference between the two voiceless

TABLE 1: CV combinations as a function of manner of

articulation and tone

categories (aspirated and unaspirated) 0n, Tone 4

the other hafid. those studies which exa- Tone 1 Tone 2 Tigeiivel fallhw

mined that difference provided rather di— highIEVEI luSIng m ---------------

verse results as in some of the languages —————————————————————————————————— 01“

voiceless aspirated stops caused higher F. a e o 1 u a e o 1 u a e o i-i-E"""

values than the voiceless ones (Korean _____________________________________ X“

[2]), whereas other authors report the re— VL lab x - x x'— x x x x x : x f i i f :x 1‘

verse (English (4)). A higher F. after 31“ ‘ " ‘ ' ‘ xx ‘ ‘ _ x - x - xx -‘
aspirated stops was reported too for vol 1 - - _ x x x x — _ x x ----------

Cantonese by Zee [7] who measured the F --------------------------------------
. ’

_ ~ ————— x‘x

perturbations after [pi and [ph]: ASLlab x I x _ - x x x i i i :1 “

respectively. The rather conflicting alv xl—x x — - - - I x x — x x xx “

results cannot be explained easily as the val x — x— — _____ x x f————————————

studies differ in (i) number of speakers ———————————————————————————————————

employed, (ii) material included (in most E ' ‘ CV_ . very word, contai one of the

studies only a subset _of either the stops combinations, was wfliggen ten times °“

or StOD—v9we1 combinations 13 analyzed), separate cards The words were read by one
and espeCially (iii) in method. With our informant (male 34 years old). native

present study we wanted to help contribute

to a solution of the problem by employing

further material from a tone language

Thus; the aim of our study is threefolm

i) o examine the F. perturbations caused ‘. _ microphone. The ' laced 1"
Fyitwotov0;22:::: 8:228 agrgttgne-lanqggge. front of the speategrgghgnSizignc: of ab°“

. n 0 ese 50 cm who was seated In.., . comfortably 1
perturbations. and (iii) to ana- chair. He was asked to read the words Eta

speaker of Shanghai, but with imPerfeCt
knowledge of Mandarin. The recordingS we“

made in our Institute on a Telefunken W5

tape recorder using a Neumann U87 Stud1°

154 Se 7.5.1
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comfortable loudness and tempo. He was

given the cards in randomized order and he

had to read the words in the following way

after reading the first word (on the first

card), he had to turn the card and put it

aside before continuing with the next word

This procedure caused the speaker to read

slowly and breathe after every word. We

employed this method in order to avoid any

kind of "list effects". The recordings were

made in one session, interrupted by a pause

of about 15 mins.

PROCEDURE

A preliminary analysis of the fundamental

frequency was run with the Frokjer-Jensen

F.-Heter in order to check the realisation

of the tones and to eliminate any mistake

made by the speaker. The material was then

digitized on a PDP11/50 with a sample rate

of 20 kHz and filtered with a cut off fre—

quency of 8 kHz. The first 15 pitch periods

of the vowels in long syllables and the

first ten periods in short syllables of

Tone 1 were delimited manually with the

.help of a segmentation routine and stored

for analysis (for detail cf. [5]). The F.

was calculated separately for all CV condi-

tions in all tones, averaged over all repe—

titions. Separate multivariate analyses of

variance were applied for each tone condi—

tiom

RESULTS

The results of the statistical analysis are

given in Table 2.

IAELE 2: Statistical results from the analysis of

variance for Tone 1, Tone 2, Tone 3, and

Tone 4, as well as the manners of articu-

lation, places of articulation, and vowels

included in the analyses. H=manner of artr

culation, P=place of articulation, V=vowe1

Tone 1 Tone 2 Tone 3 Tone 4

Manner VL, ASP VL VL, ASP VL, ASP

Place 1, a 1, a, v 1, al, v 1, a, v

VOWEI a, o, 1 a,e,o,i,u e, u e, o ,u

Interactions

H‘P‘V p < 01 ——- n s n s

P'V n.s n.s. p (.05 n s.

"‘V p < 01 ——— p < 05 p <.oo1

"‘9 n.s ——- n s p <.05

Hain factors

"a“"eP p <.001 —-— p <.oo1 p (.001
Place n.s. n.s. n D (.05

V°'el p < 001 p < 001 p < 001 p <.o1

Hanner of articulation. The main effect of

the stop's manner of articulation (cf. Fig

1) is significant in all tone conditions

(but cf. the interactions between manner of

articulation and vowel). The F. onset is

always higher after VL than after ASP

Stops. This effect disappears in Tone 1

after the third pitch period (P3), in Tone

3 after P6, and in Tone 4 after P5, respec-

tively. This is equivalent to either 15;

30, or 25 ms.

Place of articulation. The effect of the

stop's place of articulation is significant

only in Tone 4 (p < .05), where the velar

stop causes significantly higher F. values

than the labial or alveolar stops. As there

is an interaction between the manner and

place of articulation, as plotted in Fig

2, the main effect of the place cannot be

interpreted by itself. It is apparent that

the interaction is due to the velar VL stop

/k/, which causes significantly higher Fa

values than the other stops /p/ and /t/,

respectively

Vowel. The main effect of the vowel is

significant throughout. The difference

between the vowels is usually greater after

VL than after ASP stops and the results

reflect the well known phenomenon of

intrinsic pitch, where high vowels cause

higher F. values than mid or low ones. As

there is no interaction between the vowels

and places of articulation, the results for

Tone 2 and the VL stops are displayed in

Fig. 3. In all vowel conditions F. falls

from P1 to P2 and rises towards the end of

the contour. The F. differences between the

vowels are nearly the same at P2 as well as

at P15. Tone 3 shows an interaction between

place of articulation and the vowel (CR

Fig. 4), which obviously is due to a diffe-

rent behavior of the velar stop. Whereas

the F. onset in /e/ is low after the labial

and alveolar stop, it is higher after /k/,

followed by a short fall instead of a rise.

The differences are even greater for /u/,

where the F. after /k/ is significantly

higher than after the other stops.

Interaction between manner of articulation

and vowel. In all tone conditions a sig-

nificant interaction between the stops

manner of articulation and the vowel can be

observed. The results are plotted sepa—

rately for the tones. Fig. 5 shows the

results for Tone 1. The F. differences

between the vowels are small after the ASP

stops, greater after the VL ones; /i/ after

the VL stops differs significantly from all

other vowels. Fig. 6 displays the results

for Tone 3. F. after the ASP stops is

rising in /e/. level in /u/, whereas both

vowels have a falling pattern after the VL

stops; /u/ differs significantly from all

other vowels. Tone 4 (cf. Fig 7.) shows a

somewhat different pattern. This time, the

interaction is caused by the ASP stops

rather than the VL ones as the F. after the

VL stops is nearly the same for all vowels:

the onset is high, followed by a F. falL

After ASP stops the F. onset is extremely

low in /e/, which shows a rising-falling

pattern, whereas the onset is high in /o/,

followed by a quasi~linear F. fall towards

the end of the contour. /u/ on the other

hand. is associated with a high F. onset

and a falling-rising pattern. To summarize

these results it can be stated that (i) the

interaction between manner and vowel is

caused by a specific behavior of li/ (Tone

1) and /u/ (Tone 3) after VL stops, and

(ii) the different behavior of the ASP

stops in Tone 4.

There is one higher level interaction
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and

of articulation. place of

articulation, and vowel in Tone 1. i.e.

none of the factors examined contribute

independently to the F0 perturbations. The

interaction (based on the mean F0 values)

is shown in Fig. 8. It is obvious that F.

is higher after lp/ than after /t/: /a/ is

associated with the lowest. /or with mim

and /i/ with the highest F0. After lph/ F.

is highest in /a/. lower in /i/. and lowest

in /o/. whereas after /th/ /i/ shows the

highest Fa. /a/ mid, and /0/ lowest values

The differences for /a/ and /o/ are small

those for /i/ greaten

between manner

In order to have results comparable to

those of Zee [7). who used the Cepstrum

method to gain F. values and measured F.

over the initial 78.0 ms of the vowels. we

(i) give averaged Fa values in Table 3 for

Tone 1, Tone 3. and Tone 4, as well as the

corresponding ms and (ii) analyzed the F.

contour in /pey/ vs /phey/ in Tone 1, the

results of which are displayed in Fig.9.

a—q/vw/
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no_
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pitch periods

Eiglg: F0 values in Hz as a function of
pitch period and manner of articulation

clear from the averaged data that in

the F. after VL stops exceeds

those after ASP stops. On the other hand.

the F. onset is high in lpey/ and falls

towards the end of the contour. whereas it

is low after /phey/ and rises till P6 where

it exceeds the value of Ipeyl. The mean F.

value for lpey/ averaged over about 65 ms

(this corresponds to 15 pitch periods) is

239.4 Hz. that for /phey/ 235.6 ms

It is
our material

DISCUSSION

To answer the question we have asked in the

introduction it can be stated that there is

a remarkable difference in F. after VL and

ASP stops: F. is always higher after the VL

thim the ASP stops. This difference dis-
aPPears after 15 to 30 ms. Our results thus

are in agreement with those of Hombert et

31 [11 for Yoruba, as well as with those
Studies which reported higher F. 'values
after VL stops [4]. but disagree With the

fi“dings of Zee [7] for Cantonese. In the

Speech of our informant, the stops' places

0? articulation do not contribute signifi-

Cflntly to the F0 pattern. It is worth men-

ti°ninq that the phenomenon of intrinSIc

pitCh c0uld be verified in a tone language,

t06. But the influence of the vowel is not

independent of the stop's manner of articu-

TABLE 3: Mean F0 values in Hz for the VL and ASP
stops in Tone 1, Tone 3, and Tone 4, as

well as the duration of the vowel portion

in ms

Tone 1 Tone 3 Tone 4
F. duration F. duration F. duration

lation. The intrinsic pitch effect is grea-

ter after VL than after ASP stops and seems

to interact with the tone too: the diffe-
rences between the vowels are greater in
Tone 2 than in Tone 1 or Tone 4. This fac-
tor cannot be discussed in detail here but

will be dealt with in another paper. 0n the

other hand. the interaction between the VL

stop'and high vowels seems to reflect a

stronger coupling between the supra- and

subglottal cavities after VL than after ASP

stops
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BCTPEqHHfi fiBYHAHPABflEHHHH OTCQET MOP B HFAHACAHCKOM fiBHKE

EBPEHHH XEHHMCKHH

Macrnryr cnansuoaeneuns H Ganxaancrnxn AH CCCP

Moca, 125040, Hennarpancxnn npocnexr, n. 7

ABSTRACT

The principle or more-counting is ap-

plied in Nganasan (Tangy Samoyed) in two

ways. A rule of consonant gradation posits

the strong grades of consonants and conso-

nant clusters before the even vocalic mo-

rae, and their weak grades before the odd

vooalic morae. The morae in this case are

counted from the beginning of a word. 0n

the other hand, the stress is normally

placed on the penultimate mora and the

eventual additional stress on the pre-pre-

penultimate more of a word. This dual and

counter-directed mora—counting must be re-

lated to different stages of the Nganasan

linguistic history.

I. Cpenn camonnficxmx n npyrmx ypanb-

cxnx 83HKOB HraHaccxnfi BHneHHeTCfl cron—

HOCTBD n Heopnnnapnocrsm CBoefi mopdosono-

run, Harnsnno nemoncrpnpya, qTo Taxofi TM—

nonornqecxnfi npnaHax, Kan arrnmrnHaTnBHas

npoapaqaocrs MopqHOPO cocraBa cxoaa,

mozer csodonHo coqaTBcs c BHCOKOfi pas—

BETOCTBD dyanonasx anneanfi. Ocodenao aa-

Mersym ponB nrpaer cncrema qepenosaana

cryneHefi, Koropas pacnpocrpanaerca Ba EH—

TepBoxanBsHe myMHHe corxacnue n Bexoropue

nx coqerannfi: h (”p) : b, t 8 (*d), k :
g, s : d’(*j), gh (*mp) : h gh : mb, nt.
: t n nt : nd, 3k : k M nk : 33, ns : nd;

9t : t, 9k : k, 9s : sK Hp. (nepBofi Bonny

yxasana CEHBHafi cryneHB, uocne nBoeToqnn

—cnaoaa). QOHeaecxoe Kaqecrao ornenBHo_

N
a

.

BBHTOPO corxacnoro, Kan MOKHO BnneTB, He
onpenenaer ero mecra B qepenOBaHnn cryne—
Hefi: cnnBHas cryneHB onHoro qepenosanna
momer coananaTB co cnaoofi oryueHBm npyro-
ro, cp. k B coownomennn c g n 0 9k unn?k.

YXe B nepBOM onmcannn Hraaacascxoro
sauna y M.A.Kacwpena /I/ dune Baneneao
nBa Bnna qepeBOBaHnfi cryneHefi.

C onsofi croponu, nmeeT macro ocaadne—
Hue cornacnux B Hanane (ncxonno) sanpsTo-
ro cnora, ocooeHHo qacro n qKo nposanx—
mmeeca B nBycnomHux ocnoaax, cp. katu
"HOPOTL, KOTOTB" : Gen. kaSug (>~COEP- ka‘
8n; yTpaTa aycnayTHoro -9, uponcmenmaa B
HraHaccxom Hauxe yae "Boone KaCTpeHa",
He npnBena K ycrpasenum qepenosaana, a
numb npeBpaTmna ero n3 doaemnqecxfl neTeP-
mnsnpoaasaoro B M0p¢onornqecxa neTepMEHn-
pOBaHHoe), maku "cunna" : Gen. maguCQ).
kinta "HEM" : Gen. kinda(g), liqhi "open"
: Gen- lgmbé(g), hoSfir "nnosmo" : Gen. ho-
tfira(g), dadi(g) "cnnox" : Gen. dasgna(y)
n T.n.

C npyrofi CTOpOHH, Hannno onpeneneHHaH
aaancnmocra qepenoBaana cornacnsx B Basa-
ne cydmnxcansnnx cnoroa or snore n HOJTO‘
TH Hpenmecymmnx cacroa. 3T0 Ha6nmnefifie
M.A.Kacrpena cane 0Tpaxeso B nonpasflefle'
KKK nmeaanx n rnaronBa OCHOB Ba ionewn—
qecxne EnaCCH. cp.: "Die erste Declination

umfasst alle Nomina, die auf einen lansen
Vocal ausgehen und diejenigen auf einen
kurzen Vocal auslautenden, die aus einer

gleichen Zahl von Silben bestehen und eine

kurze Penultima haben; zu den zweiten D6-
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clination gehoren die auf einen kurzen Vo—

cal ausgehenden Nomina, wenn das Wort ent-

weder aus ungleichen Silben oder aus glei-

chen mit einer langen Penultima besteht

oder wenn dem Endvocal m, n, n vorangeht.

Nach der dritten Declination werden die

Bur ein i oder einen Consonanten ausgehen—

den Nomina decliniert" /I:156/ (Cp. Taxme

noacneHna n cxonnym @opmynnponny has raa—

ronBHux OCHOB — /I:158,16I-I62,44I/). Ho

Taxes rpynnnpOBKa (npnnannemaman, Bosmox—

H0, He cronBKo M.A.Kacwpeay, cxonBKo ero

nanarenm A.mn¢Hepy) oxaauBaeTcs Be TonBKo

rpomosnxofi, HO n HeHOCTaTqo Toqnofi: Tax,

rnaron fiagimti- "ynqnTB", nonanammnfi Bo

BTopofi Knacc ocnos, MOpQOHonornqecxn BeneT

ceoa Kan ocnoaa nepBoro Knacca (Praet. aa—

gimtiqfiama,cp. has nepBoro Knacca homa-

gimti- "BBOCTpMTB" : Praet. homagimti-dia-

ma n has BToporo Knacca tinti- "BaKBaCMTB"

: Praet. t5mti-éiama).Ta me HenonHOTa co—

xpaHaeTca B HecxonBKo cones qerxnx dopmy—

unpoaxax T.H.Hpono@BeBa /2:59/. 3T0 oocro-

HTBflBCTBO nooynnno H.Xafiny B cuennanBHOM

nocnenoaasnn, nocasmeHHOM camonnficxomy qe—

peHOBaHnm CTyueHefi /3/, ocTaBnTB orxpurum

Bonpoc o BOBMOEHOfi BaEHCHMOCTM Endopa ans-

TepHaHTOB cnmxcahsanx mopieM or qHo—

OTn/Heqeraocrn enora. H.M.Tepemenxo B CBO-

eM Handonee nonnom Ha ceronnsmnmfi neHB

onucasnn Hranacancnoro sauna /4/ anamorpn-

pyeT qepenoaaans doanM n oqB ueHHHM

mawepnanom, HO He craBnT Banaqn BCKPHTL

perynnpymmne EX npaBnna.

2. B T0 me Bpems yae HaBBaHHafi name pa—

dowa /3/ conepmnr Kama R nonnmannm npnnnn-

HOB BTnx qepenoaasnfi. AHanna HraHacaHCKO-

ro ynapeHms nosaonnn H.Xafiny OTKPHTB MOPO-

cTammnfi xapaKTep HPaHacaHCKOPO sauna:

cnor c nonrnm rxaCHHM nnm HMQTOHPOM HP“-

paBHKBaeTCH K nByM cnoraM c KpaTKnM rnaC-

HEM (/8:58/; CM. TaKme /5:897—400/ n Hame

nccxenosaane, rne ponB MOPH K3“ @°H°”°r“’
qecxofi ennanuu ycranoaxena Taxxe nflfi anen+

' noro sauna /6:IB—IS/)o
Cncremarnaauns umemmnxcx nannax M

nx nposepxa HyTEM noneBoro onpoca undop—

maHTOB (yCTB-ABaM, 1986 r.) namT BOSMOH—

scorn xoscrarnponaTB saBncOCTB noaBnenns

cmnsnofi/baadofi crynenn cornacaux n EX co-

qerannfi or IAMHH npenmecymmefi qacrm eno—

Ba B mopax:
(R1)uepen rnacnum qHofi or Haqana cnoaa

' mopu noaBnaeTca cnnBHas cryneHB, nepen

rnacnum HeqHofi mops — caadaa CTyneaB.
Cfiepy neficrana noncqera mop orpannaamT

(Ra)Henocpen0TBeHHo Boone cornacnoro (B
TOM queue n HOTOpflqKK yrpaqennoro, HO
npncyTCTBymmero Ha ruyénHHo-dosonornqe-
CKOM yponae) Bcerna.BBcryuaeT cnasnaa

cryneHB, ecnn Toao camo BoaHnKawmee

coqaHne cornacnnx He yqacwsyeT B qepe—

noaaHnn cryueaefi;
n (R3) HeflocpenCTBeHEO uocne nonroro rxac—

Horo nan nndronra Boerna Bucrynaer cna-
can CTyHeHB.

Hpn noncqere mop onenyeT nmeTB B Bury

nexoropue naHBHe MCTopmqecxoro Bonannama

HraHaccnoro sauna, a Taxae ocodesnocrn

rpamnnn 0TnenLHux HCTOHHKKOB. Tan, animos-

rM ua n fia, paBBaneca B HeflepBHX exorax

us ”a, TpaHTwCfi mopQOHonornqecxn Kan on—

HOMOpHHe. He coanaer nononanreusnofi mops

n nméronromnaocra nponsnomenns apaTxnx

rnacnux nepBoro enora, orpasaemaa - xora

n aenocnenoaaTeHBHo - B sanncsx M.A.Kacr—

peHa (cp. nnrpaxbu ea, oa Ha mec're /e/,

/o/) n, pexe, npyrnx uccnenoaarenefi.
2.1. Hpnmeps copaBOBaHns npnraxarens—

aux iopm 33g HomnHaTnBa nMeH (cyfidnnc

—8u/—8i1/_8; /-Si/—tu/—tii/-ti/-ti) :

(R1) I MOpa: ng-t; "ero Rena"; 2 mops:

'maku-Su "ero cnnsa", dfitfiPSfi "ero pyxa",
fling-8; "ero crapmnfi opaT", fimi-Si "ero
ayd"; 3 mops: bakunu-tu "ero oceTp", tiri-

mi-ti "ero nKpa", barbs-tn "ero XOBHMH",

kilg-ti "ero onesa", éiadb-ti "ero H3HK",
holé’a-tu "ero TeMfi"; 4 mops: k3Ifi'kfi-8fi
"ero Koporxnfi", kuadbmu-Su "ee myx"; 5
mop: tipsinaSa-tu "ero BanscTBe".

(R2) tar-tn "ero EBPCTL", nuath "ero

Hora" (or 131133 "Hora"; 31:710. d’ebsiti
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"ero HfiTKa" (OT aébéi(g) "HflTKa"). hfiagafifi
"ero Koneuo" (0T hfiagaj "K0fl8H0").

(R3) tE-Su "ero oneHB". kai—Si "ero

60K", latS-Su "ero KOCTB". biria-S; "0P0

paHa", sfiSS—Su "ero nonaTKa", gajbukS-Su

"ero mamancxafl manxa“.

2.2. Hpnmepu oopaaoeannfl neonpuqacwnfi

c cy®®mxcom -dh/-di/-sa/—éa/-s§/—éi (QynK—

UHOHaao GflHBKH KHQMHKTuBaM):

(R1) 2 mopu: bgtg-di "BHHHTB", dila-di

"nonBaTB", dbra-dh "unaKaTB", hots-6h "Ha—

uncaTB“; 8 mopH: b§8§bt;-sg "HaHOMTL", oi—

labtg—s; "npnuonBaTB", dbrala-sa "sauna-

KaTB", hoSata-sa "nncamb", baSuata—sa

"paCTn" (-ua— = I mopa!), buata-sg "Hepe-

marHBaTB", hire—s; "pacxpomnTB"; 4 mopu:

b383rnantg—di "XOTeTB nnTB", hotarubtu—dh

"BaCTaEHTB HanncaTB", buata’ka-di "HaaB

nepemarHBaTB"; 5 mop: hoSatanantu-sa "x0—

TeTL uncaTB", hiIBrabtu-éa "OGCHnaTB Kpom-

Kamn".

(R2) iéa "oHTB" (ocn0Ba 13-), baSuasa

"BHpaCTfl" (OCHOBa baSua(g)-), bari?-éi

"nopBaTB", bau?—sa"nepefiTn", tasegim—éa

"CTaTL ropBKnm".

2.3. flpmmepu oopaaoBaHna upnqaCTnfi He—

ocymeCTBneBHoro nefiCTBKfi (cyQfimnc —matu-

ma?a/-m38uma?a K up.), CM. /4:270/:
(R1) 2 MODE: tuj-maSuma7a "He npnmen—

mmi"; 8 mops: bE—matuma?a "He yexaafi"
(B sanncn H.$.TepemeHKo — oymaTyma"a, on—

HaKO op. bE—dh "yexaTB"), fiilg-matgm;?a

"He EHBmKfi", sua—matuma7a "He nepexoqaB—

mnfi"; 4 mopu: hesgti-masém$?a "He menmnfi",
hoSata-maSuma’a "He yqamnficfi", hutara-ma—

Suma?a "He Banpfixeannfi", gamaka-ma8uma?a

"He Haamnfi eCTB".

2.4. Hpnmepu paannqmfi B KCToao—Qone—

Tqcxofi pegnexcaunn, CBHBaHHHX c KOfiq—

CTBOM npenmecymmHX BOKaflqCKHX mop:

0.31.1011. /7:157-158/ 3EtepS "I‘BOBJEB" >Hr.
tbha, no canon. /7:24—25/ xgnap-a "TBCTL":>
Hr. qinaba.

CeB.-camon. 36put'a‘t'a‘ "TyflOBflme" (cp. He-

HeuK. Been. pgttat, aneufi. Tynnp. puSoSo)
> HI'. hfitaSa.

Camon. /7:84/ 3Ej’a‘k3 "Oxnsneu">1uu db—

ka, H0 SBeHK. /8:628/ fiaka "xopomo">qm,

fiaga "xopomnfi" (B COOTBETCTBHH 0 R3, noc-

JIe 1:0}11‘01'0 I‘JIaCHOI‘O k>g).

8. “aCCHOTpeHHHe me onsqam moryT GETB

oxapaKTepHBOBaHH Bax pnTMqcxoe qepeBOBa—

HHS CTyneHefi. C anm cocymeCTByeT yxe yno-

MHHaBEeeCH qepeBOBaHne no npaBnny

(R4)pnTmnqKn cnnbaaa CTyneHB qepenona—

Hug nonBepraeTca ocxaonefinm B Haqafle no-

xoBHo aaxpuToro oxora.

HoxaBaTenBHO qaCaHoe HeCOBnaBeHne peay—

nBTaTOB 3 menu cuxbfiofi oTynenn Ha caadym n

ocnadnennfi no npaBmxy R4 — B BaCTHooTB,

nna Knacwepa xn17.
3.I. Hpnmepu OdpaBOBafinfl dopm 18g name-

qHoro nefiCTBHH (cyiQKKC -hantu-/—hatu-/

-handu- n np.):

CmnBHafi CTynenB, OTKpHTufi cnor: kamaha-

ntuma "COOKpamCL nofimaTB", qanabtfihantuma
"coonpaBCB saduTB".

Cflflbflafl CTyHeHB, BaKpHTufi cnor: gataha—

ndum "codfipamCL EflaTL", tolarhandum "000m-

paBCB KpaCTb".

Cnaoafi CTyHEHL, OTKpuTHfi cxorw kahara-

hatuma "COGHpamCL 0TopBaTB", mEruhatuma

"COOKpamCL YeHMTB".

Cnaoafl CTyfleHL, BaxpuTufi caor: manta—

hatum "codupamcs naCTn“, gamurahatum "CO-

GflpamCL eCTB".

4. OceTom mop onpenenfieTca OEHOBpe-

menno n npoconnqecxafi Oprafineanflfl HTaHa’
cancxnx axon. Ee Benymnfi npmgunn COCTOMT

B TOM, qTo rnaBnoe ynapefiue naflaeT Ha TOT

enor, Kowopufi BnnmqaeT npennocnenfimm BOKa—

nnqeoxym mopy: sa'mu "manKa", samu’ma "MGR

manKa“, kfimZ' "Box", kfima‘ma "mofi Box".
ba'sa “mexeao”, bas§° "meneeaufi", ho'nsi

"HMGTL", hontgy' (QOHeTqCKn TaKme [fien—

t§']) "mmemmnfi", h§}‘mu (QOHeTqCKM Tax—
E8 [ha'jmu]) "MGXOBafi ooyBB", égg'db (@0'
Heaecxm TaKBe [éé'db]) "KBHK".

3TOT nannn, yCTaHOBneHHufi B paGOTaX

H.Xafiny, MOBeT GETL nononHeH cnenymmflMH

donee qacrnumn saxonomepnocwamn:

— GaKynBTaTHBHo nmeeT MeCTO OTTHmKa
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yflapeHMH Ha TpeTMfi 0T Kenna cn0Ba cnor,

ecnn upenuocnennefi mope COOIpeTCTEyeT

KpaTKMfi rxacnufi Bepxnero nonmema (ocooen-

HO 3) nnm a: hilg'tgrvfii‘litg "BMBeT", sa-

ta'rarvsa’tara "Heceu".

- CHOBa, COCTOflmMe H3 4-5 BOKaflflqKKX

mop, OCHQHO nmemT nonoaTenBBoe ynapenne

Ha cmore, ROTopHfi amqaeT qBepTym OT

Konua Boxamnqecxym mopy: bagjgfibtfi'ga

"OGHEGTB", tu:rkufih’na "rpyBOBaH HapTa",

t5:r§° "TonBKo oneHB", maq°dh'?a "OHBHB
c nonomaHHuM porom".

— CflOBa, c00T05mne n3 deflbmoro qncxa

BORaflflqKMX mop — paeymeeTCH, TaEOBHMM

MOPyT ouTB TOflbKO mnoromopiemnue oopaao—

BaHMH - oouqno nmemT BononnnTenBHoe yna—

peume Ba nepBofi n/nnn TpeTBefi mope ocno—

EH, BHe BaDHCHMOCTH 0T Toro, nonanaeT an

3T0 ynapenne Ha qnym Hflfl HeqHym OT

KOHua CHOBa mopy: ho:taru(:)btudqy'm "H

3aCTaEKfl HanncaTB", ho:taru(:)btudfiy'ma

"H BaCTaBMfl (ero) Hanncamb". Kan HpaBnno,

aKueHTyaunn nonooHHx anon BaapyeTcg B

saBmommooTn OT Temna peqn; He cnmqeao,

qTo OTHOCHTeflBHafl HHTGHCHBHOCTB ynapenma

Ha KopHeBo? H cyfiénxcaflbnofi HaCTfix MCKET

MCHOHBEOBaTLCH B CTMflHCTflqKHX nenax.

5. HBe monean 0ceTa mop B HraHacaH-

cxnx ononogopmax nesaBncnmu npyr 0T npy—

ra. Hepenonanme cwyueHefi COPflaCHHX pery—

HMpyeTCfl owcqom mop OT Baqaxa CflOBa, a

BHOOp meCTa ynapepmfl - OTqTOM mop OT

KOHHa CHOBa. B peaynBTaTe H Cflflbflafl, n

Cflaéafi CTyHeHH KOHCOHaHTHOFO qepeBOBaHna

CHOCOOHH BHCTyHaTB B nwoofi noznunm no 0T—

Bomennm K mecTy ynapenmn, op. satarakfig'

"Heceu-To", kolégfig' "pHOa—TO", satara'tg

"ero Heceu", k013'83 "ero puoa".

B npenBapnTenBHom Hopflnxe MOBHO BHEBH—

HyTB IMHOTeBy o TOM, HTo 3TH nBe monenm

CBHBaHH c pasanumn Xpononornqeoxnmn

CTaflHfiMM B MCTOPKM HraHaccxoro Hanna.

CHCTeMa qepenoBaHng 0Tynenefi, KaK yCTaHo—

mm 3130 A.COTaBaJITa /9/. odnazzaew qpeaBH—
qafiHHM cxoncom c CMCTemofi, peKOHCpM—

Dyemofi Bun HpndaflTHfiCKO-QHHCKOTO npaHBHKa

(B COBpeMGHHHX npnoaxTnfiCKo—QMHCKHX Hsuxax

OHa COXpaHHHaCL peHKKTOBO), CM. /10; II:
IIS—IS?/. BapOfiTHO, 3TH CMCTSMH mornn B03-

HHKHyTB a TaKofi aKueHTHoZ opraHnsaunm

on0Ba, Korna OCHOBHoe m nonoaTenBHHe yua—

peHnfi uanann Ha nepBufi cnor (mopy) m Bce

HeqHHe npn 0ceTe OT Haqana on0Ba enorm

(mopu), T.e. caadafi CTyneHB CHCTemaae—

cxn HOflBflflHaCL B npenynapfiofi noamunn. B

Taxom cnyqae saxon qepenOBaHHfi CTyneHefi
moano paCHeHKBaTL Kan aHaxor Baxona Bepne—

pa /I2:74—86/.
OBHaKo B HPaHacaHCEOM HBHKe Kaunas exc—

Tema cymena COXpaHHTBCfl z Hocne TOPO, Kan

CKCTeMa ynapenna MOHfiQHDMpOBaflaCB (Bosmox—

HO, non KHOHBHBHHM Bnmannem), BCflenCTEKe

qero aKueHTnuM ueHTpOM CHOBa BmeCTo nepBofi
mopu CTafla neBynBTnma.
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THE PERCEPTUAL CUES 0F TONES IN STANDARD CHINESE

MAO-CAN LIN

Institute of Linguistics . .

Chinese Academy'ofSocial Sciences, Beijing, China

ABSTRACT

The synthesized speech of /shi/ /tuo/
and /ai/ were utilized to investigate the
perceptual cues for tones .

The result of this experiment indicat-

ed that the four tones can be generated

alone by F0 pattern with the possibility

of about 95% , whereas the four tones can

not be distinguished by amplitude contours

alone . It also showed that the effect of

duration on the naturalness of tone-3 and

tone-4 is greater than that on the rate of

identification of tone-3 and tone—2

INTRODUCTION

In 1924 , Liu Fu discovered the impor-

tant role of F0 in Chinese tone (1). It
was found that the F0 curve in syllable

not only has a " tone-section " , but also

generally has a " onset-curving section "

and " end—falling section " (2) . Chuang
et a1. made the F0 analysis and identific-

ation teSt for colloquial Standard Chinese

3 O

Howie demonstrated the primacy of F0

pattern in the identification of the four

tones (4) . Wang talked about the role of
F0 and amplitude in the four tones (5) .
Lin and Wang discovered that the judgement

of tone category of the first syllable in

bisyllabic word is often influenced by
pitch of the second syllable and duration

of the first one (6) .
This experiment tried to investigate

the role of F0 , amplitude and duration in

the four tones by varying these parameters

in the synthesized speech .

THE PHYSICAL MANIFES ATION OF TONHS

We made an acoustical analysis of 138
monosyllables consisted of 38 .different
Initial and Final Combinationswith tones
spoken by two speakers ( m and f ) .

Fig. 1km) and 1(f) were the F0 pattern
of the two speakers . It can be seen from

fig. 1 that each tone generally has its own

peculiar F0 pattern .
Although the durationsof the four tones

did not show a regular relative relation ,

comparatively speaking , the duration of

tone-3 were in most of the cases the long-

est .
Four different types of amplitude con-

tour could roughly be drawn from the ram-

plitude curves in 276 monosyllables,.name-

ly: mid—hump , back-hump , two—hump and

front—hump . It can be seen that the ampli-

tude contours in tone—3 spoken by m were

all two—hump , but those spoken by f were

two—hump only in 60% of the cases .
The peak of intensity in tone-3 show-

ed in most of the cases the lowest .

PHRCEPTUAL EXPERIMENT 0F TONflS

The syllables of /shi/ , /tuo/ ' and
/ai/ were synthesized by a synthetic sys-

tem (7) under five conditions shown in the

left column of tables given below . 'All
the speech sounds were randomized to make

it impossible for the 14 subjects '. \‘aS
listeners ) to predicate under which con-

dition the speech sound were synthesized

while he-or she heard it . The average ra-

te of identification of tone by subjeCtS
(14) was displayed in percentage in the
right column of each table . The figures

in parentheses in the tables represented

the percentage of the speech sounds in

good timbre judged by the subjects . _

The data of the parameters in conditi-

on one roughly corresponded to the Phy51‘

cal manifeslation of tones . A sonaf’,ram 0.
/tuo/ synthesized by condition one was dl‘
splayed in fig. 2 . Table 1 showed that
the rate of correct identification of tone

was 98.8% , and the speech sounds in EOOd
timbre amounted to 70.7% .

In condition two , the amplitude cone

tours were only varied , e.g. , the ampll'
tude contour of low-falling—rising Of F0
varied to mid—hump from two—hump , but.
other parameters were the same as those in

condition one . A sonagram 0f /tuo/ - in
this condition was displayed in fig. 3 '
Table 2 showed that the rate of correct

identification of tone was 97.6% a. and
the speech sounds in good timbre amounted
to 67.1% .

In condition three , F0 patterns were.
all mid-level , and durations were
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same as those in condition one , but the

amplitude contours had the four different
types of mid—hump , back—hump , two-hump
and front-hump . A sonagram of /tuo/ in

this condition was disnlayedin fig. 4.

Table.3 showed that the subjects (14) ide-
ntified the speech soundSas tone-1 about

~ i-‘
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Fig. 2 sonagrams of /tuo/ synthesized
in accordance with condition 1

90% . No one identified them as ‘other
tones , namely , no one identified ‘ the

speech sounds with amplitude contours of

two-hump or front-hump and with mid-level

of F0 as tone—3 or tone-4 . This result

indicated that the four tones can not be

distinguished by amplitude contoursalone .
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While the F0 patterns and the amplitude

contours in condition four and five remain-

ed the same as those in condition one , the

durations in condition four and five were

different from those in condition one . In

condition four , the durations of four di—

fferent sounds were regulated as the same

as those of tone—4 in condition one ; In

condition five , the durations of four di~

fferent sounds were done as same as those

of tone—3 in condition one . The speech

sounds synthesized by condition four were

correctly identified as tone-1 , tone-2

and tone-4 95.8% in average , but as tone-

-3 90.5% , namely , the rate of correct

identification of tone-3 decreased about

7% compared with that in condition one .

This time , the number of speech sounds

with tone—3 judged to be in good ,timbre

decreased 22% from those in condition one.

Fig. 3 sonagrams of /tuo/ synthesized
in accordance with condition 2

/\

Ill..
.

") ‘3 3
1
't lu
hl

.
. uh.

. II I r

Fig. 4 sonagrams of /tuo/ synthesized
in accordance with condition.3

And the speech sounds in condition fiVe

were correctly identified as tone—1 , tone-

—3 and tone-4 95.8% , but as tone-2 88.1% ,

namely , the rate of correct identification

of tone-2 decreased 12% compared with those

in condition one . This time , the number

of speech sounm with tone-4 judged to be in

good timbre decreased 19% from those in

condition one . These two results indicated

that the effect of duration on the natural-

ness of tone—3 and tone-4 was greater than

that on the rate of identification of tone-

-3 and tone—2 .

We may conclude that the four tones can

be generated by F0 pattern alone with the

possibility of about 95% ; The effect of

duration on the naturalness of tone-3 and

The rate of identification of tones

. . 5
Condition llO ()

tone-II tone-2] tone-Bl tone-4

7.! P9: high-level

Amo.: mid-hump ‘00

two-humn (9? 7)

T: 387ms J

?.? Po: mid-risinn

Amp.: front-hum" 97.6

(64.3)

T: 419mg

2.} F.: low-fallinz-risinr

inn.: aid-hump (21.6

r: 466:5 .1)

7.4 in: high—railing

A.p.: back-hump 95 2

r: 310-. (SUI)

Th! rite of identification of tone!

. . 1
Colllllol lirtn ()

tone-‘I tone-2| tone-3| ‘°fl°"

3.! Po: lid-level

Ana.: mid-humn ?2'2

T: 332mg (56")

3.? Po: mid-level

Amn.: back-hump 85 7

two-hump (42.7)
T: 413ms

3.3 P.: n1d~lnvel
; m Amn.: two-hump 85.7

T: 443na (26.2)

3.4 P°z mid-level

Amn.: front-hu-p 92 9

1': 3.0.- (57.1)
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TABLE 4 TABLES

CondHin five

The rate of identification of tones

(i)

tone-1| tone—2| tone-31 tone-4

The rate of identification of tones

hnlnionfonr (“
tone-1' tone-P [tone-3' tone-4

4.! Po: hiPh-level

\mn.: fron'-humn ‘00

buck-hump (78'5)

two—hump

T: $10ms

4.2 Foz mid-rising

Amo.: back—hump 95.2

front-hump (bb‘e)

T: 310mg

4.! Po: lov-falling-risinA an 9&5
\np.: two-hump (2 4) (39,7)

T: 310mg

4.4 9.: high-falling

Ano.: front-hu-p 97.6

mid-hulp ”3'“
T: 310nn

tone-4 is greater than that on the rate of

identification of tone—3 and tone-2 ; The

four tones can not be distinguished by am-

plitude contour alone .
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CHINESE TONES AND THEIR DURATION
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ABSTRACT

In strictly phonological sense the pa-

rameter of duration can be regarded as

redundant in so far as the system of

Chinese tones is concerned. However,

when their constitutive function is

taken into account duration as well as

intensity prove to be indispensable for

producing "natural" Chinese speech.

In isolating languages tones play an im-

portant role: their primary - phonologi-

cal or distinctive - function is to

distinguish one morpheme from another.

But it is not their only function. Vari-

ous combinations and modifications of

tones constitute the prosodic system of

an isolating language as a whole. As a

result of their interaction different

rhythmic structures of words are creat-

ed, different emotional and evaluative

overtones are superimposed on informa-

tion proper.
The main physical correlate of a tone is

its fundamental frequency. Tones differ

as to their register, pitch direction

(contour - level, rising, falling, fall-

ing-rising) and the respective intervals.
For a considerable period of time these

parameters of tones have been in the fo-

cus of attention of experimental phone-

tics. The other physical correlates of

tones - intensity and duration - have

not yet received all the attention they

deserve.
A considerable amount of data obtained

during speech synthesis experiments [1]

has convinced us that the parameter of

duration cannot be ignored if our aim

is "natural“ Chinese speech. This featu~

re is redundant only on the distinctive

level: morphemes can be distinguished

even if their duration is equal, provid-

ed, of course, that their registers and

contours are different. Thus the simp-
lest opposition is observed in the case
of the first and the fourth Chinese to-
nes: a level tone on a high note is
opposed to a falling tone which starts

quite high and then falls as low as pos-

sible. From the point of view of their

constitutive function duration and inten-

sity prove to be absolutely indispensable

for making tones sound 'natural', really

Chinese.
When we stress the importance of duration

we do not mean to say that it is only the

total duration of each tone that really

matters. The parameter in question is

highly relevant for determining the inner

structure of complex tones. Thus the thud

(circumflex) tone is not only longer than

any other basic tone, but is also charac-

terized by a certain time relationship

between its components: its rising part

cannot exceed a certain limit, otherwise

the listener may mistake it for the se-

cond (rising) tone.
The duration of tones as integral proso-

dic units of syllables has a functional

load in words and through the latter in

all the other prosodic layers of the lan-

guage.
Our synthesis of two-syllable words has

shown that the role of duration for pro-

ducing natural (proper) Chinese sound

cauls cannot be overestimated. There are

19 models of Chinese words and each model

has its own time relationship of the con-

stituting tones. If this or that time re-

lationship is not observed the sound caul

becomes unacceptable from the point of

view of the language norms.
Under the influence of the higher proso-

dic levels tones may vary in length as

well as in range, pitch direction and in-

tervals. Thus different degrees of promi-

nence - sentence stress, logical stress

etc - can affect the duration of tones,

but the time relationship typical of the

respective words should not be distorted.

Otherwise the listener may fail to iden—

tify the word as Such.
Experimenting with syllables of different

duration in speech synthesis enables us

to solve at least two problems: 1) finding
the optimal rhythmic models in each of
the above mentioned 19 groups of words,

2) detenmining tolerance zones for each 0
these models.
The rhythmic function of duration is best

seen in those models which are represent-

ed by combinations of tones of the same
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type. Thus, for instance, in the model

constituted by a sequence of two first

tones the second syllable is either lon~

ger than the first or at least is'of the

same length. The normative time relation-

ship is equal to 1.3. The equal length is

apparently the threshold because when the

second syllable is shorter than the first

the model is rejected as false, unnatu-

ral. Synthesis has so far not revealed

the predominance threshold, beyond which

the realisations of words are perceived

as exaggerated or unacceptable. In the

model of two second tones the second syl-

lable is also longer than the first, but

in contrast with the above mentioned mo-

del the equal length is not tolerated. At

the same time the above limit of exceed-

ing the length of the first syllable can

be established somewhere in the region of

1.76. It should be noted, however, that

although this realization of the model

appears to be fairly acceptable, some

auditors characterized the second syllab—

le as unusually long.
The model of two fourth tones gives a

completely different picture: the first

syllable here is longer than the second.

The variation zone is rather wide, rang-

ing from 1.04 to 2.11.

If we try to correlate the so far discus-

sed time relationships with the parameter

of interval we shall come to the conclusi-

on that the situation in different models

is different. Thus in the model of two

second tones we observe a direct propor-

tion (the wider the interval the longer

the syllable), whereas in the model of

two fourth tones the reverse proportion

is true: a wider interval is correlated

with a shorter syllable.

AS a rule, the duration relationship of

tones in isolation is preserved when dif-

ferent tones are used in the modelled

words. For instance, the third tone being

Originally the longest will remain to be

50 when it is part of this or that word.

To what extent it will be longer than the

other tones depends, however, on the con-

crete rhythmic model used. In the model

or 1+3 the duration of the second syllab-

la (the third tone) exceeds the duration

0f the first syllable considerably (the

proportion is 1.67). There can be no

Question in this case of making the syll-

ables equally long or reversing the pro-

portion. That would be absolutely unac-

ceptable. In the model 2+3 the original

duration relationship of the tones is a1-

80 preserved: the second syllable (the

third tone) is longer than the first. To

reverse the duration relationship would

be out of the question, but the variation

zone is rather wide (1.1 - 1.7). It re-

mains to be seen whether making the syll-

ables equal would be rejected by auditors

or not.
If the third tone is used before the

first, the second or the fourth it will

be longer than the fourth but shorter

than the first or the second. In the nor-

mative synthesized realization of the

word kaoya the proportion is 1.2 or it can

be even increased. The first tone cannot

be, however, shorter than the third tone.

The synthesized word kouyin is the case in

point, the proportion between the second

syllable and the first is 1.03.

When the third tone is combined with the

fourth, the former should be longer than

the latter and the proportion varies from

1.41 to 1.66.
The fourth tone before the first, the se—

cond or the third tone is always shorter

than any of them. In the model 4+1 the

first tone is longer than the fourth and

the duration proportion is 1.41. It can

be slightly increased, but when\in the

synthesized word - like unit xiayI the

proportion turned out to be 1.93, this

realization was rejected by the auditors.

The longer duration of the first tone

there went beyond the accepted norm. It

should be pointed out that as far as the

parameters of register and interval are

concerned the constituent tones were wit-

hin the norm and the reaction of the audi-

tors cannot be accounted for by these pa-

rameters. The lessening of the duration

of the first tone to the point when it be-

comes equal to the fourth tone or when the

duration relationship shifts undermines

the rhythmic characteristics of words. For

example,_in one of the programmes of the

word aixi the first tone in the final of

the syllable xi was shorter than the

fourth tone in the syllable ai, which im-

mediately caused a negative reaction from

the auditor.
No less important is the time relation-

ship in various models of the type "basic

tone + neutral tone". Even the best pro-

grammes in so far as the parameters of

register and interval were concerned were

often rejected by the auditors because of

some wrong duration proportions. The op-

timal proportion in the model "the first

tone + the neutral tone" requires that

the neutral tone should be twice as short

or even shorter than the first tone. The

proportions of 1.36-1.38 formed the thres-

hold. The time proportion was markedly

improved in the realizations with the du-

ration relationship equal to 1.45.

The tolerance zone of the relationship

between the second tone and the neutral

one is about 2.11. The 1.56 proportion

was rejected. As far as the relationship

between the fourth and the neutral tones

is concerned, 2.51 appears to be within

the norm. The 1.75 proportion was reject-

ed by the auditor, who insisted on the

longer fourth tone.

Wrong time proportions interfere with the

production of normative rhythmic charac-

teristics in words even if the register

and interval relations are correct. Nor

can the correct time proportions alone,
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without the normative register and inter-

val proportions, ensure good rhythmic
characteristics, which are produced by

the sum total of features. The close in-

terconnection of duration and interval

proportions and their combined effect are

borne out by their combined interpretati-

on by the auditors and the undifferentiat-

ed perception of the duration, register
and interval parameters of words. Some
realizations of the words t6ufa and xifu
were interpreted in precisely this way by
the auditors. The rhythmic parameters of
the synthesized word t6ufa were deemed
unsatisfactory. The auditor described the
neutral tone in the beginning of the syl-
lable fa as too high (t6u, 139-166, fa,
146-134) and suggested that the tone of
the syllable tou be prolonged, even
though the time relationship in this case
was quite normative: 2.24 (ton - 415, fa
- 185). The desired prolongation of the
second tone in the first syllable was pro-
bably automatically associated in the

auditor's mind with an increase of the
interval, which would really improve the
interval proportion between the end of the
second tone and the beginning of the neu-
tral tone. Merely to prolong the second
tone without increasing its rising inter-
val is not enough to improve the rhythmic
parameters of the word. In one of the res-
lizations of the word xifu the rhythmic
parameters were also deemed unsatisfacto-
ry. The frequency interval between the end
of the second tone in the syllable x1 and
the beginning of the neutral tone proved
too small (1.08 against the normative
1.23). The modelled time proportions
(1.54 against the normative 2.II) were
also unsatisfactory. The auditor insisted
on lowerine the neutral tone and on in—
creasing the interval in the first syllab-
le. The auditor failed to notice certain
duration disproportions in the given word
sample and sought to improve the rhythmic
parameters by correcting only the register

and interval proportions: both the lower

register of the neutral tone and the in-
creased rising interval of the tone in the
syllable x1 aim at one and the same thing,
i.e., at increasing the interval between
the end of the second tone and the beginn-
ing of the neutral tone.
Tones act in words as prosodic factors

forming morphemes and words. Duration, as
one of their constituents, is functional-
ly important in words: time proportions in
a word cannot be broken without distorting
its prosodic make-up.
The most intimate time mechanisms of tone
are manifest in the fine spectra of speech
signals, responsible for their different
quality. In different tones the finales of

Chinese syllables are known to be perceiv-
ed by ear as slightly differing in quality.
In different tones and finales these dis-
tinctions are not the same but they are

indisputably functionally important to the

Chinese ear in the sense of the national
specificity of sounds. In any case it is
important to determine what spectral pa-
rameters account for this specificity.
Analysis of natural tones and their syn-
thesis elucidate primarily the role of the
frequency and amplitude parameters of the
spectrum. For instance, in the natural
realizations of syllables in our material
a rise of fundamental frequency of the
rising tone causes a progressive shift of
the first formant. With a male speaker the
shift proceeded as follows: at the beginn-
ing of the finale f of Tone 2 the first
formant was 250 Hz, in the middle it be-
came 300 Hz and at the end it was 350 Hz.
With a female speaker the shift was even
more pronounced: 350 Hz, 400 Hz and 500
HZ.

Analysis of the synthesized syllables with
the finale I recognized by the auditors
as "natural", that is undistinguishable
from the natural sounding shows that
their naturalness is accounted for preci-
sely by this fine correction (correla-

tion) between the fundamental frequency
and amplitude values and different for-
manta and by the coordinated function of
all the spectral components. The measure

and concrete proportions of that coordina~
tion are not universal and depend on the
linguistic system, their main purpose
being to ensure the normative quality of
sounding. It is not by chnace that the
attainment of this goal also has to do
with making the synthesized signal natural
or close to it. The impression of natural-
ness is produced by the absence of monoto

ny (machine-like quality) in the spectrum
of the synthesized vowel which, just like
it is in natural speech, is not uniform.
as far as its quality is concerned, at
different segments of the sounding and
evolves from the beginning to the middle
and the end. For example, F1, which is
coordinated in frequency and amplitude
with F0 in keeping with the rules of the
system, is represented by a set of coor-
dinated values within the formant itself
and among them rather than by one and the
same value throughout the signal. In coor-
dinating the values at every given 568‘
ment the synthesized signal is in fact
ascribed frequency and amplitude "micro-
variations". These variations are not uni-
versal or determined by the human organs
of speech but systemic and linguistic,
that is characteristic of a given phone-
tic norm. In our case we get the syllabic
tone with all its inherent systemic cha-
racteristics. The latter are determined in
the spectral structure not only by the

corresponding frequency and amplitude co-
ordination but also by time coordination:
frequency and amplitude dynamics of the
spectrum unfolds in its portions of time,
which correspond to different segments Of
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the sounding tone from its beginning to

end.
The role of the coordination of frequen-
cy, amplitude and time in the spectrum
of Chinese finales of different tones is

well illustrated by the synthesized tones
which were rejected as unsatisfactory.
Tone, as a phonological unit which dis-
tinguishes syllabic morpheme, in its mo-

del variant is a set of features func-
tioning in unison: if within a certain
period fundamental frequency values form
an even contour, the enveIOpe of ampli-
tude values forms the same contour. The
rise (fall) of fundamental frequency is
accompanied by corresponding changes in
amplitude values. Inadequate coordina-
tion of parameters often results in the
inadequate synthesis of syllabic tone.
However, the proportion of this correla-
tion may differ, depending on the lingui—
stic system. For example, the auditors
rejected the realizations of the sharply
falling Chinese (fourth) tone, whose
programmes envisaged falling frequency
intervals equal to 1.62 and 1.51. The
intervals were not only within the norm
but the optimal ones in fact. The ampli-
tude values in principle changed in the
same direction and, nevertheless, the

tones were characterised by the auditors
as "passive, inert" and the interval
seemed to be inadequate (!). Conse—
quently, the synthesized signals failed
to reproduce the amplitude, frequency
and time relationships that were worked
out by the given linguistic system. The
fall in the amplitude values at every
given segment of the tone failed to fit
the norm prescribed by the fall of the
fundamental frequency values or to be
synchronized with the time segments of
the realization, during which these
spectral changes took place.
When separate tone in which the funda-
mental frequency and amplitude parame-
ters changed in different directions were

given to the auditors for identification

they were often confused or totally re-
jected as unacceptable within the given
orthoepic norm. This is not to say that

lack of coordination is always a defect.

0n the contrary, it is in many cases a
normal phenomenon in connected speech.

It is explained by the fact that the pa-
rameters coordinated in the units of

sPeech pronounced separately or in the
strong position are assigned different

roles in connected speech. Thus at the
level of syllable fundamental frequency

always differentiates lexical meanings
in the Chinese language system, i.e.,
acts as different tones, whereas the.

amPlitude and times values of formants
provide for other prosodic distinctions,

such as the word's rhythm and intonation

contrasts. It is necessary to learn to

model this lack of coordination in Simu-
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lated speech in order to get the needed
sounding at every given point of speech
continuum. This calls for great efforts
on the part of linguists because the

measure of this uncoordination, too,
is being worked out within the language

systems.

1. Chinese tones were synthesized in
the laboratory of experimental phonetics
at the College of Asian and African
Studies (Moscow University) with the
help of a formant synthesizer
(sen-75 ) .
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ABSTRACT

Studies of the tonal-rhythmic struc-

ture of Yoruba words (on the basis of

disyllables) make it possible to

suggest a general pattern of the

rhythmic arrangement of tones and

also to formulate the basic rules

governing tones in this unit of
speech.

linguistic material in studying the to-

nal-rhythmic structure of Yoruba. In

view of the fact that latest works on

tones in Yoruba usually single out

three tones, namely, medium, low and

high (designated M for medium tone, H

for high tone and L for low tone), nine

tonal-rhythmic models of disyllables

have been chosen for investigation:

M+M, M+H, M+L, L+L, L+M, L+H, H+H, HAM,

H+Le

In studying the tonal-rhythmic models of

great interest are those phonation seg-

ments in which tones are joined together

because it is precisely there that they

are "adjusted" to each other, coordinat-

ing in a certain way the contour, regis-

ter, time and amplitude characteristics.

The junctures of tones manifest most

graphically the parameters that organise

the tonal-rhythmic model as a certain

semantic unit of the given linguistic

system. It should be stressed that for

the tonal-rhythmic structure to be mo-

delled successfully it is necessary to

take into consideration not only the

contour and register parameters but to

equal measure amplitude, time and inter-

val parameters which, interacting with

each other, alone can ensure that the

given simulated tonal-rhythmic model is

fully or at least partially associated

by native speakers with its natural

The method of synthesis used in lin-

guistic studies makes it possible to

approach many linguistic problems at a

qualitatively new level. In coping with

these problems researchers nevertheless

encounter considerable difficulties in

view of the fact that, to meet the
requirements of modelling speech, it is

necessary to know the so called phone-

tic characteristics of speech which prototype.

bring simulated speech closer to the That is why w an hardly agree with

linguistic prototype modelled in every J. M. Homberttif who concludes from his

particular case, alongside the features analysis of the perception of tonal-

traditionally referred to as functional rhythmic structures in natural speech on

(phonological). Experiments in synthe- the basis of bisyllabic nouns in Yoruba

sis show, for example, that when modell- that acoustic parameters are informative

ing the syllable tone (as well as the in different degrees. He asserts that

complex tonal-rhythmic mechanism of the native speakers of Yoruba use only

words), it is necessary to take into two main acoustic characteristics which

account all the multilevel functionally enable them to distinguish rhythmic

distinctive featuresc structures in six tonal-rhythmic models-

In natural speech tones are known to be The first characteristic, according to

adjusted to each other and for this Hombert, is connected primarily with Fo

reason disyllables, the minimal lexical in the vowel of the second syllable (V2)

unit in which the basic tonal-rhythmic The second characteristic is presented

laws regulated by the rules of sandhi by him as a combination of three para-

are manifest, have been chosen as the meters -- the interval of the modifi-
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cation of F0 in V2, the medium value of

F0 in V2 and the frequency breakage be-

tween the end of V1 and the beginning of
Va. As is seen, Hombert includes only fre-

quency characteristics in the set of func-

tional features, treating amplitude and

time characteristics as non-functional.

It is apparently indisputable that the

native speakers of Yoruba are capable of

distinguishing one tone from another in

the final position by the features men-

tioned by Hombert. However, they are in-

adequate for the synthesis of rhythmic

models normative from the point of view

of prosody. This is borne out by the ana-

lysis of simulated M+L and M+H tonal-

rhythmic models, which strictly reproduc-

ed all the rhythmically important contour,

interval and time parameters and delibe-

'rately distorted only the amplitude para-

meters. After listening to the sounding

of these models, the auditors observed

that they could hardly be considered as

normative.
Analysis of tonal-rhythmic models with the

medium tone (M+M, M+L, M+H) shows that it

is most stable rhythmically in all the

combinations with other tones and retains

the even contour, its own duration and me-

dium register (with respect to other to-

nes within the three-level register scale)
The Yoruba register scale for male voices

close to baritone tenor can be conventio-

nally divided into three ranges:

low medium high
90 + 115 Hz 120 + 160 Hz 165 + 200 Hz
The specificity of the M+M tonal-rhythmic

model consists in the fact that its con-

tour is formed by two even tones, with the

second syllable tone invariably beginning

at the frequency of the end of the first
syllable. The absence of a frequency in-

terval between the syllables in the medium
tone model is important from the point of
View of rhythm, while any deliberately ma-

de interval between the syllable tones re-

sults in the broken rhythm of the model.

DeBending on the nature of the frequency
breakage between the syllables, the audi—

tors described the sounding they heard as

a combination of the medium and high to-
nes or the medium and low tones. For the

M+M rhythmic model to sound naturally and

be perceived unambiguously, its both syl-
lables should be actualised in the medium

range exectly. When the register was deli—
berately changed (with all the other aco-
ustic parameters of the combination of

these tones remaining unchanged) the audi-
tors identified them, for example, as a

combination of two high tones. The deter-

mination of the time relationship between

the Syllables, one of which is characteri-

sad as a medium tone, is a key functional
acoustic feature in simulating these to-

nal“rhythmic models. The presence of the
medium tone in disyllables suggests a cer-

tain strategy of synthesis, i.e.. the °r°‘
ation of an exact time relationship be-

tween the medium tone, on the one hand,

and the high and the low tone, on the

other. Our experimental material includ-

ed cases of the synthesised medium tone

being identified as high. Analysis of.

this fact brought to our attention prima-

rily the time relationship between the

syllables of the disyllable in which the

first syllable (medium tone) is equal in

its duration to the second (low tone),

the time relationship between syllables

characteristic of the combination of the

high and the low tone. Consequently, when

modelling the rhythm of a disyllable with

the medium tone its duration should be

longer than that of the syllables charac-

terised by other tones.
One of the key rhythmic characteristics

of bisyllabic models with the medium tone

in the first syllable is the correlation

of the frequency of the end (medium tone)

and of the beginning (low or rising high

tone), with its indispensable prerequisi-

te being the absence of any frequency

contrast at the {uncture of tones. Seve-

ral variants of M4L and M+H) disyllables

with different frequency contrasts and

without these at the juncture of syllab-

les have been synthesised to verify this

hypothesis. The auditors identified only

those of the synthesised (M+L and M+H)

rhythmic models which had no frequency

rupture between the syllables and also

those with the minimal frequency rupture

(not longer than a second). The rest of

the synthesised models were identified

incorrectly. The second-long interval of

the frequency rupture between the syllab-

les can, apparently, be considered admis-

sible, whereas a longer one places these

rhythmic models outsides the normative

rhythm of disyllables.

The peculiarity of the M+H and M+L tonal-

rhythmic models consists in the fact that

they are organised by two types of equi-

valent tonal contours, every one of them

worked out in the Yoruba language. Diffe-

rent acoustic characteristics become func-

tionally important in their rhythmic or-

ganisation. All the programmes of synthe-

sising the M+H and M+L bisyllabic models

were recognised as normative when their

tonal contour was either formed of two

even tones belonging to different regis-

ter levels or consisted of a combination

of the even and the rising contour. Each

type of the M+H and M+L models has its

own rhythmic peculiarities. In the first

variant the functionally important factor

is the register contrast between syllab-

les equal to a minor third. The cases of

the frequency relationship between the

registers exceeding that interval were

described by the auditors as "rhythmical-

ly pronounced", "exaggerated", or too

"robot-like", whereas those with a smaller

interval were perceived as a combination

of two medium tones. Apparently, an in-

terval of a minor third can be considered
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as a sort of a crucial point, beyond

which these models disintegrate.

Another important characteristic of the

n+5 rhythmic model is growing amplitude

in the second syllable marked by a high

tone with an even contour. Analysis of

this type of sounding showed peak ampli-

tude invariably at the second syllable.

A sizeable increase in amplitude in the

second syllable (compared to the first
one) apparently complements the even

contour and a similar correlation of

these acoustic parameters will produce

the high tone effect in the given tonal-

rhythmical model for the native speakers

of Yoruba. The natural question arises

about the functional importance of each

of these parameters for the high tone to

be perceived unambiguously. With this aim

in view several models were synthesised,

with only one parameter changing in every

one of them and the rest remaining intact.

For example, in one case the first and

the second syllable of a disyllable had

equal amplitudes, in another the amplitu-

de of the second syllable was, on the
contrary, increased but there was no re-

gister contrast between the medium and
the high tone and in still another the

first syllable had a bigger amplitude
compared to the second syllable. The
sounding was repeatedly recorded and of—
fered for auditing at random. The results
of the auditing analysis show that none
of the acoustic parameters can be singled
out as a factor determining the rhythm of

a given model. It is rather the combina-
tion of these features that accounts for
the certain stability of the rhythmic mo-

del in any contextual conditions.
Another type of tonal-rhythmic models

(M+H and M+L) is formed by an even (in
the first syllable) and rising M+H or fal-
ling m+L (in the second syllable) tonal

contour. The factor important from the

point of view of rhythm in this type of

model is the rising or falling intervals,
which begin at the frequency level of the

end of the medium tone. In all the rhy-
thmically normative models of this type
the interval between the medium, the high
and the low tone was within the range

from a minor third to a fourth. It should
be pointed out that the register frequen—
cy rupture in the first variant of the
H+H and M+L models (_ - and - -) the ris—
ing and the falling tonal contour in the
second syllable of the second variant of
the same models (-/ and -\ ) has one and
the same set of intervals, which should
be not less than a minor third and not
more than a fourth because the sounding
with an interval less than a minor third
does not give stable identification re-
sults, whereas that with an interval
exceeding a fourth is described as "rhy-
thmically accentuated", for this reason
a strictly prescribed interval between the
syllables of a bisyllabic structure can be

viewed as a key rhythmic characteristic

of this type of M+H and M+L models.

Analysis of the M+H and M+L tonal-rhythmr

models makes it possible to see that the

very term "high tone" and "low tone"

accepted in Yoruba tradition and unambi-

guously defining their register does not

exactly correspond to the real acoustic

nature of these tones or at best corres-

ponds only to one of the possible vari-

ants. This supposition is borne out by

the results of the analysis and synthe-

sis of the rhythm of bisyllabic structu-

res, in which the high and the low tone

was in the first syllable. The H+L and

L+L tonal-rhythmic models, like any other

with the high and the low tone in the

first syllable, can have a double tonal

contour, namely, rising and even (high

tone) or falling and even (low tone),
which is explained by the complex acous-

tic mechanism of these tones, which pre-

supposes in each case a certain combina-

tion and correlation of register, time,

interval and amplitude values. A

In one of the programmes of the H+H to-

nal-rhythmic model recognised by the

auditors as "unsuccessful" the tonal con-

tour was formed by two rising tones. The

auditors' judgment was, presumably, in-

fluenced by the fact that the rising con-

tour of the high tone in both syllables

of the disyllable was sounded in the high

register, whereas the rhythmic arrange-

ment of the high tone requires either the

medium re ister (risin contour) or the
high one even contour . Each of these

parameters in combination with the nece-

ssary set of other parameters is rhythmi-

cally important and functional in produc-

ing a normative sounding of one of the

high tone variants. The synthesis of res-

lisations with pronounced register and

contour characterstics leads to a rhyth-
mic disharmony, which violates the rhyth-

mic stereotypes worked out in the Yoruba

linguistic system and traditional among
native speakers.
The low tone in the final position is of

special interest in the H+L, M+L and L+L

tonal-rhythmic models. To say that the
low tone in the final position always has
a falling contour will in no way be enough
to cover all the peculiarities of that
tone in the final position nor to show its

effect on the rhythmic organisation of
the entire disyllable, as the frequency
interval of that tone and the speed °f
its formation remain outside the scope|°f
research. Meanwhile, as is seen from the
synthesis, these acoustic characteristics
are functionally important not only for
the rhythm of the model itself but also
for contrasting other disyllables with
the low tone in the final position. Orien-
tation only to the falling tonal contour
of the low tone in the final position is
justified when this tone is contrasted
with a different one, say, medium. Ne-
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vertheless, this criterion no longer

works when two rhythmic models - H+L

and M+L - with the low tone in the fi-

nal position are set against each other.

In this situation the interval and the

speed of its formation rather than the

falling nature of the low tone (it rema-

ins the same) become rhythmically sig-

nificant, alongside other acoustic fea-

tures involved in the differentiation of

these models.
Studies of the tonal-rhythmic structure

of Yoruba words (analysis and synthesis

on the basis of disyllables) make it
possible to suggest a general pattern of

the rhythmic arrangement of tones and to

formulate the main rules of sandhi go-

verning tones in this unit of speech.

The interaction of tones in disyllables

is based on three major rules. Two of

them —- the rule of register and regis-

ter-contour oppositions -- operated in

all the rhythmic models and their pos-

sible variants, while the third rule re-

gulates the rhythm within only those

models that fall under the rule of re-

gister-contour oppositions.

The specificity of the rhythmic organi-

sation of bisyllabic Yoruba words con-

sists in the fact that in one and the

same model tones interact differently,

depending on the context, for which rea-

son one of the variants of the model can

fall under the rule of register-contour

oppositions, while another variant under

that of register oppositions. For

example, a variant of the "M+H" model

with an even tonal contour in both syl-

lables of a disyllable sounded in diffe-

rent registers - medium and high (- - 3
-

is governed by the rule of register

oppositions, while its other variant

falls under the rule of register—con-

tour oppositions because the medium tone

'has an even contour in the medium regis-

ter and the tone going after it has a
rising contour ( -/).
The rule of register oppositions regula-

tes the interaction of tones in those

tonal-rhythmic models which have tones

with similar even tonal contours produc-

ed in different frequency bands, i.e.,

in different registers, which in their

turn account for the opposition of tones

in disyllables.
The rule of register-contour oppositions

regulates the tonal—rhythmic models in

Which the tones combined have opposite

contours and registers.
The third rule can conventionally be

formulated as the rule of frequency cor-

respondence or the equi-frequency corres‘

pondence of tones, which covers and regu-

lates all the register—contour changes

in the tones at all the segments of di-

5Y11ables. The meaning of the main re-

QUirement of this rule by definition
boils down to the equi-frequency corres-
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pondence between the beginning of the

consequent tone in a disyllable and the

end of the preceding one. Sometimes this

equi-frequency correspondence can take

place in the so called frequency corres-

pondence zone, which allows for an in-

significant frequency breakage (that is

not perceived as a register contrast in

Yoruba).
The phonological principle underlying the

rule of the frequency correspondence of

tones elucidates both the general mecha-

nism of the interaction of tones in

rhythmic models covered by the rule of

register-contour oppositions and any par-

ticular manifestation of this general

regularity. This ensures the necessary

stability of tones and prevents their

confusion in any contextual situation.

[I] J.M. Hombert. Perception of Bi-
syllabic Nouns in Yoruba. Studies

in African Linguistics, 1976, Sup. 6.
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RHYTHMIC ACCENT PATTERNS IN ALEUT

A.S.ASINOVSKY,

Institute for Linguistics

Leningrad, USSR, 199053

ABSTRACT

Aleut, being a language without a word-

stress, forms its rhythmic structure by

means of two main things: rhythmic accent

and long vowels. There are several main

rhythmic accent patterns in Aleut, long

vowels "breaking ranks" - then, rhythmic

accent is counted from that "break".

INTRODUCTION

Suprasegmental features of three now

existing Aleut dialects have not been yet

investigated in detail. It is obvious,how-

ever; that such information could give new

material for typological studies, as well

as for comparative Eskimo-Aleut linguistics

(of. the comparison of Eskimo rhythmic
accent patterns in 1]).

The work of this kind on Eskimo material

was.begun some time agoC . The purpose of
this report is to present rhythmic accent

patterns of wordforms in Bering Island Ale-

ut , which is, probably. a conservative

form of Atka Island AleutBJ . The material
was obtained during two field trips to Be-

ring Island in 1982 and 1985. . _

Long Vowels

Thethree short Aleut vowels /a/./i/,/u/
have the correlative long vowels. Long vow-

els can be either included into morpheme

signifiers or result from phonomorphologi-

cal alternations: siching[s(C:i9a1 'four'
sichiing [swat-'0’] "nine“; aalukuxfiatt'ux' f
"he laughs"; aaluusakui [a:£°uzsm(°w5°] "he
laughs at sb.'. The initial /a:/ in the
last wordform is a part of the root-morph-

eme, the second long vowel /u:/ is a result

of lengthening lu/ before the transitivis-

ing suffix osao. This is one of the suffix-

es provoking obligatory lengthening of the

final stem-vowel. A long vowel in such a

position can be treated as two vowels,with

a morpheme-borderline between them.

Some word-combinations can also provide

conditions for vowel-lengthening; for inst-

ance, some ordinal numerals do so: salax

hisii [aztaxi’s‘igl "second', cf. alax [other]
"two“; qaankus hisivunrhsisifij “third",

Y.V.GOLOVKO

cf . qankus [$5 nk'us'] "three" .

The Correlation of the Morphemic- and

syllable Structures

Phonomorphological rules of the syllab-

ic structure of the wofdform depend, to a

large extent, on the phonetic structure of
the root-morpheme. The most typical root
structures are CVO? and YCY - two-syllable

roots with a final vowel: awarl.a£%€J"w0rkf
asu-kfésfiua’] |'pot", chachi-l [Gus c]"cover".
One-syllable and two-syllable roots are

also possible: qa-ibia§]"fish", sasuli-l
fiasuflétj "be annoyed". Roots of more than
three syllables are rare, and none-syllab-
ic roots is not found in Aleut.

Phonomorphological rules inAleut are
determined by two main princi les: 1) all;
suffixes (numbering about 120 can only
begin with a consonant; 2) the way of link-
ing the stem is determined by the phono -
morphological type of a suffix. We shall
illustrate here three phonomorphological
types of suffixes.

1. Suffixes linking the stem through a
long epenthetic vowel, e.g. -guta- "again"
- imat-ii-guta-ku-i[imat£:?utak°uffl"he is
shouting again". Linking a vowel-stem,these
suffixes lengthen the final vowel: adalu-
u—éuta-ku.x [o3a8utgzu'tak-uflwe is telling
lies again".

2. Suffixes linking the stem through
the epenthesis of normal length, e.g. -da
"the imperative" ohuns1-qaflum&hPinflate!?
-gi- "the objective resultative' - chiuué-

a'éiTku“x[5'5“’7’“f‘k‘uj'J "is washed". When
linking a vowel-stem, these suffixes d0
not change the length of the final vowel,
e.g3 cgfichi-ggi'cover!'[?051301.

. e an xes whose u f inkin
depends on the final soundagfoth: atom? in
case of a vowel-stem the final vowel be-
°§§§§ l°n83 the consonant-stem links these
i ties through the epenthesis of normal
s§§§v-‘ 03° of these suffixes is "the tran-
epentfiggis 3:3;5r3ageguliar feature of the

qgality is not constanieggg i;3;h§§ zuzpos-
gifghat, 1“ many cases, the choice between

erent variants of epenthstic vowels is

174 Se 8.5.1
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influenced by the vowel structure of the
wordform, e.g. chag-u-sa—ku-tgWsdkmg‘j
"he isfisplitting sth. with 3th."; ag-u-
sa—ku—x[a5u5ekfitfj “he is passing with";
chaqug-a—sa—ku-x[o‘afdgdmk‘u/yfl "he is chewh
ing sth.'_'; iklugI-a-sa-ku-i "he has bumped
againstqmwyasakty] . The first two
wordforms include the epenthesis /u/, the
second twouordforms — /a/. This distribu—
tion is not obligatory_but rather prefer-
able, i.e. it is a tendency, not a rule.
The choice between /u/ and /a/ depends on
the preceding vowel: [u/ follows /a/, and
/u/ is followed by /a/. This dissimilation
according to the height of the raised part
of the tongue) is typical of some suffix—
es which link the stem through the epen -

thesis of normal length.

Accent and Rhythmic Structure

Long vowels play an important role in

the formation of the rhythmic structure

of a wordform. Their distribution,however,

does not enable us to treat them as corre-

lating to a word or phrasal stress. The

rhythmic structure of a wordfcrm is form-

ed not only due to long vowels but also

according to a rule of distribution of ac-

cented and neutral (not accented) syllabl-
ea.

In wordforms of CVCVC—structure (if
they do not include long vowels), the

first syllable is generall accented,e.g.

tum [rd/3114.3] "dot", hatix acme“ “lips",_
chaliifaoeciyj"fishline". Accented/neutr—

al syllables do not coincide with the op-

position long/short vowels: the vowel of

an accented syllable is shorter than the

corresponding long vowel. .
A charaqueristic feature of accent is

its influence on the quantity of the con-

sonant following the accented syllable.

If a consonant follows a long vowel in a

wordform of similar structure, it does not

change its quantity, e.g. taachii[bn£n
"elbow bone", hachixfkéax§]"back'.vThe
first word shows an intervocalic /c/ of

normal length, the second one demonstrates

the corresponding long consonant. This

phenomenon can be seen most clearly if the

Consonant following the accented syllable

is an obstruent or sonant. ‘

In three-syllable isolated wordforms

the second syllable is accented, e.g. p"

hyutikuifigu~k°u¢°J "he is pouring (water),

kiduna&.Lki3é~a§J "he helped sb. . sani-

sisESnmLycsj "numeral". The consonant

following the accented syllable is also

lengthened but this is not so obv10us as

in two-syllable wordforms and is certain

031V for sonants. Consonant clusters app-

earing in none-syllable positions gotgo

influence the rhythmic structure 0 . e

wordform. .
Four-syllable wordforms (filth no longe

vowels) have two accented syllablesbejmg

first and the third, the third one

marked [more distinctly, e.g. haisatikui
fhé5§utzk0u§fij"he is getting ready", awazu-
nadjtzfihq]"he worked well". The acc-
ent on these syllables cause lengthening
of the following sonant (at least, it is
surely so in the position after the third
syllable).

In multi-syllable wordforms a rule of
rhythmic accent puts an accent on every
second syllable, except in the cases when
a long vowel appears and breaks the rhythm-
ic structure; then, rhythmic accent is
counted from that "rhythmic break".

The distribution of accented/neutral
syllables given above is of probability
character. Accent is closely connected with
the syntactic context of wordforms, or ,
rather, with their syllable st uctures ,
e.g. hlang haqakuifgflnaodk°u§§”my son is
coming up". The one-syllable word hlang
and three-syllable word haqakux give a
four-syllable stretch(syntagm), which is
accented as a four-syllable wordform. The
rhythmic structures of the words do not
contradict to the rhythmic structure of the
stretch, and,so,they are not changed. When
tw0'"notional" ("independent") words form
a three-syllable stretch, their own rhythm-
ic structures inevitably contradict to the
rhythmic structure of the stretch, e.g.
hlang snukuq "I have sent my son"[§égs:l°uk1!
A three-syllable structure tends to have
the second syllable accented - but not in
this case (the first and third syllables
are accented). It can be explained by a
rule of obligatory accent of the only syll-
able in the first, ”notional", word . Be -
cause of this, the three-syllable stretch
is accented as a multi-syllable structure
(every second syllable). If a three-syll-
able stretch is formed of.a "dependent "
( not notional") word and a "notional"word
the first syllable of the stretch is not ’accented, e.gx wan sudafyfinafiia "take thisone. ; cf. qax suda[$é;s°u9i£] "take the fish'
In these examples the "pointing word" wan .
does not prevent the speaker from putting
the fright" accent, and the "notional"word
qax is "a starting point" for the rhythmic
accent structure of the second stretch.

_Let us take he multi-s llab e ‘
chiganai qatuku; [E'iyonzugqaty'dk'uy "titergiggr
is rich with fish". The first wordform has
a "right" accent on the second syllable.
In the second wordform, our informants put
an accent either to the first or to the
second syllable. It depends on the type of
pronunciation: the "full'I type requires the
second syllable to be accented, i.e. the
rhythmic structures of both wordforms are
preserved in the stretcn. However, tne se-
cond wordform can be uttered in a "reduced-
type” pronunciation - then, the accen‘ isput to the first syllable of the second
wordform. It is important that if in thewordform the second syllable is accented
it produces a quasi-homonym, cf. ‘aatukuihe wants to eat". Long and accented vowels

o
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THE CHANGE FROM APICAL T0 DORSAL R IN NORWEGIAN

ARNE KJELL FOLDVIK

Department of Linguistics
University of Trondheim

N—7055 Dragvoll, Norway

ABSTRACT

There has been a rapid spread of dorsal pronuncia—

tion of r in South-Nest Norway during this century,

affecting more than 1/10 of the population of the

country. The dynamics of the spread are described

and reasons for it discussed.

In Norwegian the most common pronunciation of r is

an alveolar tap, [r]. In the Oslo area it is often

palatalized, [g]. A century ago r was pronounced

as an apical trill, [r],in most parts of Norway.
This pronunciation is now common only in a small

area between the towns of Flora and Alesund on

the west coast. The apical trill in this area is

a velarized one, L;q,and the alveolar tap in the
surrounding areas is also velarized, L9]. In the
three northernmost counties, Nordland, Troms and

Finnmark an alveolar fricative or approximant is

often used, [I]. In South—Nest Norway where the
dorsal pronunciation is common, a variety of pro-
nunciations of r may be heard; from a palatal,
velar or uvular fricative or approximant, [ja'ma
v, u], to a uvular trill, [R].

Information from the Norwegian Dialect Survey at

the University of Oslo forms the basis of Map 1.

It shows the towns of South-Nest Norway where a

dorsal r pronunciation is common and areas where

informants born about the turn of the century use

the dorsal pronunciation.

Map 2 is based on several different sources of in-

formation. In the first instance it was based on

information, some of it extremely detailed, that

the Directors of Education in 81 towns and munici—

Palities in South-Nest Norway supplied in 1978. [11

SECOndly, it is based on information from collea—

gueS, students, and local informants who have

offered information about their own area after

r3l programs about the spread of dorsal r.

When the two maps are compared it becomes clear
there has been a spread of dorsal r to big areas

in the South-Nest, but no towns have been affected.

Even if the striation of map 2 also covers fjords

and thinly populated mountain areas, so that the
Spread may look greater than it actually has been,

the area taken over by dorsal r has a population
in excess of 400000, which is more than 1/10 of

the Dopulation of Norway. This spread is the.

blggest change in the pronunciation in Norwegian

Se 9.1.1

during the last decades.

The dorsal r continues spreading quickly in some

areas, notably round about the towns of Bergen

and Flora, more slowly in other areas, for instance

inland from the towns of Kristiansand and Arendal,

and seems to have come toa halt near the town of

Risor, an 'apical' town of the South-East coasts

The spread of dorsal r can not be accounted for

purely by the motorically simpler movement that

is needed to produce it. With the latitude in

dorsal pronunciation it is not surprising that

speech therapist reports from the schools in

dorsal areas hardly ever show r—problems, while

in the apical areas r—problems are very common

indeed.

The spreading of dorsal r in Norwegian is facili-

tated by the fact that the dorsal and apical pro-

nunciations are equally socially acceptable and

are both used on Norwegian radio and TV, but also

by the fact that most people do not experience the

change in pronunciation as a change of dialect.

0n the whole Norwegians are dialect proud; pupils

are by law encouraged to speak dialect and dialect

is used by pop-artists as well as politicians.

But the main reason for the spread of dorsal r

would seem to be the prestige connected with dor-

sal towns and bigger settlements in the area and

the linguistic influence that these centres excert

on the rural districts. School centralization

which leads to children often travelling long dis—

tances by bus to go to bigger schools more often

than not situated in a town or bigger settlement,

facilitates the spreading.

Even if the spread is fast in several areas at

the moment there is reason to believe that it

will not continue at its present rate. It seems

likely that it will only continue as far as the

linguistic influence of dorsal towns and settle-

ments reaches. There are no signs of the dorsal

r spreading to any of the apical towns. The

dorsal r pronunciation in the capital of Oslo

seems to be restricted to some upper class speak-

ers only.

This change to dorsal pronunciation is easy to

register; far easier than for instance minute

changes in vowel pronunciation. Fieldwork and
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ABSTRACT

The results of a rating experiment are pre-

sented and related to 18 phonetic variables ob-

tained from a panel of phonetic experts. Record-

ed, non-emotional speech fragments spoken by ten

adult male Dutch cleft-palate Speakers were in-

vestigated. The verbal content was controlled in

all speech fragments. In the rating experiment

the cleft-palate speech fragments were rated by

two groups of listeners (of whom 30 had had a

training in speech therapy and 30 had not) on 19

speech scales and 15 scales pertaining to social

status, social attractiveness and competence.

The results show which variables cause listener

group effects. Additionally, the relation between

speech ratings and personality/social ratings are

displayed and compared for the two listeners'

groups. Moreover, the listeners' ratings are

related to the (expert) phonetic variables.

INTRODUCTION

Cleft-palate speech is the speech produced by

someone who has (had) a cleft palate. It is path-

ological in the sense that it sounds obviously

deviant from speech that falls within the range

that is accepted as 'normal' by the speakers in a

Particular speech community. It deviates from

'normal' on a number of vocal aspects pertaining

to articulation, phonation, resonance and proso-

dy.

Vocal aspects may be used by listeners to infer

information about characteristics of the speaker.

For example, when you talk to someone whom you

have just met for the first time, it may happen

that you 'get a first impression of the other
which is based on how the other speaks rather

than what the other says. Although it may happen

that such inferences are not in keeping with the

reality, they play an important role in (first)

1mPression formation.
It is not clear to what extent typical cleft-

Palate vocal characteristics contribute negative-

ly t0 the impression people get of the speaker in

question. The present paper attempts to answer

this Question. To this end perceptual ‘descrip-

t1°ns of the relevant vocal characteristics were

related to inferences about speaker characteris—

tics that are based only on vocal information.

The Process of attributing speaker characteris-

tics from only vocal aspects appears to include

“or only conclusions about psychololflcal and
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social aspects, but also about physical aSpects

of the speaker's identity such as his or her sex,

age, height, weight, physique and state of health

[2]. The study reported on here does not deal

with inferences about physical aspects of the

speakers. It deals with personality and social

aspects on the basis of vocal aspects. Moreover,

the personality and social judgments in this

study are obtained from listeners only; they are

not obtained by means of tests.

METHOD

At the base of the research reported on here are

running speech fragments from a sample of Dutch

cleft-palate speakers. Firstly, the vocal aspects

of these fragments have been phonetically de-

scribed. This was done analytically by a panel of

experts. Secondly, the same vocal aspects were

judged in an associative fashion. This was done

in a rating experiment by various relatively

large groups of listeners. Thirdly, the speech

fragments were used for obtaining associative,

inferential judgments about the speakers' person-

ality and social aSpects. This was done in a

rating experiment as well, by the same listeners

that also rated the vocal aspects in an associa-

tive fashion. Thus, the cleft-palate speech sam-

ples were described on three levels. Analogous to

the lens model [1], these three levels of des-

cription can be referred to as 'distal', 'proxi—

mal', and 'attributional'. 0n the distal level is

the phonetic description of the vocal aspects; on

the proximal level the associative description of

the vocal aSpects; and on the attributional level

the associative description of the personality

and social aspects. The rating experiment was de-

signed in such a way that the proximal and the

attributional levels were distinguished.

S eech material

The data base consisted of recorded prose passage

renderings by ten different cleft-palate speak-

ers. The prose passage was an emotionally neutral

reading text, and yielded more than one minute of

running speech per speaker, the verbal content

being controlled. The speakers were male, had

slight South-Eastern Dutch accents, and were aged

between 17 and 48 years.
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The phonetic description

A combined approach was followed: Both a segmen-

tal and a nonsegmental description were made of

the speech material (see above) by four experts.

In addition, 12 linguistically trained judges

were used for obtaining intelligibility scores.

These were based on nonsense sentences read aloud

by the ten cleft-palate speakers.

The segmental description indicated which pho-

nemes were pronounced deviantly and how often

each of the following typical errors were made:

(1) fronting of the Aplace of articulation,(2)

backing of the place of articulation,(3)

glottal stop, (4) nasal emission,(5)

nasal explosion, and (6) denasalitz.

The nonsegmental description consisted of ratings

on 33 vocal parameter scales. By means of scalar

degrees it could be indicated for each parameter

whether the deviation from a predefined neutral

point was either 0, 1, 2, or 3. The ratings are a

mix of quality and quantity. This means that if a

particular vocal effect is very strong when it is

present it would be rated as 3 if it occurred

relatively often. However, if it occurred rela-

tively rarely it would receive a lower score. The

scales pertain to: (l) supralaryngeal features

(concerning the lips, jaw, tongue tip, tongue

body, the velopharyngeal mechanism, the pharynx,

as well as supralaryngeal tension and precision

of articulation), (2) laryngeal features (con-

cerning phonation type and laryngeal tension),

and (3) prosodic features (concerning pitch,

loudness, and temporal structure). The intelligi-

bility scores were expressed in percentages of

syllables that were reported correctly, averaged

over the 12 judges.

The associative description

For the associative description, the speech mate-

rial that was phonetically described was present-

ed to 60 female listeners. Their mean age was 22

years, ranging from 20 to 26 years. 30 listeners

were students from the college of speech therapy

training in Nijmegen ('TRAINED'). The other 30

were students enrolled in the Faculty of Arts of

the University of Nijmegen, but not in language

courses ('UNTRAINED'). The listeners were born

and raised in the South-Eastern part of the

Netherlands and were therefore accustomed to a

South-Eastern Dutch accent. The rating experiment

took place in a language laboratory with individ-

ual booths. The listeners were presented with the

recorded speech material via headphones. They did

not know any of the speakers nor did they know

what the speakers looked like. The listeners were

asked to rate each bi-polar (7-point)scale on the

rating sheets they got in front of them. The

meanings of the scale positions was explained to

them in the written instructions. The instruc-

tions also encOuraged them to give their first

impressions. In fact, they were only given ap-

proximately 3 seconds per scale to respond. The

rating scales were divided into two categories.

One category contained scales pertaining to vocal

aspects ('speech scales'), the other contained

scales'), the other contained scales pertaining

to personality and social aspects. The two types

of scales were rated in separate sessions.

Twelve speech scales refer to more or less gener-

al vocal aspects that pertain to articulation,

phonation type and prosody (viz. standard, pre-

cise, intelligble, good reading performance;

bright, creaky; high-pitched, varied, expressive,

loud, quick, smooth). Seven speech scales refer

to pathological vocal aspects (viz. nasal, with

a blocked-up nose, snorting, snoring, glottal-

ised, hoarse, lisping). In addition, there was

one question with a dichotomous response catego-

ry, namely: "Do you think speech therapy is re-

quired? yes/no".

The personality/social scales refer not so much

to the classic Evaluation, Potency and Activity

dimensions, but rather to dimensions that were

considered to be more relevant in connection

with the social acceptability of people with a

speech defect. Therefore, they refer to social

status, (social) competence and social attrac-

tiveness (viz. of high social status, highly

ambitous, with qualities of leadership, self-

confident, reliable, intelligent, suited for

public speaking, strong-willed, careful, inter-

ested, friendly, warm-hearted, spontaneous,

cheerful, modest).

RESULTS AND DISCUSSION

Firstly, I will discuss the outcomes of t tests

based on the associative ratings. This is done,

separately for the speech ratings and the person-

ality/social ratings, to determine whether there

is any difference between the ratings of the two

groups of listeners (viz. TRAINED versus UN-

TRAINED). Subsequently, the relations between

associative speech ratings and personality/social

ratings will be discussed and compared for the

two groups of listenerss. Finally, the relations

between the analytic speech description (esp- of

the pathological aspects) will be related to the

associative ratings. Again, the groups of listen-

ers will be compared.

Before the associative ratings were subjected to

t tests, interrater reliabilities (Cronbach's

alpha) were computed, separately for each scale,

and separately for the two groups of listeners.

For the speech scales, these coefficients gener-

ally appeared to be satisfactorily high (>-80)
and comparable for the two groups of listeners.

The only conspicuous differences between the two

listener groups occurred for a few pathological

speech scales. Firstly for not sniffing- sniff-

ing, not snoring-snoring, not hoarse-hoarse, and

not creaky-creaky, where the reliabilities of

the UNTRAINED listeners were comparatively low.

ranging from .hh for not sniffing-sniffing to

.74 for not creaky-creaky while the relia-

bilities of the TRAINED listeners were higher
than .90. These differences were due to the feet

that the TRAINED listeners indicated differences

between the various speech fragments more clearly

than the UNTRAINED listeners. And secondly there

was a conspicuous difference for not with 8

blocked-up nose-with a blocked-up nose! where
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the reliability for the TRAINED listeners was

lower than for the UNTRAINED listeners was lower

than for the UNTRAINED listeners (viz. 71 versus

.91). This was mainly due to the fact that the

TRAINED listeners did not seem to agree much

among themeselves with respect to the scale posi-

tions they assigned to individual speech frag-

ments. As for the personality/social scales,

there appeared to be no differences between the

two listeners groups that are worth mentioning.

Twelve scales were rated very reliably > .91).

Three scales (viz. unfriendly-friendly, con-
ceited-modest, and unreliable-reliable)

were rated less reliably, with coefficients rang-

ing from .69 to .80. In addition, it appeared

that in general the personality/social ratings

were less extreme than the speech ratings. This

could mean that the listeners are rather careful

in attributing personality/social characteristics

to speakers on the basis of only their speech.

In subsequent analyses use was made of the mean

of the ratings of 30 listeners on each of the 19

speech scales and 15 personality/social scales
respectively, for each of the ten cleft-palate

speech fragments.

The t test results revealed that statistically

the ratings of the two groups of listeners (aver-

aged over 30 listeners and 10 speakers) were

equally high. Therefore, the conclusion is that

there is no effect for groups of listeners, nei-

ther for the speech ratings nor for the personal-

ity/social ratings. With respect to the speech

ratings this could mean that also in a normal

social context the cleft-palate speech aspects

are just as salient for laymen as for speech

therapists. With respect to the personality/-

social ratings this means that apparently listen-

ers are rather consistent in the attribution of

personality/social characteristics on the basis

of someone's speech only.

In order to determine whether there are any rela-

tions between associative ratings of vocal as-

pects and associative ratings of personality/-

social aspects, product-moment correlations were

computed. Firstly this was done, separately for

the two groups of listeners, for general ratings

(i.e. ratings that are not only averaged over

listeners but also over scales). This general

correlation was .80 for the TRAINED listeners and

.88 for the UNTRAINED listeners.

In order to be able to investigate the relation

between associative speech ratings and associa-

tive personality/social ratings in more detail,

correlations were subsequently computed between

every speech scale and every personality/social

scale, separately for the two groups of listen-

ers. From the results it appeared that, for both

groups of listeners, the more general (i.e. not-

pathological) speech ratings correlate signifi-

cantly with personality/social ratings far more

often than do pathological speech ratings.

Speakers that were judged to speak little var-

ied, expressive, precise, smooth, clear, loud,
and who were judged to have a bad reading per-

formance were judged less positively on most

Parsonality/- social scales than were speaker
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that were judged 'to speak varied, expressive,

precise etcetera. It should be noted, however,

that this finding may be an artefact of the

speech material that, was used (viz. a reading

text). As for the pathological speech ratings,

there were some remarkable differences between

the two groups of listeners. For the UNTRAINED

listeners there were significant correlations

between ratings of a number of pathological

speech aspects (viz. nasal, snorting, snoring)

and judgments about certain personality/social

aspects (viz. unsuited for public speaking,

without qualities of leadership, modest, waver-

ing). For the TRAINED listeners the judged

presence of pathological speech aspects did not

correlate significantly with personality/social

judgments. This difference between the two groups

of listeners is important insofar that it seems

to indicate that a layman is more inclined to

attribute certain less positive personality/-

social characteristics to speakers with obvious

cleft—palate speech defects than a speech thera-

pist.
Before the analytic description of the vocal

aspects were related to the associative ratings,

statistical analyses were carried out - for the

nonsegmental description and the intelligibility

scores - in order to make sure that the ratings

were reliable, and that the various parameters

were relevant to the aim of the study. The relia-

bility of the means of the scores was assessed by

means of_Cronbach's alpha.
It appeared that for the nonsegmental parameters

this coefficient ranged from .06 for protrusion
of the lower jaw to .88 for speech rate.
Only values higher than .75 were considered to be

satisfactorily high. Consequently, only ten out

of the 33 nonsegmental parameters were considered

to have been reliably rated, namely: nasality,

nasal emission, precision of articulation, whis-

periness, creakiness, pitch mean, Apitch range,

loudness mean, interruptedness, and rate.

The parameters that were rated most severely,

averaged over the ten speakers, were nasality,

nasal emission and whisperiness. In order

to assess whether the ratings on these scales

varied as a function of the speakers, the ratings

on each of these scales were subjected to sepa-

rate analyses of'variance with two fixed factors

namely 'speakers' and 'raters' (level of signifi-
cance= 5%). It appeared that the facifr 'speak-

ers' was significant for all ten scales. inspect-

ion of the mean ratings (N=4) for each , these

parameters revealed that this was not caus.’ bv

just one or two speakers who had received extreme

ratings while the other speakers were rated

neutral.

For the average intelli ibilit scores (N-lZ)

the reliability coefficient, averaged over ten

speakers, was .85. The scores for the individual

speakers ranged from 80% to 982. However, for

nine out of ten speakers the range was between
922 and 98%. This points to a ceiling effect.
Additionally, in order to examine how the 18
different analytic variables (i.e. 7 segmental,
10 nonsegmental, and l intelligibility variable)

were related, product-moment correlations were
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computed. There were nine significant correla-

tions and in only five cases the correlation was

so high that more than half of the variance in

one variable was accounted for by another varia-

ble. This concerns the following variables:

(nonsegmental) nasalitz and (nonsegmental)

nasal emission (r- .71), (segmental) nasal

emission and (nonsegmental) nasal emission

(rs .79), (segmental) nasal explosion and

(nonsegmental) loudness mean (r- .71), (seg-

mental) glottal stops and intelligibilitz

(r= -.87), and precision of articulation and

pitch range (r- .71). Because neither of

these correlations are extremely high, it was

decided to relate all 18 phonetic variables to

the associative ratings.

To determine the relations between the phonetic

variables and the associative ratings, product-

moment correlations were computed, separately

for the two groups of listeners.
In the first place, this was done between the

phonetic and the associative descriptions of the

vocal aspects. Correlations between the following

parameters were significant, for either one or

both of the groups of listers. Correlations

higher than 1.63! are significant. The height of

the correlations indicates the validity of the

associative ratings of the speech aspects. The

first correlation is of the UNTRAINED listeners;

the second of the TRAINED listeners.

l. (Segmental) fronting of place of articula-

tion with lisping (.84, .81)

2. (Segmental) nasal explosion with snor-

ing (.48, .66)
3. (Nonsegmental) nasalitz with nasal

(.92, .83)
4. (Segmental) nasal emission with snort-

ing (.40, .81
5. (Nonsegmental) nasal emission with

snorting (.64, .90)
6. Intelligibilitz with intelligible

(.54, .69)
7. (Nonsegmental) whisperiness with hoarse-

(.88, .90)
8. (Nonsegmental) precise articulation with

precise (.86, .83)

9. (Nonsegmental) rate with quick

(.82, .80)

Apparently, for snoring, snorting, and in-

telligible the associative ratings of the

TRAINED listeners are clearly more valid than

those of the UNTRAINED listeners. For lisping,
nasal, hoarse, and precise there is practi-
cally no difference.
In the second place, this was done between the
phonetic description of the vocal aspects and the
associative description of personality and social

aspects. Correlations between the following pa-
rameters were significant for either one or both

of the listener groups. Their height indicates

the strength of the relationship between 'true'
vocal characteristics (i.e. vocal characteristics
as described analytically by experts who were
trained to do the job) and inferred personality/-

social characteristics. Again the first correla-

tion is of the UNTRAINED listeners; the second is

of the TRAINED listeners.

l. Nasalitz with suited for public speaking

(-.61, -.66) .

2. Whis eriness with intelligent

(-.71, -.685

3. Hhisperiness with of high social status

(-.66, -.69)
4. Hhisperiness with with qualities of

leadership (-.62, -.66)

S. whisperiness with suited for public

speaking (-.62, -.64)

6. Rate with spontaneous (.56, .64)

7. Rate with modest (-.71, -.76)

Apparently, these correlations are much the same

for the two listener groups. In addition, it

appeared from the results that precise artiufl-
stion and pitch range correlate signifi-

cantly with every personality and social scale

except for suited for public speaking, self-

confident, and modest. Their correlations

ranged from .68 (e.g. for intelligent ) to

.91 (for careful) and were comparable for bah

groups of listeners.

CONCLUSION

From the results it appeared that there are obvi-

ous relations between some pathological vocal

characteristics (viz. nasalitz and whisper-

iness) and negative ratings on some personali-

ty7social characteristics pertaining to social

competence. These relations were more or less

equally strong for TRAINED and UNTRAINED listen-

ers. However, it also appeared that for more

general (i.e. not-pathological) vocal character-

istics (viz. rate, precision of articulation;

and pitch range) the relations with rating on

personality and social characteristics are more

pervasive. Moreover, the results strongly suggest

that these five vocal characteristics mediated in

the attribution process. Admittedly, whether

these vocal characteristics are actually used for

attributing personality and social characteris-

tics of the speakers in a normal social context

would have to be investigated in a more realistlc
setting.
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The Flood of Japanised Foreign Words and 'l'hese Futurity

Dr. William .\kira Sakow, LL.D.
‘

International Society of Phonetic Sciences

I want to discuss the flood of

'Japanised' Foreign Words which have ap—

peared in the numerous advertising, social

and educational fields, and to criticise

from the point of Phonological and cultural

viewnoint. Because, the making use of these

strange words are very important from

cultural standpoints, but, on the other

hands, some serious flaws strikes my minds.

Explanation of Japanese pitch accent:—

/ha_lt0/ =mJ-_ = dove, /hall—u.:,"= fl}: feather,

Niomolro/ :flfl mind. ' (2) Phonetic'symbols,

x/S/f/j /! /Z 31/7/4- ['6/,=I/tf/, /J/"-‘/'dJI/:

/ / = phonetic flotation.

FOI' the last twenty or thirty years, and

as an indirect result of the Second World

“31‘, we, even language teachers. often have

been Surprised at. the large number of so

Called Japanisrd Foreign Words to bu". found

in the fit-Id ol‘ advertising, and in many

shops' nann‘s. Hood and utilization of

foreign words into public and private in—

l'ormational fields, seems to me, as wonder-

ful introducing knowlege of western civili—

zation, given to the Japanese, but. on the

other hands. the thought to introduce 1hint§S

Without critical consideration, is an ab—

normal tl‘longhtlessness perhaps coming from

tlw white—phobia of the Japanese during

Meiji Restoration ol-a. That .is to say, most

M." Japanese advertisers may suppose without

“I‘lllil'y ol' the matter, that advortismnt‘nt

with so many foreign words (both original

Spelling and .Japanisml loanwords as wvll).

may be interested and praised by many guests,

Whether the foreign vocabularies are under-

stood Or not by them. How hasty deed the

Japanese do!
According to my these long belief, I'll

select some hundreds of familiar Japaniscd

loanwords from about 36,000, and try to

estimate their future usage and longevity.

At present, the Japanised loanwords are

said to he so many words including every

fields, but as far as 1 studied the borrowed

words, from educational point of View, 1

think about 10,000 will be enough, excluding

personal names, geographical names and the

names of novels and arts' works. About a

half of the loanwords are English, in origin

from Great Britain and U.S.A., and other

minors are Chinese, French, Portuguese,

Dutches, Russians, ltarians, Spanishes,

Germans, Koreans, Sanscrits and Latins,

etc.

1. The Japanised loanwords before World

War 11.

I was born in a countryside of Gifu Pre-

fecture in 1912, but I REMEMBER VIVIDLY,

even at present, that we, country boys, were

using, in those days, twenty or more borrowed

Japanese. words without thinking of them as

"loanwords." For example, my mother used to

say to me, '§5}ppo to manlo o waEure nalide,

\kilT-a!‘ 'Don't foget to wear chapeau and

mantcau, Akira!’

other loanwords 1 can remember from my

younger days were:-

(Lnli-CSU/ — shirt, /bortan/ — bot‘éo (P),

; F”|'fl:hu_/ - tube, /'talija/ — tire, 9'3'1‘1'. /meh_'iken-

lo. - American flour, /a/ — p30 (P), /koE§fl:/
, (-oi'I'I-Q ,lhoF-umarin/ - Formalin (G), /alI-'ukon'u/

alrhol (D), /doF-6h)pu/ — drop, /s_afidoitEi/—

sandwich, /§i1roppu/ — syrup, /sol:se:2i/ —

sn-uage, / knEutera ;’ — castella (P),

,r'lx..lisuretsu/ — cutlet, /kall'e:raWisu/ — curried

ll('l‘. fol—nuretsu/ — omelette (F), /tamato/—

tonnuo. ,x’kolrokke/ — croquette (F), /bilsukatto/

-A biscuit, /b5lnana/ - banana, /biEuteki/—

bi l'i c-<:h (F) .

2. Japanised loanwords from 1950 to 1982.

.1) Among the above mentioned loanwords,

pm). rastella and some others were introduced

from Portugues in 1774, and also coffee,

syrup, beer and some others from Dutch.

Many words particularly since 1950 (but
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also going back to the Meiji Period. an im—

portant fundamental period), have become

mixed with Japanese words , and this has

caused confusion and problems sometimes in

national language education in Japan. Per—

haps. if you refer to a run) ot'Japancse

advertising, (Reference 2. p. .iv) you will

be surprised to see how many loanwords are

used compared to the number of? Japanese

words.

Some Japanese scholars think that there

is a danger that the flood of loanwords into

our language may cause damage and confusion

to our Japanese Mother tongue. But the

majority of these loanwords surely enrich

the vocabulary. and hence the culture of

Janan. But we Japanese must pay important.

attention to the correct pronunciation of

borrowed words and syllables. We must care—

fully compare the differences in pronuncia—

tion between the native and the Japaniscd

pronunciation of it.

Some of these loanwords will dienatural—

ly, through lack of use or from being out of

date. while others will live on and become

a natural part of our language in the

future.

bl Loanwords which were abbreviated

into simple syllable bv the Japanese:—

4?.)1‘3'm6Iga/ -: modern girl, til: ['mabo/ _- fldern

fly, "‘7 ,I’dmnref" :dcflation, 5'“I€. g’dGhno/

.= demonst ration, ‘-‘IL 1 EJ'maukomi/ —. mass
____ . . _.__T_ / .T_—‘

communication, ' a a /pfilro, = profe551ona1 ,

n45—Z/hafitcku,1 high technolog , Z)x’>'7'/

,.'afi3a.man/ :: apartment house+mansion, /\"~{.1:/

frwal'so.kon/ =. personal computor, ,, 5.

/ififie‘Een/ = image ghange, just like a noun.

. “ “ .— ~/"m6‘|ga.bil'3(]:in/ : 1n_odern girl '5

beauty parlor.

3. Newly made Japaniscd Foreign Words.

a! We call these words "WaEei—Ehgo.”

which means. roughly, “English made by the

Japanese.“ aortunately, however, many of

these words or expressions are not under—

stood by foreigners from whose country the

words are derived! For example, the sound

of some of these wurds resembles English,

but theii- meaning is not understood by

native English speakers. The Japanese seem

to like to create new words in this way.

It is quitr an interesting and creative use

of languages. Don't you think so? I can

see though that other people are more crit-

ical and offended by what they see as a

misuse of language. Some examples are:-

9'1 1' /n.'flita:/ .: night game, '5‘ ~v'— . iii ~

/o:ba: .[neilitaz -" = overnightcr, which "Jeans an

accessory (-asc t‘or a short stay, 4:21,- . , c‘ ,1

,"§flsuta: .bo:i .- sister boy, means a boy like

a young woman. a". / l >~ /meiF-ucit51'¢»nt,o,/

. multi talent. means a talent who can do

everything well, '1 11,3.5' : —5‘ /suliekki.b6l:i/

stick boy, means a man who works and get

money by doing a woman's walking mate,

opp. stick girl, 775 7 ’7' g/raI-i'gu.k§lja/ 2

life care,- moans care for old men,

' 7 . 1/ y "/mcITn _ sniltando/ .; main stand,

means main seat, at. baseball stadium,

3",- :1» Z “ y .ZK'Z/gor: rudcn . ui-l : ku/ golden

week, means a week with many public holidays,

W ”IV/qauilzl-u weather all coat.

, , ‘ .. ‘ “/no:.suliokkingu/zno—stocking,

«« . will, no:gt :mu/ -= no game. means the base—

ball game which can not be continued before

fifth inning by rain or an accident,

a 4 >1,2“y -/rolx'i1ansu.gn rFl:/ : romance grey,

means a charming middle aged man. a“ 1'17

1’2 > Edgafiorin.sut.'iln do," -_ gasoline stand.

means, gas station.

b) Some New Trends in making loanwords.

Recently '[ come (ICT'OSS some of the follow-

ing new and interest ing ways of making more

loanwords in Japanese:—

i.) noun+suru (Verb) ,I'sulru/ : do.
-—"—‘....

Japanese may be able to make new expres-

sion easily by nounisuru (Verb). suru : do.

t‘x.:— Japanese mumsni-fi...’ rjolkoz / (travel)

asurnptravcl {62 .or make a journey.

ex. :- such 'a loanword + sur‘u. ,.’sIKappu/(st0p)

‘ snru . ,/s5li ensu/(scicnm: ) resuru ,

/_i_ lfiwoen/(image change) 1.5;l.|l.‘.l.l.. etc.

ii) a loanword + Japanese noun

ex. :— /hmteku.§zflkai / ( I‘d‘f'yf/{fn’l

society with high techno. ogy.

/no: .hau kjolziku / ( J -'/\‘7.'-?;{ '47)

= education which respect high tech-

nical knowledge. ..

,T'm :do. 61: ga _/ (f’x ’ \- .;I_"fll : nude

movie. ‘

/kon.'lpju :ta:/(/KO‘71 a 77333,-) = ,z’kon/

putor. Japanised loanword. = to find

a mate for marriage by computor-

/'keTl-<k_orl/(§§5‘; = marriage.

c) Some iv-"port out sound change for under-

standing thesu- loanwords in Japanese.

i) when a word moves" into another

country, not only the pronunciation may be

changed according to the phonemic system 0f

the new linguistic environment, but also the

spelling may be changed, too. v

ex.:— [Jig l/paltto/ - pad/ paed/, z\‘--g/T_./b?—1‘L_C_i/

— badge/b331,", 3F ‘ l:_1c,7Z/hotl'tod6|kliu/

— hot .dog/ hot.dog(winner) ,W

/gu5r-o kki/ — groggy/grogi/, etc-

According to the Japanese phonemic sys‘

tem, isound (a choked semi—vowel) 8909““

only a voiceless ora semi—voiced sound, and

by the long custom. Japanese people tend to

use voiceless or semi-voiced instead 0f

voiced. ‘ /

ex.:- /d/—-r/t/, /j'/-> /(‘i/, and /g/->/k/!

etc.

Semi—voiced sounds are /pa/ /pi/ /pu/ /nf‘i/

/DO/, /vJa/ /plu/ /pjo/.

ii) The choked sound 1 is one kind of

a St"JP 01' fr‘icativc consonant having

Japanese one syllable value. ]_ think “‘15

special consonant resembles a Glottal stop

in an English consonant.
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ex. :— 1 "(i/a /ii§'§o/ = together, /§/ = frica-
tive, )x'ql/pagto/ = suddenly, /t/=

stop consonant. ‘ . .n
‘ a

d) It is important for us to differen-

tiate between the pronunciationof’syllables

in the Japanised loanwords, and in the

country of origin of the loanwords.

i) We must take particular care about

the changes and differences in pronuncia-

tions of vowels,consonants,syllab1e accent

of pitch and stress, and closed and opened

syllables.

ex.:-
7. {~'-71.?7/sulpo1:kusuman/- 7 syllables.

spokes.man7 spouksmGn / — 2 syllables.

3 7‘ £5. :UZV/ko Bumopélritan/- 7 syllables.

cosmopolitan/kozmapolitan/ - 5 syllables.

ii) A little explanation of Japanese

Syllabary.

The syllabary (/dfisetsu.moEi/) is denoted

with 'kana'-characters. Below is the sys-

tematic table of the fifty sounds of the

Eiflfl syllabary in the Japanese language,

which was thought to have been completed

about 1695 A.D.

The kana syllabary (50 sounds).

'7 7 'Y '4' I‘ f 5 '9' 71 7

(VI) (:1) (ya) (mm) (M) (m) (a) (II) On) (I)

¢ u 4 s a = r y + 4
(I) (ti) (I) (ml) (hi) (all (chi) (.Ihi) 0:0 (I)

'7 III :- L 7 ’- '7 2 7

(II) (ru) (yin) (mu) (In) (an) (nu) (nu) (kn) (u)

: u x r A $ r a k x

(a) (re) (n) (me) an) (m) (m) (n) (he) m

a u 5 £- m l l' 'I = t

(0) (10) (v0) (mo) (ho) (no) (to) (no) use) (a)

This table does not always show whole syl-

lables of Japanese, but vertically Slettcrs,

and horisontally lolptbcrs, make 50 sylla—

bles.

We can see from the table that Japanese

syllables are constructed in the following:-

1) one vowel .. /a/ 7 ,

2) one consonant+one vowel .. /ka/ L

3) one consonant+onc glide+one vowel ..

/kyo/ i; , /kwa/ Z; , etc.

We know of course all syllables have al-

hays at least one vowel, therefore Japanese

15 an open-syllabled.

4- In conclusion.

Within the limits of these four pages, I

have tried to introduce you, my friends and

f'ellow phoneticians from around the world,

some of the many loanwords from different

countries which have become a nart of the

Japanese language, and how these words have

changed from theil~ original pronunciation

“0' become Japanisrd. There are so many of

these words in Japanese now and it is not

Reference No.1

easy to make summary of them all in their

address. But I have attempted to select a

few appropriate, and I hope, interesting

examples for you‘when I say 'bye-bye,‘ 'my

homo,‘ ‘golden week,‘ and '/sayonara/h0me-

runfl Ithink of these words now as Japanese

words, not as Japanised foreign words. The

Japanese people are now very familiar with

such words.
In ending, I would like to say that lan-

guage is one of the best tools we have, to

enable us to become close friends with each

other. It can and should strengthen mutual

understanding and friendship between us.

Language scholars can make a significant

contribution to the welfare of different

people and their communities.

So, let's increase exchanging programmes

between our different countries, Now is the

best time to implement these programmes.

Thank you for your attention!
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PERCEPTION OF PARALXNGUISTIC CUES OF AGE AND SEX
IN MANIPULATED SPEECH: AN EXPLORATION

Leo W.A. van Herpt

Institute of Phonetic Sciences
University of Amsterdam

ABSTRACT
An experiment is performed to explore the pos-
sibility to eliminate or control different paralin-
guistic phenomena in spoken texts in such a way
that fundamental perceptual dimensions can be
judged more or less in isolation.
Specifically the effect of several acoustic mani-
pulations of speech, coupled with different de-
grees of content masking, on the perception of
voice and pronunciation qualities, and the attrib-
ution of age and sex are studied.

1.0 INTRODUCTION

A major problem in phonetics is the generally low
correlation between perceptual ratings in speech char-
acteristics and the supposed acoustic criteria of these
attributes. To be able to identify the acoustic correla-
tes of perceptual voice and pronunciation characteris—
tics it is essential to have reliable and valid percep-
tual judgments.
Scaled values of Voice and Pronunciation (V&P) ob-
tained through the use of the semantic differential
method have been found to be satisfactorily reliable
[6] but attempts to validate the measures against an
external criterion are quite unsuccessful [3]. Judg-
ments of V&P in connected speech are probably par-
ticularly contaminated by irrelevant factors due to
halo-effects and stereotyping [8]. Both mechanisms
Produce systematic errors. Stereotyping transforms
Perception in the direction of expected behavior, and
halo-effect biases judgments on the basis of one par-
ticular feature. Among possible irrelevant influences
are content and intelligibility of the text and infer-
ences concerning emotions, age and sex of the speak-
er. The result is a tendency to bias ratings on all
scales if one of the attributes deviates from what is

exPected. The resulting semantic differential thus re-
Presents a general impression rather than.a strict
scaling of various (independent) V&P attributes.
Our Work aims at increasing the objectivity of ratings
0f VSzP cues by trying to eliminate information which
SiVes rise to stereotyping and halo-effects. The term
'V&P cues' refers to content-free measures of speech,
especially those components of paralanguage which
Trager [14] calls voice qualities and qualifiers which
include such things as pitch height, pitch range, glot-
tis control, resonance, intensity, tempo, rhythm con-
trol and articulation control. To have listeners re-
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spond optimally to those vocal qualities of speech the
verbal meaning has been masked in the present exper-
iment. This has been done in several ways and de-
grees to eliminate or mask also several paralinguistic
phenomena in order to give more prominence to other
paralinguistic dimensions that have to be judged.
Specifically the present exploration was designed to
study the effect of manipulations of several paraling-
uistic speech components coupled with different de-
grees of content masking on the perception of funda-
mental perceptual dimensions of V&P and on the per-
ception of vocal age and sex cues.

- 2.0 EXPERIMENT

The experiment consists of an evaluative rating‘by 47
listeners based on one minute oral reading from six
Dutch native speakers. Each speech sample is manipu-
lated in seven different ways. These 42 fragments and
the unmanipulated text twice are rated on fifteen
seven-point bipolar semantic scales. In addition the
judges indicated in each condition the supposed age
and sex of the speaker.

2.! Speech material
The speech material consists of an identical text of
about one minute duration read aloud by the speakers:
three men - 28, 32 and 36 of age - and three women
- 28, 28 and 32 of age. An oral reading text was cho-
sen to control for between-speaker differences in lex-
icon and syntax. These six fragments have been an-
alysed, manipulated and resynthesised on a Data Gene-
ral computer (Eclipse 8/200) at a sample frequency of
10 kHz. in order of presentation the following manip-
ulations of stimuli are performed.
1. Reverse. This procedure is comparable to playing
backwards a tape recording at normal speed. The
method eliminates the necessity to control the general
effectiveness in conveying meaning [12], the content
is fully unintelligible, but overall pitch spectrum is
preserved.
2.Splice. Scherer's randomized splicing procedure ba-
sically "consists of cutting a stretch of recording tape
into pieces and splicing them back together in random
order" [11]. We randomized stretches of 50 millisec-
onds which results in total unintelligibillty. Random
splicing preserves the voice spectrum and eliminates
or masks voice dynamics such as rhythm and intona-
tion. Since many of the pauses are broken up and
since the parts are randomly distributed the tempo
impression is more distorted than under the 'reverse'
condition.
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3. Scramble. This procedure divides the text in seg-

ments of equal length - in our case of l millisecond -

which are alternatedly multiplied by +1 and -l. The

resulting discontinuity causes a perceptually unpleas-

ant tone which we reduced by filtering the signal

low-pass at 1000 Hz (Butterworth 4th order). The

content of the text is completely lost, and along with

the high frequencies also a good deal of the voice

quality, though indications of suprasegmentai phenom-

ena can still be heard.

4. Speech Babble. In this procedure a text is, so to

say, several times piled on itself. The number of 'ech-

oes', the distance between the starting points of the

echoes and the damping factor are parameters in the

program. Our stimuli are synthesized with five echoes

at a distance of one second and without damping. We

surmise that perceptual judgments of this type of

stimuli may be related to long-term average spectra

because this condition focusses the attention of the

listener on the 'average' frequency spectrum instead

of on pitch variation which is commonly related to

intonation.

5. Normal. The fifth and the the ninth condition are

identical and consist of the original, unmanipulated

recordings.

6. Filter. The three female voices have been low-pass

filtered at 250 Hz; the three male voices at 150 and

at 250 Hz. (This manipulation is only partly effective

because after filtering the signals are amplified again.)

From the ratings of judges it appears that also in this

condition almost all content is lost. According to

Kramer [9] and Starkweather [131 along with the high

frequencies most of what is usually called voice qual-

ity is filtered out.

7. Whisper. The signal is resynthesized with noise as

source. Because of the spectral roll-off of the noise

source, the frequency components in the vicinity of

the very low frequencies are relatively strong, which

results in an impression of roughness in the intensity

domain and poor intelligibility.

8. Vocoder. A seven channel vocoder analysis has been

performed. For resynthesis of the fragments the seven

spectral envelopes are used again. Noise with a spec-

trum identical to the average speech spectrum served

as a carrier. The result is a whisper-like speech of

reasonable intelligibility.

2-2We
We had in view to present the stimuli in order of

intelligibility. A pilot study with three expert listeners

showed that the intelligibility of the conditions Re-

verse, Splice. Scramble and Speech Babble are respec-

tively nil to minimal. Filter, Whisper and Vocoder - in

that order - are less content-masked which might

cause the listener to concentrate on the content of

the stimuli. Hence, a Normal condition is inserted

between Speech Babble and Filter. The ninth condition

is again Normal which enables us to determine the

reliability of this measurement.

in each condition the speech samples of the six spea-

kers are presented in random order, with exception of

the Filter condition in which first the three male

voices with cut-off point at 250 Hz are presented,

next the female also at 250 Hz and after that again

the male voices. now at 150 Hz.

Each sample lasts 50 seconds and there is an inter-

stimuius interval of 5 seconds in which the next

speaker is announced.
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in order to give the listeners an impression of the

type of stimulus to be judged each condition is pre-

ceded by an example of the relevant manipulation.

These examples consist of 15 seconds of another

woman's and 15 seconds of anothers man's voice, rel-

evantly manipulated.

2.3 The rating instrument

The scales. The rating instrument which is used to

acquire the perceptual parallnguistic measures is con-

structed for the descriptionof V&P quality of Dutch

speakers. The instrument originated from a master

pool of some 800 adjectives referring to attributes of

speech, from which 85 scales existing of bipolar items

were composed [21. Scales which are semantically re-

dundant or statistically inappropriate were removed

[11. Factorial studies [11,15] led to further elimination

of scales and showed that a reasonably stable percep-

tual space can be spanned on the basis of seven times

two bipolar scales. Each pair is selected on account of

their similarity in meaning as expressed by their

closeness in semantic space. The seven pairs of scales

and their clusternames are shown in Table 1. (Scale

15 is added on behalf of the present experiment.) The

scorings of scale 8:'soft-loud' should in the present

case not be interpreted in a literal (physical) sense

because all fragments on the stimulus tape are ampli-

fied to approximately the same intensity.

Table l. Clusters” and their scales” wl)th Values of

ideal Voice and Pronunciation3

1a. Voice Appreciation: Melodiousness ,

01. monotonous - melodious (6.16)

02. expressioniess - expressive , (5.32)

lb. Voice Appreciation: Evaluation

13. ugly - beautiful (6.26)

14. unpleasant - pleasant (6-73)

11. Articulation Quality

03. sloveniy - polished (5.95)

04. broad ,. cultured (6.09)

1113. Voice Quality: Clarity
05. dull . clear (5.92)

06. husky - not husky (5-63)

lllb. Voice Quality: Subjective Strength

07. weak - powerful (5'42)

. ' 08. soft - loud - (4'04)

IV. Pitch
09. shrill - deep (5.04)

10. high - low (4.18)

V. Tempo
ii. dragging - brisk (5.63)

12. slow - quick (4.69)

- intelligibility
153 good - bad /

1) Cluster are indicated by Roman numerals.

Scales by Arabic numerals.
2) To facilitate readibllity and statistical treatmem

all scales are polarized with the scale term the"

according to the ideal Voice value. 15 the more
desirable one to the right.

3) Values of ideal Voice 8. Pronunciation on seven-
point rating scales from 112].

The scoring form. The two scales of each cluster are
separated, which brings about two parallel testham"

The two testhalves are presented on separate pages

the searing form. To control for sequence effects the
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scales are presented in two different orders. in tablei

all scales are oriented with the positive pole to the

right; on the scoring form the polarity of every sec—

ond scale is reversed. The stimuli are scaled through

an application of the method of equal appearing inter-

vals, employing a seven-point scale.

2.4 Procedure

The experiment was performed in the language labora-

tory of the University of Amsterdam. For this purpose

the original tape was copied on cassettes, so the

raters could work individually. After the instruction,

and prior to the presentation of the tapes, the listen-

ers were familiarized with the scales and the rating

procedure by scoring the semantic differential of their

own voice. Then the listeners gave their ratings while

listening to the speech samples. When the listener had

finished his ratings of a speech sample, he indicated

perceived age and sex of the speaker. At the end of

the session the listeners scored the semantic differen-

tial for the typical V&P of both a man and a woman

at the age of 30. The listening task in all required

approximately an hour and a hall.

2.5 Raters
The rating experiment was carried out with 25 female

and 22 male students of the Faculty of Arts of the

University Of Amsterdam. The raters are 21 - 34 years

of age; mean age of women being 25.4 years, mean

age of men 24.3 years. Since it is known that sex of

rater influences their judgments [41.i8], a sample size

of 25 raters in each sex group was planned - in gen-

eral that suffices for an effective reliability >.90 of

the scales i6i,i7l.

Raters and speakers are chosen from the same age

category because of a possible interaction between

listener's age and attributed speaker's age which

might bias by way of halo—effects or stereotyping the

scoring on other scales too.

3.0 DATA TREATMENT

Combination of Normal Conditions. Comparison of the

two Normal conditions (5 and 9) shows a high relia-

bility of the scales. All mean differences between the

two conditions over all scales for different partitions

of the speaker and rater samples are smaller than a

fourth of a scale unit and none of the differences is

significant, which implies that it is allowed to com-

bine the ratings of the two conditions to a single set

of scores.
Combination of scale pairs. The correlation matrix of

the fifteen scales in condition 5+9 (Normal) with all

speakers and raters shows eight correlation coeffi~

cients >.60. Scale pair 5 and 6 excepted the scale

Pairs of each cluster (1-2, 3-4,...i3-i4) prove to be

highly correlated. Factor analyses of several partitions

Of the sample show the same picture, hence we con-

sider it justified to combine the scores of those scale

Pairs occasionally.
Combination of raters or speakers. The raters clearly

differentiate between female and male speakers. Frey

quency distributions on all scales except 15:1ntelligiv

blllty in condition 5+9 (Normal) differ significantly

(P<.001). Against our expectations [8] sex of rater did

not influence the judgments in this condition signifi-

cantly. So it is allowed to combine the scores of the

raters, but it is imperative to give separate descrip-

tions of female and male speakers.
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4.0 RESULTS

4.1 intelligibility

The intelligibility of the eight conditions, as percep-

tually judged by the raters, does not completely match

the ranking of the experts (see 2.2). The Filtered

stimuli were considered fairly intelligible by the ex-

perts and therefore presented after the first Normal

condition. Our listeners judged quite differently and

ranked Filter about equal in intelligibility to Splice.

The disagreement may be explained by the use of

trained versus naive listeners. According to Kramer

1101 band-pass filtering tends to enable the listener to

pick up gradually more of the content after repeated

exposure - a circumstance more applicable to our ex-

perts. -
The low-judged intelligibility of Scramble in relation

to Splice is ascribed to the unpleasant Impression of

the stimuli. Scramble is scored very low on on the

two Evaluation scales, whereas Splice is second best

after Normal (Table 2).

Table 2. intelligibility (scaled 0-10) for female (9) and

male voices (6) voices in eight conditions.

Conditions (9) (6) Rank

1. Reverse 1.5 1.4 2

2. Splice 3.0 2.1 3

3. Scramble 1.7 1.1 1

4. Sp.babble 4.3 3.3 5

5+9 Normal 8.5 8.5 8

6. Filter 3.1 2.5 4

7. Whisper 5.3 5.4 6

8. Vocoder 6.2 5.0 7

4-2W
The perceptual dimensions are influenced differently

by the various conditions.

Splicing leads to a higher Appreciation (cluster la+lb)

of the female voice, whereas conditions in which the

fundamental frequency is manipulated (Whisper,

Vocoder) lower it. Male voices, however. are rated

highest on Appreciation in the Normal and lowest in

the Scramble condition. Articulation Quality (11) is not

systematically influenced by the different conditions.

Clarity (Ilia) is - for men and women - lowered by

Whisper and, less anticipated, heightened by Splice.

The impression of Subjective Strength (lllb) is weak-

est for both sexes in the Vocoder condition and, more

interestingly since all voices are amplified to about

the same intensity, strongest when the female voice is

'Babbled' and when the male voice is 'Scrambled'. The

male voice is deeper and lower (iV) when the speech

is Reversed and higher when Scrambled. The same

applies for the female voice as far as the scale

'shrili-deep' is concerned; it is higher when Babbling

and lower when Whispering. The perception of Tempo

(V) of female and male speech is influenced differen-

tially by 'pitch' manipulations: Whisper and Filter slow

down female speech, Vocoder the male Tempo. Speech

Babble is considered brisk and quick for both sexes.

A tentative conclusion from the foregoing is that lis-

teners accentuate, contingent on (e.g. sex or age)

characteristics of the speaker, specific qualities of the

(speech)slgnai when describing speakers on a semantic

sca e.
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4.3 Incorrect attributions of age and sex

Some conditions give rise to more incorrect attribu-

tions of age and sex than others. Table 3 summarizes

for female and male speakers separately, the number

of cases in which the speaker was. wrongly, estimated

50 years or older and the number of false sex attribu-

tions in all conditions. (Maximum score: 3 x 47 - 141.)

Table 3. Number of false age and sex attributions of

female (9) and male (6) speakers, in all conditions.

Age Sex

Condition
(9) (6) a) (9) (6) ml)

1. Reverse 8 22 4 7 3 3

2. Splice 6 4 6 0 0 6

3. Scramble 22 36 4 32 22 3

4. Sp.Babble 4 26 0 3 0 0

5+9 Normal 1 ll 0 4 0 0

6. Filter 6 47 1 1 12 l

7. Whisper 27 56 0 111 0 0

8. Vocoder 19 29 0 105 6 0

1) Number of non-Responses

The manipulations of the stimuli gave rise to about

600 false attributions of age (estimations of 50 years

and older) and sex. The relation between the attribu-

tions and the perceptual dimensions find a simple ex-

pression in the frequency distributions of the ratings.

For sake of brevity we will restrict ourselves to a

descriptive summary of those distributions in relation

to sex attributions. The conclusions given below are

based on the scorings averagud over all manipulations;

the conditions that create the most salient differences

are mentioned.

On the dimension of Melodiousness 'false' attributed

female and 'false' attributed male are rated similarly

and positioned between the 'good' attributed men and

.women. This shows clearest in Vocoder and Scramble.

On the Clarity dimension the distribution concerning

'false' women is almost the reverse of that of the

'good' women and resembles the 'good' male curve.

The ‘false' men are less conspicuous except in the

Scrambled condition which shows a higher clarity for

'good' women over 'good' against concordant ratings

for 'false' groups. Keeping in mind that all voices are

of about the same intensity, it is striking that the

raters consider the female voices to be louder and

more powerful than the male voices and rate the

'false' attributions somewhere in between. in the Pitch

dimension the curves of 'false' attributions are again

positioned between the 'good' curves, but in this case

more in the direction of the ‘good' male curve. This

shows clearest in Scramble and Whisper. In the Tempo

dimension the same picture arises, however this time

with the ‘false' curves more aligned with the 'good'

female scores. Filter and Whisper are most indicative.

Articulation Quality, lntelligibillty, and Evaluation do

not differentiate between good and false attributions.

Concluding, the general picture that arises from this

section, is that the distributions of ratings of correct

attributions of the two sexes mirror each other

whereas both 'false' distributions are quite identical

with values between those of the correctly attributed

sexes. The general direction of the 'false' curves

seems to indicate whether the quality concerned is

weighted heavier for men or Women.
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OCOEEHHOCTM MWICHDH M XEHCHOK PEqM B COBPEMEHHOM
PWCCKOM HBHKE

E.A.3EMCKAH M.B.HMTAHFOPO£CHAH H.H.P03AHOBA

MHCTMTyT pyccxoro sauxa AH CCCP Mocxea 121019 CCCP

ABSTRACT
The study of the peculiarities of ma-

le/female speech has until now not been
undertaken for the Russian language. The
contrast male/female speech manifests it-
self differently on different linguistic
levels and in different spheres of langu—
age. Modern female/male speech is not lin-
guistically homogenious. The parameter ma-
le/female speech is superimposed upon
other social characteristics of speech.
The difference between male and female
speech is not an absolute one. It cannot

be formulated in terms of stricts rules
based on a yes/no principle. The diffe-
rence between male and female speech ma-
nifests itself as certain tendencies.

Counanbnan nuémepenumauma nponusnaaer
ssmx no MHOPMM napameTpaM:sospaCTHuM,npo-
hecCMOHaamn,odpaeoaaTeamM,noxaauM
(macro pomnenna,mecwo mnenu).Memny ran on-
H0 M3 OCHOBHHX unenesmfl,paanenswmee secs
Poll moncxofi Ha ma mecca - mymunna vs me-
HmnHa,no cmx nOp oqso ocwaeTca aa npene-
naMM snumanns samxosenos.flo Kpafinefi nepe
no 0TH0meHnm x pyccxomy nanny p 60T,mayua—
”Tux HpOTMBOHOCTaBfleHMe mymcxas mencxaa
PGUB, He cymecwsyew. Bmecre c TGM eTo oc-
HOBHOG npowwsonocwaenesue uenoaeuecxnx nu—
unocwefi,naxonamee orpamenme so acex unoc-
TaCRX cymecrsosauua uenosexa - 0T cmepu
mnemonorun m ncnxonorum no cmepu counanb—
HOM M KyaypHofi — nonyuaer csoeoopaanoe
npenomnenue B namxe.

MCcnenoeaHne ocooeHHocwefi mymcxofi n me-
con peun,x0T0pue odaapymuaamrcs Ha pas—
HNX ypoensx Hemxa,n oeonurca B MHCTMTyTe
Pygcxoro Hanna AH C C? a paMKax oomefi Te-
mm Pyccxnn aaux B ero mynxuuoaupoeanmn.0Ho

°CYMecwsnseTca Ha marepnane coepemennon

J1“TePaTypHofi ycTHofl peuu.0cHoeHuM ncrousn-
ROM maTepnana nannnTcn HenocpencTBeHHue

HaGflmAeHMa M muxcauua ycTHofl peun.B pane

cnyuaea npnmenaewcs onpoc us¢opmanooa.flna
eupaoorxu oomefi Kosuenunu npencraenaewcs
nnonowscpaum ucnonbaoaaane peaynbramoa uc-
cnenosannfi B cmemnux rymaunwapnsx oonac-
Tax (aTuorpamna,counonorna,ncuxonorna,
ncnxcnnurnmcrnxa,nenarornxa).

B Taxux aauxax,xax pyccxnn,paanmuue me-
Mwmcxcfi n mecon peq He Haxflanusa-

8T aanpewoa Ha ucnonbaoaanue Tex mun nxsx
rpamuaruuecxnx mapM (ea ncxnnuenwem rpaM-
marnuecxux noxaaarenefi npunannexuocwu pe-
qu mqua nun menmnue -rnaronbuue mnex-
cum u up. nnu anyxosux ennnnu.0nnaxo 0H0
nponannewcn Ha paas yposs nauxoaoro
uneHeHna npemne Bcero B cmepe moueruxu M
nexcuxn.fipowueonocrannenne uyxcxaa/menc~
xaa peqb xacaercs Taxme nomnyuuxarueno-
nparmawnuecxnx ycnosnn, perynnpynnnx nc-
nonbaoaaflue asuna.Hexowopue paannuua mem-
ny mymcxofi M mescxofi pens» onpenennnwca
peueeun ernxemom,npasnuamu oomecraessoro
noaenenua.

Cymecrsennue paanmuna nanny nymunnamu
m mesmnaamu Hadnmnanwca B cwparermu n ma-
xrnxe peueeoro noeeneuna.MymuuHu n emM-
as no-paaaouy coaT ceon peqb,no-paauomy
oopamanwcn K enauouum n HeaHaxomuM,nmuaM
cBoero n unoro nona.BuaBneHne xoaxpeTHux
ocooeHHocTen peueaoro noaeneaua napTHepos
Rommyunxaunn,cocwoamen ma nun onHoro none
an" pasnux.nonon (mymunna—Mquna,meumn-
Ha-meamuaa,menmuna—mqnna -Heodxonnmun
swan nayuennn aanmunn nanny mymcxcn u
menaxofi peqem. HacToamee epema momma yr-
Bepmnarb,qro caTerun peueaoro noaene-
nun mymuun u menmnu xacaemca He Tonbxo
swoops nexcnxu n mgaeeonornu.Tax,cymecr-
heufio peannunu oco ennocru coeHua Texc-
Te,cen3annue c nepexonamn K Boson meme.B
mcncxofi peun Hume cTenenb accounawuenux
nepexonos OT Tenn x Teme,mena TeMH oonbme
easnc OT BHMHHMH unoro cnryarusuux max-
T0 05.

pflpcdnema Buasnenna ocooeunocrefl mymc-
Kofi u mencxon peqn Tecuefimun 06p830M cea-
eana c nencmenem B sauxe nexaHMaMa Tax
Hasueaemon Kareropmu nemnneocwu /7;IO/.
Hpm erom ocrpo scraer nonpoc o Tom,xaxne
ma oonapymeunux OOOGGHHOOTefi uyncxon n
mecon pequ umenr yuneepcanbnun (nnm,no
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x anaefi me e,-06meeaponeMcKMM,odM nun
ufiaMnMaoaaBHux aauxoa)xapaxmep,a KaxMe
csoMcTBeHHu ownenb7gglaauxam MnM ornenb-
Hum r am aauxoa .

Paggagua memny mymcxon M meMcxoM pe—
ubn COOTHOOMMH c cymecwaymmMMM a naHHom
odmecrse HadopaMM M MepapXMeM couMaaux
poneM,anuaa npomeconanbnme ponM.Hec-
MOT Ha paBHonpaaMe MqMH M emMH u
CCC epen aaxonom M KOHCTMTyuMefi,c0uMa-
aHe M cemeMHue ponM no—paauomy pacnpe-

neneHu mexny HMMM, uwo HaxonMT nponsne-
HMe a McnonbaoaaHMM uymuMHaMM M emMHa-
MM sauxa,s Mx peuesom noseneHMM.

"Poneaon"¢axwop MeoéxonMMO yuMTuBaTb
a MccnenoaaHMM ngeodnananmefi M cneuM-
¢Muecxon wemaruxn ecen(emMHu- mona,
xynMHapMa,neTM M T.n.' MMHu- cnopT,Te-
XHMKa,nonMTa M T.n.72 ).OH oxaauaaewcs
aMauMMHM M nan BuasneHMn pacnpeneneuaocrn
TMnoaoM TEMETMKM M peannaauMM ¢aTMuec—
Mon éynxuMM aauxa morona,anopoabe,neTM,
mega v: cno T,nonMTa).CnencTaMeM nono—
GHux paanMuM annaewca paaMan cTeneHb sna—
neMMa nexcoM pana Temawuuecxnx rpynn
(MenocpencTBeHHue MadnmneHMn 3a peubm mym-
MMH M meHmMH HOAennfimTCfi ananusou maTe-
pManoa "BOHpOCHHHa no nexce coapemeano-
r0 pycoro aauxa"M nyTeM onpoca MHQma-
HTOB/Bfl.HeXOTO§He ode TenneHuMM B pas-
nMueHMM M cxo M mecoM peqM Ha ypoaue
nexcM o HapymMBaDT cMayn aaBHCHMOCTb
or nayx napamewpon -odpaaoaaHMe M npo¢ec-

“H
c M cxaa/mencxaa peub Me npencwaannnw
c060 enMHoro,uenocTHoro a nMMrBMcTMuec-
MOM OTHOMGHKH oGMeKTa.CouMaaoe paccnoe-
HMe‘xacaeTca cxofl/mecoM peuM Tax me,
Max M peuM BOO me.

QaKT pasnMuMa memny peubn uyxuMH M men-
mMH He Maxnemcx OCOGeHHOCTbD ab Hamero
BpeMBHM.XOTfl nposonocTaBneHMe mymcxaa/
mencxax peub He MccxenosaMOCb nonpo6no no
OTHONeHMD K KCTOPMM pyccxoro RSHK?1? 0Tne—

aux adowax 0H0 pacCMaHBaHOCb
OgPaTKMCfi x HeTMxe.¢oaeea npenc-

Tannaew codon TOT ypoaenb sauna B KOTOPOM
paanMuMe nexny uyxcxoM M Meco peubn
n encraew MHaue,ueM Ha npex ypoaaax,qwo
o casewca xax HeaHaxosuM xapaxwepou
aworo yposna,wax M TeM,QTO TaxMe @oneqe-
cxne OCOGeHHOCTM peuM,xax Teudp,Menona,
axcnpecCMaHue monynsuMM ronoca M T.n.,we-
cMo caaaaau Me Tonbxo c couMaauM nose-
neMMeM M emMH, HO M co cwpoeHMeu
uymcxoro M meacxoro opraHMsua.B T0 me ape-
MM n M paccuowpeHMM page ¢oueTMuecxMx na-
neHM (ocoGeHHo a odnacTM aouauMM)06Ma-
pyxnaaewcn M30M0p¢MaM nannoro ypoaua c
ApyTHMH ypoaMsMM aauxa(c nexcon,cMMTax-
cMcOM). ~

Ha cePMeHTHOM xpgsne oépamamw Ha ce-
63 BHHMBHH8 onenyae paanMuMs.

I. B odnacTM aoxanuama MOMMo owne-
TKTb pan ocodennocrefi a TeMGpaaoM oxpa-
cxe rnacuux,caaaaHMux c TBM, uwo nun uno-
e MymuMH xapaxwepen HeHmn pacrsop pwa
a nponaaoncwae aayxoa,ueM nus meHmMM.

HBO MT K 06 aaoaaHMm donee "ySKMx"'
gggcggx,mgaee dorgwux no TeMp.TMnMuMMMM
MOMMo craTb,Haamep,TaxMe ocoGeHHocTM:

4.?acwnxxa I npenynapuoro [a] .8 mafia.

Kofi peuM a noaMuMM I npenynapnoro cra
nocne Teepnnx cornacuux Ha mecre (a) K0)
uacwosoamomuo upOMaHomeHMe mMpoxoro ow-
xpuworo [af],nMMTeaoc xowoporo 9gana
ynapnouy,MMM npeaumae?,eyo: [ybraza mfl,
[pacxazsanfl , [hpbnasTJ. awe ocodeHHocrb
MHrepecMa TeM, uTo panbme ona xapaxrepu-
aoaana crapomocxoacxoe npousuomeHMe,M no

CMx n0p acrpeuaewcn s peuM cyapux mocM-
Men (pacwamxa afie§ynapnoro a] Gaza ego?-

cwaeaua peuM fl. . maxoaa,B. .flacTepHana.
B COBpeMeHHOM mymcxou nponaMomeHMM a

swan me noaMuMM 3cm euaercs Macro rnac-
Hun donee yaxMM,a nammMMca no TeMdpy

x fifl- Cp.,Haamep,waxMe @axru, aanMcaH-
Hue OT myxuMH-MocxaMueM,MocuweneM nMrepa-
TypHoM Hopmu:

[pbarébedpu], awo [n’pépéuKBb] cwopo-
'5 I

Ha na r0 .
’[ 3TH ggg66HHOCTM onpenenamw paanMuMs

a HTMKKe cnosa. nany c odmenMTepaTyp-
HO monenbn TBTAgg B coapemegggmnggwe-

aT HOM OHBfiomeHKH BC pguam
gpygm Ema n arbjézizg-Ecm nepBafl
Ma a ocoSéHHo uacrowua B xeMcxoM peMM.
TO BTOpafi 6onee mMpoxo pacnpocwpaneua B

cxom 0M3HomeHMM. ‘
mym Pacggocwpaxennoc pacramxn npenyna:
pMoro fig 3 conpeueanou npOMaHomeMMM ma;
mMH - 3T0 cnyuaM nepepacnpegenenua CTapb ‘
n OMSHOCMTeHbHHX Ba HaHTOB no PMM co

éfiéflfl!.fl£fl2§2§§!- Te ecao,uTo npgggax°‘
acxax acmamxa a] H8 nnnaewcs
KopeHn neHMHréagox /12,I74/.HonqMHe§.
uwo upOManomeHMe mMpOKOPO nonporo aJ
aron noauuMM,xax CBHneTefibCTByDT Manna; -
HayuHoM nMTepaTypu,HMKorna He dune cso c
TBeHHO peqM nemepfiypmuea.

2.flma mecoro n ousaomeMMx Taxme x3?
axTepHa Gdnbmafi nM OHPMuHocwb yAaPHHXo_

5°] *1 [fi-Heonflommocn aTMx macHux 0g-
eHHO aauewna,ecnu Ha HMx HaxonMTCR GP

aoaufi axueHT:‘

Hac s C8H8T[y0]pflfi ownpaansnw//; A “3
n’“5]wo Kyné coGMpaeTe? _

g mymcxon peuM B aTMX me wpaaoaux ycnogfl
ax oduq nponauocawca Gonee onflopoflfi“
rnacHue.

-

H.B odnacTM KOHCOHaHTMSMa MOMHO OTMe
TMTb onMy odmym TEHAeHnMD,CBOHCTBGHHYmHa'
myncxomy np0M3MomeHaueHbmas cwengflb Te-
npameHHocTM apTMxynxuMM cornacnux. Taeny-
HneMuMfi odycnosMna pacnpOCTpaHEHKe cg e-
mm ocoGeHHocTeM a mymcwnfi M meHcKO P
uM: _

1. B ecxoM .eqM HafinmnaeTcs a ./“52_
TMsauMn [TU , Ln] (uexaHbe-naexa7b7 '
Hee xa axwepaan nan mymcMoM peuM 4 'or-

2. eHbmaa CTeneHb HanpfleMocTM cuna
nacxux a mymcxom upOMaHomeHMM odycn0560_
pan aayxosux MameHeHMM B nowoxe pew“.
nee uacwownux y myMMMH:
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ocnadnenue CMMMKM y cornacnmx - [alone—
My, [gjaBaMTe, finfl enoaex;

osaoHueHMe cornacnux (aCCMMMflfiuMfi no
SBOHKOCTH non geficngM cocegfiMx rnacHux
M COHaHTOB) - |gmga mgggmfl. Ta ocoGeH—
HOCTb HaMéonee pxo o HagyMMBaeTca a say-
AapHoM uaCTM cnoaa B cna 0M @paaoBoM no-
aMuMM:

l
Hy a noqemy M HeT AOHyCTMM? Houemy He BH-
[g'bgfl pmmxy KOHbsKé nonycwMM [gbgfi]?

OnHaxo a 3M¢aTMuecKOM np0M3HomeHMM B
yAapm MnM npenynapnux enorax Hanpamen-
HOCTb M AHMTEHBHOCTb cornacnmx Boapacwaew:

[3;] a[p:] asa Taxanh YX [m] apxotg Bo'r
Ln: ypa! /II,I49/. ,

6pamaeT-Ha ceda BHMmaame Taxme doub-
mas KOHCOHaHTHafi HaCHmeHHOCTb mymcxofi pe-
MM,06ycnosneHHaa TeM, uTo nus mymuMH xa—
paxTepHa Gonee cunbnaa nefinpmauMs rnacHux
B UOTOKe peqM, Mx MonMuecwaeHHaa M xauec—
TBeHHafi genyxuMa, BananeMMe rnacHux.Cp.
cnenynmn @parmeHT mymcxofi peuM:

/

(o TeawpaaoM nocraflosxe) A.Bm mxaToac-
I

MMM BapMaHT BMnenM B TcaU? - BEVMXQEE
I /

gnK’M Bbp’aHT B’Mn’n’b @T’aTR’R] §. yPy//
I M l

A. Hy nouemy Mommap? HTo Tam MrpaeT? -
v , I 13 I I

[FXJUBM my Ma mmap/ KTqan/sgpbg].
TaKMM odpasom, a COUOCTaBneHMH cer-

MeHTHHX xapaKTepHCTKK moxHo OTMeTMTb,qT0
ocodeMHOCTM mecoro n 0H3H0meHMfl MaM60~-
nee épxo upOHBaTca B CEEDe BoxanMama,a
Mymcxoro - B cmepe KOHCOHaHTHSMa.

PacCMOTpeHHoe npOTMBOUOCTaBfleHMe Tecno
cansano c npocogMuecxMMM paaaMHMM B my—
mcxofi M meHCMOM peqM. CTaHOBMMCfl Ma He—
KOTOpHX M3 HKX.

. HpM axueHTHOM aefleHMM cnos 80 @pa-
3e OGHapyXMBaDTCfi paaflMQMH B ®0HeTHU?CKOM
°¢DpMfleHMM axueHTHo amneHeMHux cxos. O
KommyHaTMsMux ©yHKu7fi§ mpaaoamx axueH-
TOE B yCTHoM peuM CM. 9 ). Tax, B mencxofi
peuM mMpoxo nfiencwaanena pacwamxa ynapHo-
Po rnacMoro. pMueM STOT cnocod axueHTHo-
P0 amneneMMa odnapyMMBaeTca B pasnux man—
Pax yCTHoM peqM:
(M3 HayuHoro gonnana) fl nymam MTo nepen

HaMM Boodme/ ouenb yanexéoarenbnaa/ oueHb
MHTepé-ecnaa npoGnema//; (Ma Tene?MBMOH-

Hon nepenaqm) 3T0 dun Taxon AOMOpO-OmeH-
Hun opxé-ecwp//; (M3 pasrosopHoM peuM) H

efi nomé—epMna Tonbxo/ a me en no—me-pM-na/
a oaa POBOpMT Gé-adymxa/ He cHMMé-aM//.

B MymcxoM peuM a aRueHTHO aunenennux
enoaax mMpe Mcnonbayewca pagwaxxa cornac-
HOPO:

(“3 HayuHoro noxnana)Ha pyccxoM sauna/ro-

BOPHT pyccxMM fiauxoson MHAMa-BMn//: (Ma
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CUOpTMBHOPO TenepenopTaxa) Bra AHCTaHuMfi.
OHHTb noxasana caoM x-MoaépHuM Hp-péB//;
1M3 paaPOBOpHoM peMM; o HapMconaHHoM B ne—
TCTBe MapTMHe) UpMTOM macnnHMMM MpacxaMM/
M/ n-nanbueM pMcoaan//

CymecweeHHo OTMeTMTb,qTO aTa npennou-
TMTeHbHOCTb a Budope ®0HeTqCKMX cpencms
Hafinmnaemcx M B ycTHux HayuHMx sucwynne-
HMHX.I",H.e aanMuMa memy cxofl M mecoM
peubm HaM onee cruamenm. oneufio,HeBosmo-
mac ywsepmnamb,uwo B peMM mqMH coaceM
He nonycxaemca paCTamxa rnacuux.HpM Empa-
MeHMM Hexowopux aHaqMfi ona snonHe ecTec-
TBeHHa M na?e 7e06xonnma (Maamep,a ne-
peuMcneHMM II ). OAHaKO Bacoxaz serpeua-
GMOCTb paCTHKKK PnacHoro B cnoaax c an-
ueHTHuM amneMeHMeM BHOCHT a myxcxym peub
OTTeHOK HaaMnaTeaocTM M momeT BusaaTb
OTpMuaTenbMym peaxunn cnymamenefi.

. MMpoxoe MenonbaoaaHMe paCTfiKKH yna~
pm Pnacaux coanaew ycnonMfi nun Gonee
apxoro supameMMM menonMxM Ha aTMx rnacnmx.
Tax, no MaénmneHMaM C.B.Honaacoea,a BH—
pameHMM Hecornacna 3 OTpMuaTeaom or-
BeTe HopmaTMBHMM fiBflfieTCfl MCUOHbSOBaHMe
coueTaHMH nananmero Toaa MHH HOflOKHTeHbHO-
P0 axueHTa c Monynfiungfi:
3T0 BaHa aexan? — HéT.HéTH./5/

B ecxoM peuM MO nMpOBaHHue TOHH M
axueHTu Bupameuu oco eHHO penbeéno aa
cueT ynnMHeHMa rnacuoro:
A. HéHM He 6gno// §. He-eT/ HéHH dé-Mn!
fla Hy Ka%;.Ké-ax me!;‘fl% 3T0 He TBOH pyu-
K3? E. He-eT/ y meHs HMO—oncxaH//.

MonynHuMa ronoca a pacwfimxe rnacMoro
MMpoxo McnonbayeTCH meHmMMaMM M B npyPMx
peueBux CMTyauMax,Haamep,a odpameHMM
x newxm MnM MMBOTHum:

{(paarosapMBaeT gfinonyraem no RflMuKqpfifl)
Hy naaagrnOPOBOpM-HM// Hagan noroaopM'—MM/
nOPOBOpM’-MM xoaeuao BoneuKa//.(0wmeTMM,
uTo BO 2-0M M 3-eM @paaax monynauMa coqe-
waewcs c ropranaofi cmuqxofi a cepenMHe
rnacuoro).

3. Ho HamMM HadnmneHMaM, meHmMHu Mame
ucnonbaynm MHTOMauMOHHue cpencwaa nag BH-
paeMa unoe aHaMeHMM,Torna Max mymuMHM .
a 3Tflx me peuesux cnwyauMax oduuHo aGe— r
ran? 3 cpencraau nexcM M rpammaTMxM.Ha-
aMep,a mencxofi peuM mnpoxo pacnpocwpa-
Menu onenounue BucxaausaHMa TMna:

f / f
0H wa-akafl cMMnaTMqHufi!; 0H8 Ta-axgs npo-
I

TMBHa31, Mmeae cMeunéuuecxoe npocoAM-
uecxoe o¢opMJeHMe nonomnrenbflufl aMueHT
Ha cnose ggggfl, Macro couewaancn c pac-
Tamxon npenynapnoro rnacHoro M BocxonamMM
TOHOM Ha awou rnacH0M+aocxo MM TOH Ha
oueHouMom anaraTeabHOM). ymuMHu nan
aupameHMa axcnpecaHoM OHGH?" Mame Mcno—
nbaymw nexcnuecxne cpencraa owxMuHuM.or—
aMo,anoposo M np.).Cp.,Haamep,¢par-
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MBHT n3 paccxaaa cynpyroa o npOCMOTpeHHOM

@Hnbme: . 1 /
Rena: 3T0 Técaxofi @Mnbm! n. fla/ ownuu—
Han KapTMHa! -

Taxnm odpasoM,mecon amounonanbnofi
peuu caoncwsenua upocognuecxaa axcnnnguw-
Hocrb,Torna xax nnfi mymunn xapaxTepHa g5:
Efihfi"uTHoc nexcmuecxax.

qywxocwfi iehfikfi'x héwonaumonnomy pucya-

Ky peqnwaeonnoxpawuo owmeqanaCb a xynome-

greeHHou nnTepaType. Cp.TaK08 Hadnnnefine:

...-BeaeT me HeKOTOpuM! Tax cynaumnu me—

HmuHu,n aonpoc,xomy MMeHHO BeaeT,Mor Ton-

xonaTbca xax yronno: meHmnHu odbncflawwca

name ecero He enosamn,a MHTOHauMen, xax

nrnuu".(Bopuc Bacunbea."PocnnK nponan...")

Buaonu

I.Axanns coapemeHHofi cnonwaHHon unrepe-

TypHon peun oxaaan,uro npomuaonocraane-

Hue mymcxaa mecaa peub Ha inHeTuuecxom
ypoaHe asnnewca BeMa cymecwsenuum u HMH-

rsucwuuecxn anaunmuu nnx coepemeunoro pyc-

cxoro zauxa.
2.CoepemeHHaa meacxaa/mymcxaa peub nn-

HrBucTnuecxu HeonHOPOAHa.OHa nuégepefiunpo—
Baua no gxny npnaaaxoaznospacwxo ,odpaao—
BaTefibHH ,npo¢eccuoaanhuufi,Teppmwo manh-

Hufl,auBunyaao-ncuxonornuecxnn. aKnM
odpaaom,mo o cxaaarb,umo xomnoneuw "men—
cxas peub" "mymcxaa peub" Haxnanmaaemca

Ha gp rue commanbnue xapaxrepncwnxn eun.
3. asnnque me uymcxofi u meco pe-

as» He annaewca a connTHuM.0Ho He momew

GHTb c¢0pmynnpoaauo a sane cwporux npasun,

crpoxmuxca no npunuuny na/HeT.Paannume

memny mymcxofi n m con aubn npoaanfiemca

B Enne Tennenunfi meHcKo peun cnoncwseH-

H0 60nee...mymcxofi peun caoficTBeHHo 60-

nee...).3mn Tenneaunn a npufinmne.nonca-‘

wr Hapymeana,w.e.umenT0fi mymunHu,rosopa-

mme xax awo xapaxrepao nmn meHmMH,m men-

mMHH roaopxmue Kax awo xapaxwepno nag nym-

uMH. nHaxo Hernnuunocwb waxoro roaopenna
ouenunfia.0ua odnapymmaaemca s TOM,uTo me-

caa manepa peun y mymuma Bcerna odpama-

er Ha ce63 annmanme u Hepenxo Benew x ne—
enpaanusaHnm.OTpuuaTeaoe owuomeaue x

Taxon maHepe aaxgennefio B Bupamenuax Tuna:

"6a6ba uHTonanma , "daébx maHepa".0wmeTnM,

uTo mymcxax maHepa peuu y meHmMH,no Hamnm

Hadnmneunam,xora m momem BHSHBaTb Heramua—
oueHKy,Ho oduq He aenew x nepenpaa-

HMBaHMD.BOSHMKaeT sonpoc: momHo nu Ha
amom ocnoeannn cnenarb BHBOA,QTO'B onnosu-
uHH mymcxaH/mencxaa peub nepawfi uneH sans-
ewca HeMapKKPOBaHHHM,a swopon magxnpoaan-

Hum? 0TB€T Ha STOT nonpoc MOKGT 8Tb no-

nyueH numb n n nanbuefimem M3 eHnm cneun-

éuuecxux oco eHHocTefi uymcxo n mecofi
peuu.

4.Hpowusonocraanenue myncxaa/xencxaa

penn no—pasuouy ofinapymueaewcx B pasuux

c¢epax sauxa.OHo Bupameno Hammenee peaxo

B Konu unpoeannom HMTepaTypHom asuxe. B

Hexonm nunpoeannux cmepax flauxa 3T0 npown-

Bonocwaeneaue npoasnaewca Gonee OTueTnnao.

CpaBHeHue nMTepaTypHofi paaroaopuofi peqn u

roponcxoro npocwopequfi noxasmaaew,uwo e

npocro eumn HeKOTOpHe cneum¢uuecxue uepru

mencxo u myxcxofi peqn,BuaBneHHue no 0T-

HomeHnm x nuTepaTypHomy Hauxy, oGnapymu-

eanwca Gonee apxo.
5.?eqeaofi mexannam nonaepmeu annanun

pxna counanbuux n ncnxonorugegxnx @fixgo—

pos,neficwsymmnx non SHaKOM + nun - Ha

npoaeHne cneunmnuecxux ocodenuocwefi my-

mcxofi m men xofi peum.MnuMM cnosamn,nomnmo

counanbflmx cm.n.2) n nunmennyaao—ncnxo-“

JIOI‘H‘IGCKMX nep'r POBOpfimeI‘O BHBW 0K8-

auaamca Tfln cwryauym O5meHH39I‘OMOI'6HHOCTb/ '

rewegorennocwb codecenxxxos no npnaxaxy

"non ,maHp peuu,peuenaa uHTeHuua u np.

flnTepaTypa
/I/ Axexcees A.A.fl3ux caewcxnx naM n pas-
eurue Hauxoson HODMH xym a. - xunoua-

aue n counaaue paeaonnnaocwu gyccxoro

unweggrypuoro asuxa xym B. fl.,I98 .
/2/ pHmTaM T.A. Bynxn u npaannuxu: none-

neune Bapocnux a pyccxofi KpBCTbfiHCKOH cpe—

ne.- B .:3THmuecxme cwepeornnu noaene-

Hun.fl.,1985.
/3/ Bonpocxnx no nexcnxe COBpeMeHHOPO

9yccxoro asuxa.M.,I964.
4/ BopOHnHa C.B. Bxcnepnmenwaao—¢0Hewu-

uecxoe nccnenoaauue nanenna a . nxawnaa-

nun nanaraxuaoaauaux [Tfl , [n B coapemefl-
HOM yccxom numepawgguom nponanomeauu.Aa-

rope .xann.nnc.M. I 4.
/5/Kon3acos C.B. finronaunfl Bongocnwenbaux

npennomennn: ¢opma n @ynxumn.- KH.: EH8-
noroaoe Beaumoneflcwsne u npencwaanenne

3H?HMM.HOBOCH5M ex,1985.
/6 Peonaxan B. .PeHemo—exonornuecxaa
Tpaxwoaxa namepannaa n mosra u nonoaux

Raanuunn.- Mawepnanu ceconaH.xon¢epeHuMK

Teopua,memo onorua u npaxrnxa CHCTeMHHX

yccnenoaaanfi .M.,1985.
7/ fleanen K.06pameaua,npmaewcmama n n90-

maHua a peqesou swuxewe coapeueanux sear—

oa.- B xx.:Haunonaao—fiyubwggnaa cneufi’
gm aMpeqeaoro nose eHnfi. .,I9 .

8 apwunmx A.fl. 6 owpamenmm conMafibHHX
ponen u ncnxonoruuecxnx ocodeuxocwefi men—

H a aauxe.eBecTa XapbKOBCKOPO yH—Ta,

/9/ anxonaesa T.M.Cemaxwuxa axueHTHoro

B Lgenenma. . .
4E / Hana @.fiapanuar5ncruqecxne ¢axwu.

Tuner m a3u§.- gyxfi.:¥ggge a aapy5em°a
HHI‘BVICTMRB. m. o o 0

II/ Pyccxaa pasroaopfiaa peub.M..1973°
/I2/ Cunnna 0.M.Ponb coumonnHacmuuecKHX

@axwopon B ¢opmuposanum cos emeHHofl nP°‘
naHoceaofi HOpMH.-B KH.: KHPBHCTMKB “
monenu peqesoro nonenenufi.fl.,1984-
{13/ Eakins B.w;, Eakins R46. Sex diffe‘
rences in human communication. BOStOn'1978'
[1‘41 Philip M.Smith. Language,the sexes

and society.0xford.Basil Blackwell.1985'
/15/ Wierzbicka A. Different culxureS.
different languages,different SpeGCh 3‘”
tes (En§1ish vs Polish).— In: Journal 0:
Pragmat ca, 1985.
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DIE VOKALE KOMMUNIKA’I‘IONSFZXHICKEIT IM SYSTEM DER

SPRECHSPRACHLICHEN KOMMUNIKATIONSFISHIGKEIT

HARS-JURGEN BASTIAN

Sektion GKM, Wb Sprechwissenschaft

Universitat Greifswald

Greifswald, DDR,2200

ABSTRACT

Die sprechsprachliche Kommunikationsfahig-

keit umfaBt die linguale, die vokale und

die paralinguale Kommunikationsfahigkeit.

Ausgehend von den phoniatrischen Kriterien

der Stimmgesundheitundder physiologischen

Norm der Stimmfunktion,explizierenwir die

vokale Kommunikationsffihigkeit als das

sprachwissenschaftlicheKriteriumderStimm-

gesundheit. Der menschliche Stimmgebrauch

ist ein biopsychosoziales Phfinomen.

PHONIA‘I‘RISCHE KRITERIEN DER STIMMGESUNDIIEIT

Die organische und funktionelle Intaktheit

derbiologischenSchallquelleundim Verbund

damit ein normales akustischesFeedbackso-

wie eine normaletaktil-kinaesthetischeund

propriozeptiv-vibratorische Rfickkopplung

der Sprechorgane sind notwendige Bedingun-

gen ffirdievokale Kommunikationsfahigkeit.

Die genannten Faktoren garantieren die op-

timale Unwandlung der Strfimungsenergie des

Luftstroms in Schallenergie und damit die

uneingeschrankte Leistungsffihigkeit des

Senders. Da die Lautbildung als Modifizie-

rung einer Anregungsfunktion durch die Hohl-

raume des Ansatzrohres erfolgt, ist vor-.

rangig nach der Leistungsfahigkeit des
Glottisgenerators zu fragen, der den Anre-

gungsklang zur Verffigung stellt.

Stimmgesundheit bzw. physiologische Norm
des Stimmgebrauchs ist ein Bereich stimm-

licher Leistungsfahigkeit, der durch fol-

gende Kriterien charakterisiert ist: Anam-

nese, indirekte Laryngoskopie, Strobosko-

Pie. auditiv-visuell-palpatorischer Stimm-

funktionsstatus. Zentrales Bewertungskri-

terium ist der klare, allenfallsgering be-

hauchte, resonanzreiche Stimmklang in.

alters- undgeschlechtsadaquater,mittlerer

Sprechstimmlage. Ausdauerfahigkeit der

Stimme. Intonationsffihigkeitjmxallgemeinen
and Lautstarkesteigerungsfahigkeit im be-

sonderen sind nicht reduziert. Die Erho-

lungszeit der Stimmfunktion ist nicht ver-

15mgert. Vereinzelte Funktionsfehler aus

uen leistungsbereichen Atmung, Einsatz und

Ansatz dfirfen nicht diagnostisch fiberbe-

wertet werden. Einzelne Funktionsfehler

konstituieren noch keine Dysphonie.

Dieses Bewertungsschema versagt zwangsléu-

fig immer wieder bei den -haufig gutach-

terlich relevanten- Patienten, die bei re-

lativ unauffalligem Stimmklang fiber man-

gelnde stimmliche Ausuauer klagen.

Hauptmangel dieses traditionellen Konzepts

stimmlicher Leistungsbewertung istdas Feh-

len eines exakten, praxisrelevanten Aus-

dauerbegriffs. So avanciert der Stimmklang

zum ausschlaggebenden Bewertungskriterium

.der stimmlichen Leistungsbewertung, obwohl

von ihm nicht auf die Ausdauerfahigkeit

extrapoliert werden kann. Tatsfichlich je-

doch existieren zweiunterschiedlicheLeis-

tungsbereiche des Stimmgebrauchs der Art

Homo sapiens, die sich in der Phylogenese

entsprechend den Anforderungen der sprech-

sprachlich—kommunikativen Praxis ent-

wickelt haben: Ausdauerfahigkeit und into-

natorische Variabilitat. Diese Leistungs-

bereiche unterscheiden sich fundamental hin-

sichtlichihrerkonstitutiven Parameter wie

hinsichtlich ihrer biochemischen Anpas-

sungsmechanismen an die verschiedenen Be—

lastungsmuster bzw. Anforderungssituatio-

nen. Ihr sprecherzieherisches und gesangs-

padagogisches Training fordert dementspre-

chend spezifischeBelastungsreize.je nach-

dan.obdie Vorgénge im bereich der Muskel-

zelle oder -wie nu Koloraturgesang- die_

zentralen Koordinationsvorgange 1m Vorder-

grund stehen.
Ausdauer ist die Widerstandsfahigkeit ge-

genfiber Ermfidung'bei spezifischer'Belastung.

Gegenfiber der intonatorischen Variabilitfit
stellt die AusdauerdieBasisffihigkeit dar.

Die Ausdauerffihigkeit schlagt als gestei-

gerte Belastbarkeit (optimierte Stérungs-

kompensation), als Vergrfifierung der Reser-

ven sowie als beschleunigte und vertiefte

Erholung zu Buche. Das bedeutet eine Ver-

minderung der Stéranfallig- and eine Ver-

gréserung der Zuverlassigkeit. Unter dem

Ausdaueraspekt unterliegt die Funktion aus-

schlieBlich der physiologischen Ermfidung.

Ermfidungsvorgénge sind in net Regel spa-

testens nach 24 Std. abgeklungen. Die Aus-

dauerfahigkeit basiert auf den Elementen

ues oxydativen Stoffwechsels. Ihr Niveau
wird vor allem vonderFunktionstfichtigkeit
des Glottiswiderstandes kardio-pulmonalen
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Systems sowie von psychischen Faktoren wie

Motivation, Einstellung, Willa, Kommunika-

tionsstrategie bestimmt. Bine wichtige Rolle

spielt dabei die Gkonomisierung der Organ-

funktionen. Die Ausdauerfiihigkeit ist die

Grundlage fur die intonatorische Variabili-

t'ait. Sofern die intonatorische Variabilitéit

die Intensitéit betrifft. basiert sie auf

einer Steigerung der glgkolytischen Kapazitat

und einer Zunahme der Muskelmasse, der sog.

Arbeitshypertrophie l1, 2/.

ZUR PHYSIOLOGISCHEH NORM DER STIMMFUNKTION

Die physiologische Stimmfunktion, die sog.

Orthophonie. ist bis heute nicht eindeutig

auf der Grundlage der objektiVen Funktions-

parameter des Stimmapparates deflniert. In

der Diagnostischen Praxis der Phoniatrie

gibt es daher in der Beurteilung der Stimm-

gesundheit einen subjektiven Ermessensbe-

reich. Stimmgesundheit geht, wie Gesundheit

fiberhaupt, flieBend vom Physiologischen ins

Pathologische fiber. .

DER MENSCHLICHE STIMMGEBRAUCH ALS BIOPSY-

CHOSOZIALES PHKNOME'N

Die menschliche Stimme ist ein biopsycho—

scziales Phiinomen. Hicht nur die biologi-

schen Leistungsvoraussetzungen einschliefl—
11021 (101: 1eistungsie;renzeninen crganismi—

schen Faktoren - man denke an die konsti-

tutionell "kleine" Stimme Oder an morpholo-

gische Organminderwertigkeiten des Kehl-

kopfes in Form von Asymmetrien /3/ - de—

terminieren die menschliche Stimme, sondern

auch die situatiVen Anforderungen an die

Sprech~ und an die Singstimme sind gruppen-

spezifisch normiert und damit determiniert.

Die sprechsprachliche Kommunikation hat

nicht nur natiirlich-materielle, morpholo—

gisch-organische, scndern auch gesellschaft-

liche Bedingungen. Die menschliche Stimme

ist nicht nur eine biologische Funktion.

Ihr Erscheinungsbild ist immer sozial und

kulturell fiberformt. Das gilt bereits ffir
solche grundlegenden Sachverhalte wie die

Artikulationsbasis Oder den Lautstéirkepegel

in der konkreten Kommunikationssituation,

der wesentlich von det raumlichen Distanz

oer Korrmunikationspartner (Kanallénge!) und

damit auch von sozialen Faktoren sowie vom

ubiquitaren Larmpegel (Industriegesell—
schaft!) bestimmt wird. Uberdies ist die
Stimme immer mit der Artikulation gekoppelt ,

so dab fiber die situationsgerechte and da-

mit normada'quate Lautungsstufe (Artikula-

tionsprfizision! Sprechspannung!) situa-

tionsrelevante Determinanten soziokultu-

reller Art in den Kommunikationsprozes ein-

gehen.

VOKALIS KOMMUN IKATION 5FKHI GKEIT - DAS

SPRECHWISSENTSCHAFTLICHE KRITERIUM DER

STIMMGESUNDHEIT

Die vokale kommunikationsféihigkeit ist Be-

stanoteil der individuellen Leistungsdis-

positioncn des Individumas. Das Individuum

ist ein gesellschaftliches Wesen. Damit

sind korperliche Leistungen zugleich soziale

Phinomene. Diese haben nicht nur eine Ge-

sellschafts-, sondern auch eine Naturge-

schichte.

Die vielen heiseren Rock-, Pop- unu Beat-

sanger reprasentieren spezifische Stimmoden.

Auf Grund unterschiedlicher, speziell grup-

penspezifischer Wertsysteme kann die Kate-

gorie "schone Sbimme" sowohl Gesundes als

auch Pathologisches beinhalten. Stirrunbil-

dungsideale sind immer auf ihre soziokultu-

relle Gruppenspezifik hin zu beftagen.

Vokale Kommunikationsféihigkeit des Sprechers

ist die -lern- und trainingsabhfingige-Féi—

higkeit. entsprechend den Normen des Stimm-

gebrauchs seiner Sprechgemeinschaft imall-

gemeinen (Registerwahll Mittlere Sprech-

stimmlage! Oralita‘t bzw. Nasalitat! Stimm-

einsa'tze! Intonation!) und seiner sozialen

Schicht und Gruppe im besonderen die Va-

riablen Stimklang,Rlangfarbe sowie melo-

dische, dynamische und rhythmische Akzen'

tuierung einschl. E‘ausengestaltung im

komplexhaften Zusammenwirken mit der- 11n-

gualen und der paralingualen Kommunika-

tionsfahigkeit ausdauernd zu produzieren

und auf diese Weise

- den lingualen (semantisch—denotativen)

Nachrichtengehalt entsprechend den Erfor-

dernissen der Kommunikationssituation und

oamit des Kommunikationsgegenstandes

und der Kommunikationsintention

- sowie die vom Sprecher situativ inten-

dierte Menge an nichtlingualen (ektose-

mantischen, konnotativen) Informationen

zu fibermitteln und so die vokale Selbst-

darstellung des Sprechers und die Sprecher-

identifikation zu ermoglichen

- sowie die Monosemierung oer sprechsaCh’

lichen Zeichen zu bewirken, und zwar 1m

Verbund mit Kontext (sprachlichem Zusam-

menhang) und Vorwissen des florets.
so daB sprecherseitig die Realisierung def
Kommunikationsintention gewé‘lhrleistet ist.

d.h._. mit stirmlichen Mitteln gefardert
wira Oder zuminaest nicht durch sprecher'

seitig unbeabsichtigte, emotional neg?“-we
nebenwirkungen gestort wird. Bei Vorlfuwen
oieser Bedingungen ist eine Stimmfunktion

als kommunikativ zu klassifizieren. Kam-

munikativitiit nennen wir die Ffihigkeit

einer Stimme zur Realisierung der hier 6:"

plizierten sprechsprachlich-konununikativen
uotwendigkeiten. Kommunikative und 9111’s“-
logische Stlmmfunktion sind identisch. Die
gute Stimme im absoluten Sinne gibt es nicht-

Line Stimme ist immer nur gut in bezug an
ihre Leistungsffihigkeit in konkreten, grup‘
Penspezifischen Kommunikationssituationen-
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ABSTRACT

The difference in the development of speech sou:

nds with normal children and children with anarthria

is revealed at the babbling stage. In this period

normal children's vocalizations exhibit “syllable-

likes“ in which we can find segments with max-con-

trast and min-contrast between vocal and consonant

elements. _ ‘

By contrast to a normal child a child with anar-

thria is capable of producing only mid-contrast'seg-

ments. This proves that mid-contrast syllable-likes

are stipulated by the functioning of the speech me-

chanism. but production of max-contrast units is

the major requisition for establishing the first

phonological opposition: vowel/consonant. _

The phonological system of the patient is dest-

royed on the level of speech production but is kept

intact on the level of speech perception. This means

that there are the two systems of distinctive fea-

tures: one of them is connected with speech produc-

tion while the other — with speech perception.

INTRODUCTION

Most authors writing on language acquisition and

analysing the pre—speech stage of normal speech de-

velopment discuss their data in such linguistic ter-

ms as phonemes (vowel and consonant), prosodic fea~.

tures etc. )1). It seems to be more correct if we

analyse these facts in terms of "syllable-like“,

“vowel-like“, “consonant-like". because such voca-

lizations neither motorically, nor functionally are

speech sounds and even less scephonemes. Vowel-lik-

es and consonant-likes are examined here ithin the

syllable-likes. since, according to N.I. inkin's

data. it is the syllable which is actually the unit

of speech production |2|. and at the preespeech

stage it is respectively, the syllable-like.

The purpose of this investigation is to compare da-

ta of normal development (pre-speech stage) and da-

ta of anarthria since this comparison may be help-

ful in revealing some typological features of lan-

guage as such and. in particular. they can throw

light on the process, preceding formation of phono-

logical oppositions.‘

THE METHOD OF INVESTIGATION AND THE MATERIAL

For the purpose of this investigation the pre-speech

OPPOSITION VONEL/CONSONANT

CHILDREN WITH ANARTHRIA

TATYANA BAZZHINA

Dept. of Applied Linguistics

Moscow University
Moscow. USSR, 119899

[tn-3. 8-234

stage has been divided into some sub-stages, i.e.:

crying (0-0.2); cooing (0.2-0.4); pre-babbling

(0.4-0.6) and babbling as such (0.6-1.1). We have

studied vocalizations of 38 normal babies from 0.3-

0.10 and vocalizations of one child with anarthria

who was 7 years old. All these vocalizations have

been recorded and then treated by the osc1llograph

and separator. The majority of the normal children

remained under observation for a period of some

months; others were observed at certain points of

their life (for instance. at the age of 3 or 8 mon-

ths etc.). The patient with anarthria was under clo-

se observation for more than a year. For the purpo-

se of the our investigation of the patientis voca-

lizations we worked out some special experiments.

We asked the patient to analyse the sound structure

of words like Ipapal, Itatal, lt'fit'a|,.|f.md‘5-LI,

lbal'sbil using alphabet; to repeat definite types

of the syllables given by the examiner pa , lp't :

n'el, Idul, IbOI-i In'iI-v ImuIa IoI-i I“ , 7’I’ a’

mal. The patient's vocalizations when he was a one

with his toys were also recorded.

In his case anarthria appeared as a result of the

birth trauma. The patient's central nervous system

abnormality implicates the basic mechanism of spee-

ch synergism. The neurological and psycholgglcaI ,

examinations showed that the child had an inborn d1-

sability of coordinating the muscles of the vocal.

tract and of producing intelligible speech l3). His

pronunciation was similar vocalizations of children

at the cooing and pre-babbling stages. But at the

same time he had normal hearing and could understand

spoken language but there could be no question of

his understanding Russian completely. He could cry

and laugh, and it sounded normal. He was able to

make short coughlike grunts to accompany his panto-

mimed communications. His cognitive and communica-

tive activity was very high, but his general know-

ledge is below the noun for his age.

THE RESULTS AND THEIR DISCUSSION

Vowel-likes inside syllable-likes [V]. Our materia]
allows us to describe the acquisition of vowel‘I‘I'
es at the pre-speech stage in normal and Path°1°91'
cal development (see Table 1). Table 1 shows_that

the first to appear are vocalizations Produc‘“g the
impression of mid vowel-likes of non-high: From the
point of view of articulation these vocalizations”

are the simplest: the mouth opens widely. the 9°51
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Table 1
The Normal Development of Vowel-Likes at the

. Pre-Speech Stage (from cooing to babbling).

\ \
.._’_-.

no r ( ~ ~

2a 50.853 9“ aa a;

1 2
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\m ’a,"a‘af \w a’" as
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‘\g7 ‘L 9 ii ‘I0 “ .‘é c&
e t) ¢7__ e £5 C7,,
52 9 o—* 52 9 o——

\a aaaa \a: a.“ a5
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"- nazalization; -- - moving forward;
L - moving backward.

tion of the tongue is neutral, the muscular strain
is minimal, the vocal bands are weakening.

In the course of child's development the speech or-
gans are.perfected and this gives him an opportuni-

ty to produce not only-mid vowel-likes but sounds
which are more narrow and front, like léil. The in-
tensity of such vocalizations is smaller, but the

muscular strain is greater. We also observed the
tendency to smooth the marginal positions of the
tongue. For instance, in the development of lul and
lol we observed the movement of the tongue fonward

t0 Ifil and )3]; in the development of |i| and la]
the tendency of drawing the tongue off and down and
the appearance the vowel-like |&|.
In the development of phonetic field of vowels one
C?" observe the gradual differentiation of vowel-
likes and the appearance of the connection between
the production of sounds and its acoustic form.

a ill—PU

/ 0 a0

5(a\a
xz—fiaae

215“~ é

. I’b“\
'Therefore in the normal development the acquiring

0f vowels is the process of detalization and diffe-
rentiation of the initial mid vocalizations.

In the patient's vocalizations some other types of
lvowel-likes may be found (see Table 2).

' Table 2

The System of the Patient's Vocalizations

,ran / :35)
'7L ’9! [L] \[723 _[uJ\I:’ZI

X e‘ 73’ ’9’ [8] (iii-:7, [a] #01]

Y“ “ ’4's
[aLK [m

a) Patient's babbling; b) The repetition of the
- syllables |V| given by

the examiner.

Table 2 shows that babbling vocalizations have a
greater variety than vocalizations in his repeti-
tion. It means that the patient has some difficul-
ties in bringing his voicing mechanism under volun-

tary control.
In the repetition there are substitutions of vowels,

and the general tendency is to produce mid vowel-
likes without any differentiations. Labialized vo-
wels like lol, |u| were substituted by mid partly
labialized pf], L3,]. Such acoustic features as
loudness, timbre and duration were not stable. The

most difficult task for the patient was to produce

vowel-likes with high F , which need for their ar-
ticulation efficient di ferentiations.

Analysing Tables 1 and 2 we found out that in voca-

lizations of normal children at the cooing and pre-

babbling stages and in the vocalizations of the pa-

tient vowel-like sounds are accompanied by noisy on

and off glides, glottal stop [2| or voiceless indi-
stinct mid sound ISI.
Consonant-likes inside syllable—likes lCVl. The
first consonant-likes appear in normal development

at the cooing stage. We can point out in children's

sounds as well as in the patient's vocalizations

the presence of partly voiced and moderatly palata-

lized consonant-likes. In addition in the patient

repetition of syllables Ital, It'al, Ib'il, |n'u|,
[pol we see the regular substitutions of the first
consonant component with |w| or ljl. Most of conso-
nant-likes as well as vowel-likes receive additio-
nal nasal articulation, and are accompanied by the
vocal on and off glides |$al. - ,
All these facts can be explained from the physiolo-

gical point of view: the epiglottis is high, phary-

ngal modulations are minimal |4|. For children it

is impossible to mantain a fixed position of their
speech organs. and as a result their articulation

is gliding. In normal children's vocalizations in
contrast to our patient, there are many consonant-
likes - they greatly exceed those in the speech of

adults. surrounding the baby. At this period in vo-
calizations of Russian children, for instance, it
is possible to find sounds like clicks. Normal
children vocalizations have no connection with
adult speech. This is the so-called pre-phonemic

eve .
In normal and pathological vocalizations max- and
min-contrast syllable-likes are absent because con-
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sonantal elements are accompanied by the vocal on
and off glides and vocal elements - by the noisy
glottal stop or the voiceless indistinct sound.
This results in the increased sonority in the first
case and reduced sonority in the second I51.

Cv +—» cV

It determines the absence of coarticulation between
consonantal and vocal elements inside such syllable-
likes. The appearance of max-contrast syllable-lik-
es is impossible.
There is a similarity in vocal-consonantal vocali-
zations between normal babies at the cooing and pre-
babbling stages and the patient with anarthria.
The divergence in the acquisition of vowels and con-
sonants in normal and pathological development be-
gins at the babbling stage.
At this stage in normal acquisition the epiglottis
is descending. This is the physiological requisi-
tion for the articulatory oppositions of sounds.
Changes of the speech mechanism and its connection
with perception of adult's speech (echolalia) are
the basis for the formation of phonological opposi-
tions as such. In normal development in contrast to
anarthria we can observe the tendency in vowel and
cosonant-likes of loosing their noisy and vocal on
and off glides, glottal stop. The articulation be-
comes even more differentiated. As a result in nor-
mal development max-contrast syllables like |pal,
|ta| appear. Therefore the presence of max-contrast
syllable-likes in babies vocalizations is the major
requisition for the opposition of sounds according
to degrees of sonority, when on the one hand there
are wde non-high vowels like lal, but on the other
one there are voiceless stop consonants like Ipl,
It]. This is a manifestation of the first general
phonological opposition: vowel/consonant.
This opposition is the earliest in child develop-
ment and is a universal one since according to
R. Jakobson, it is observed in all the languages of
the world I6].
This opposition is absent in the patient's speech
production but is present in his speech perception.
At the end of the pre-babbling stage in normal de-
velopment it is possible to distinguish sounds ac-
cording to the types of resonators (mouth resonator
- nose cavity). As a result, we can find oral and
nasal vowel- and consonant-likes. This distinction
in the resonator's types is the physiological requi-
sition for the forming at the babbling stage of the
phonological opposition: oral/nasal.
Then babies begin to split both consonantal and vo-
cal components and other differentiations opposi-
tions also appear.

CONCLUSION

At the cooing and pre-babbling stages in normal de-
velopment and with our patient we find vocalizations
in which features of articulation contrasts are mi-
xed up. As a result. the appearance of max-contrast
syllables is impossible. ,
The same was established by N.I. Zinkin in the sound
system of hamadryads. He pointed out that in their
vocalizations combinations of a vocal element with
a noisy consonant-likes do not occur; only combina-
tions of a vocal element with a sonant-like are
possible |4|.

2(X)

The perfection of the speech mechanism and its con-
nection with the children's perception of adult

speech brings forth the appearance of max-contrast
syllables, which in its turn stimulates the forma-
tion of the first general opposition: vowel/conso-
nant. Various other oppositions modifying and atte-
nuating the primary contrast of consonant and vowel
follow.
The dominating influence of adults' speech on the
acquisition of the phonological oppositions is pro-
ved by the presence of such oppositions in the pa-
tients' speech perception, but their absence in his
speech production. This fact shows that until a cen
tain moment the absence of speech production skills

doesn't interfere with a more or less adequate un-
derstanding of speech.
These results may be used for patients' rehabilita-
tion and in language teaching.
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( Phoniatric aspects )
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Palate developmental defects result

in voice and speech disturbances due to:

a) incomplete closure of the throat

ring; b) disturbances of the resonator

function of the mouth cavity. In spite

of an obvious theoretical value this

problem has an urgent practical aim of

restoring Speech communication of the

cleft palate carriers, and their social

and labour rehabilitation.

Wththe modern rates of development of So—
cia1,political and scientific life, the
actuality and social significance of the
problem of restoring the lost communica-
tive functions have grown greatly. Hear-

ing , speech and voice disturbances should
be looked at from the standpoint of patho-
phySiology of these organs, which makes
it Possible to develop a more rational eye
Stem of measures to restore these func—
tions.
Clinical and social observations indicate
that the restoration of speaking and vo—
cal functions of the cleft palate carriers

is a compley process of rehabilitation,
and it is insufficient to make one opera—
tion to create a plastic resonator. The
analysis of the results of the investiga—
tions, which we have carried out, shows
that the presence of pathophysiological
and conditioned-reflex relations in the
Central nervous system of the cleft pa-
late carriers before the operation has
caused the absence of acquired reflexes
of correct phonational respiration, of

the voice formation process, and have re-
sulted in disturbances of the neurophy-
siolo ical speech mechanisms.
Accorging to the statistic data, cleft

palates are a frequent occurence: 1.5 - 2
cases per 1000 new-born children. Face

and jaw developmental defects may be
caused by various exogenous and endo e-
nous fac ors affecting the fetus at he
early stage of its development before 7-
9 weeks. Cleft lips and palates are one
of the most serious psychotraumatizing
defects since the early childhood, as
they create a feeling of inferiority of
their carriers.
The representatives of phonetic sciences
will certainly get interested in and find

useful the submitted results of investi—
gations of a live model of an anatomic
defect of the mouth cavity resonator with
all the disturbances, which follow, in—
cluding the muscular system function of
the loud speech motor apparatus:breath-
ing, phonation and articulation muscles.
In this pathology a hearing disturbance
aggraVates the influence upon the phone—
tic system of speech. The most characte-

ristic feature of a speech disturbance
at cleft palates is rhinolalia sperta:

Eggs; égfiégnbrwglfigmgggagigfiagggwggfi Ego
nasal and mouth cavities,changes greatly
the acoustic characteristics of phonemes.
A voice disturbance is versatile. The
most prominent features are timber alter-
ations, the presence of an unpleasant na-
sal resonance, a clear naSal shade of
oral sounds. The nasal sounds (M,H) are
pronounced quite normally. The sounding
of vowels changes insignificantly. Rhino-
phonia may be accompanied ny rhinolalia,
i.e. incorrect pronunciation and distorb
tion of Sounds in the following cases:
I) if the acquired factors, developed
due to a cleft palate, begin to make its
influence during the first years of a
child's life when the articulation mecha-
nisms have not yet been formed; 2) if an
articulation disturbance of the central
origin joins; if a hearing disturbance
( even of short duration), causing the
formation of wrong articulation reflexes,
joins during the articulation formation
period. Palate developmental defects
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result in voice and speech disturbances

due to: a) incomplete closure of the

throat ring; b) disturbances of the reso-

nator function of the mouth cavity; c)

accompanied hearing disturbances.

At the absence of voice caused by deforb

mations in the mouth cavity and incomp-

lete closure of the throat ring,functio-

nal derangements are observed in all

resonator cavities.
Pathological changes of the sort palate

muscles usually develop at the age of

4 - 5. Due to a lower functional load in

the muscles and mucous pharynx, a dyst-

rophic process grows progressively worse.

The mucous membrane of the back wall of

the pharynx becomes gradually pale, at-

rophic. The absence of a pharyngeal ref-

lex is indicative of the atrophy of mus—

cular fibers of the pharynx constrictor,
and of degenerative changes of the sen—

sitive and trophic nerve fibers of this
region.
The chronaximetry data ( time necessary

for the muscles to react to an electric

stimulus) testify to a significant dis—

turbance of the muscle function of the

closing throat ring expressed by inc—

reased chronaxy of these muscles from

0.32 to 0.40 mm/sec. Eventuall chrona—

ximetric asymmetries appear be ween the

right- and leftside muscles, if the

clefts have not been operated on. The

upper pharynx constrictor, whose chrona-

xy becomes longer and longer, is subject

to much deeper dystrophic and functional

changes, and then the muscle ceases re-

acting to an electric stimulus. In cases

of disturbances of the closing throat

ring function the speech becomes mono-

tonous without any melody or accent.

Investigations of the external reapirat-

ion function have revealed a versati1e '

respiratory impairment. At congenital

clefts the phonational respiration su—

ffers most of all: at phonation children

and teen—agers continue to breathe simul-

taneously through the nose and mouth at

the exclusively clavicular breathing.Du-

ring the process of expiration a large

amount of air ( from 20 to 52 per cent)

escapes through the nose, thus shorten-

ing the time of expiration, lowering the

air pressure in the suprafold Space.

.Hence, the phonational respiration be—

‘comes shallow and hurried. From the age

of 7 — 8 a functional derangement of the

motor muscles and of ghetgiaghragm in f

s revea e : 9 one on o

%%£g%c%$%%lgs becomes weaker, their con-

tractions are flabby. slow. Very often

they are asymmetric and not co-ordinated

with the phonation and articulation. The

time and degree of expressiveness of the

above-mentioned pathology depend upon the
o ‘hOlo with re ard for the de-

ggggtwgbt . Suc patientg have a low,

constrained, weak and thin voice with a

vivid naSal shade. Acoustic changes of

the voice spectrum deprive it of clarity ,

and make the speech less legible. ,

A change of the voice timbre of the clefi
palate carriers is connected with an mm-

tomic defect of the supratracheal pipm

which results in construction asymmetrms

of the resonator cavities of the larynx,

pharynx, nose as well as discoordinates

the function of the palate—larynx oomph;

in which the palate plays the role of a

starting mechanism. At palate cleftsthe

phonation mechanism is so specific that '

at rhinolalia the voice is singled outas

a separate disturbance and is called'pa-

lateny dysphonia" or "palatophonia".

The combination of an anatomic defect M

the palate, laryngeal sound formatimnmm

tor disfunction with an incorrect voice

behaviour provokes the development of m-

ganic changes in the larynx o the type

of nodulat ons and-chronic inflammatmy

processes motor — as a cut of internal

muscles 0 the larynx, functional - m

Phonasthenia. ,
Violations of the integrity, anatomical

and functional asymmetries of the soft

palate and pharynx muscles bring withlay

0 an e ca
0133? wfiiéfinit gglfmggtgrgingg wighchr

racteristic asynchronism of the vocal
folds vibration at the electronic larym'

gostroboscopy. This pathology of the flm-

ctional state of the internal musclesof

the larynx as well as the asymmetry d

forms of the larynx resonator cavities

are glearly expressed since the age 0f

There are three main reasons for the

voice ethology:
I. Add tional articulation function of

the larynx. The laryngeal way of forming

a number of voiced consonants, their
sounding by the friction of air alcnsthe
edges of the vocal folds result in a flm-

ctional overload of the vocal apparamw
and a growth of organic motor or fmmtlw

nal diseases of the vocal folds.
2. The cleft palate carriers have a 10“
voice because since their childhoodthw

consider themselves to be inferior mam-n

bers of our society, are ashamed of Wm

face malformation and speech defects,an

don't want to attract the attention of
those who surround them.
3. The muscles, lifting and stretching

the palate, work as antagonists instea

of being synergisms, their functional

load becomes lower and the dystrophic
piccisgtworsens. d 1 psun'

0 e alat s s 6 ch eve 0
der pathological gggdigigns, and 9° it
suffers more than other functions. The
absence of a palatopharyngeal closuretr

makes the nasal cavity a double resona

of the mouth cavity giving a nasal fl%d

t° a1} Phonemes. The degree of the 9“
nasalization expressiveness depends 0n
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the inadequacy of closure, the mob '
I of the palate curtain and the co—oédifiZt—
‘ ion of the tongue and soft palate motions.
I Due to the escape of air into the nose
‘ the pressure falls sharply and it becomes
‘ impossible to sound the apertures (clo-

sure breakage) during the articulation of
consonant phonemes. Besides,the escape

} of air into the nose makes it more diffi-
cult to form a directed air flow in the
mouth, and as a result almost all the

‘ Elggive and fricative voiceless conso-
a s are pronounced in a pha n.e l w .

; The mediolingual palatal and ganglingugl
‘ palatal sounds cannot be articulated be-
; cause of the absence of one of the clo-
' sur components — palate. The forelingual
‘ Tigh,n,b become weaker or are replaced
‘ Ia laryngeal or pharyngeal closure on

H H .
4 All the latest results of the ath
\ siological investigations, whigh haggyre-
1 vealed detailed peculiarities of the pha.

national respiration, voice and speech
' formation at rhinophonia and rhinolalia,

have been assumed as a basis of methodical
’ recommendations developed in our country

by I.l.Yermakova to correct the speech
of children and teen-agers at rhinolalia.

‘ The author has taken into account that
no spontaneous speech occurs after ura-
noplasty, but the pathological sound for-
mation at rhinolalia has anthropophonic
E sound distortion) and phonologic

| Sireplacement of one phoneme with another)
gus. The correction of each sound pro-

vides the following: I) an ability to
ilngl? it out from others; 2) to corre-

} ate it with some definite articulation;
4 to correctly pronounce the articuleme;

) to use this ability in a flow of con—
nected speech.
E2 spite of an obvious theoretical value

,is Problem has an urgent practical aim
01 restoring speech communication of the
c eit palate carriers, and their social
and labour rehabilitation.

\
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Verbal development dysontogenesis in children

with velopharyngeal incompetency

G.V.Chirkina

Defectology Research Institute, Moscow, USSR

Children with velopharengial_incom—

petencg make up one of the most severe

forms of Speech pathology. Linguistic

and psychological—pedagogical study of

the defect suggests development of ad-

vanced correction methods. Interacti-

ons of articulation and receptive me-

chanisms in verbal activity are des-

cribed.

Children with velopharzngeal incompeten-
cy resulting from clef lip and palate

(speech therapy diagnosis: rhinolalia)

belong to one of the most severe forms

of speech pathology. We undertook inves-

tigation of the defect structure in lin-

guistic and psychological-pedagogica1 as-

pects in the frames of the system appro-

ach. This study showed that the children

with two given disorden do not make up

a homogenious group. Most common charac-

teristics of speech deficiency in this

case are found in acquisition of phone-

tics which is developing in abnormal ana-

tomic physiological conditions.

Children with rhinolalia are characte-

rized by changes in oral sensitivity in

mouth cavity as well as impairments in

stereognosis caused by sensory-motor con-

duction tract dysfunction (what results

from deficiency of feeding in infant

age). These children were found to have

certain Specific characteristic in pre-

lingual development, insufficient actbdty

of babbling, late appearance of Speech,

long laps between appearance of the first

words and phrase speech.

Peripheral defectsof articulation organs

result in development of compensatory

changes of articulation organs positions

when sounds are pronounced: high positi-

on of the tongue root and its backward

shift in the oral cavity, lips insuffi-

ciency in labial vowels, bilabial and

labia—dental consonants, excessive acti-

vity of the tongue root and larinx, ten-

sion in mimic muscles. The most essential

defect of oral speech phonetics is that

of impairment of all this oral sounds,_

resulting from changes in aerodynamic

conditions of phonation and involvement

of nasal resonator.
Besides regular nasalization children

with rhinolalia are characterized by some

Specifically coloured consonants (often

velar ones): what is the effect of parti-

cipation of pharyngeal resonator. Pharyn-

gealization, i.e. excessive articulation

resulting from tension in the walls of

pharynx, appears as a compensatory means.

There are also additional articulations

in larinx what furnishes the speech of

rhinolalics with a specific "clicking"
on-glide.
Besides these mentioned tendencies in

adaptive changes of speech, there are

found many more particular articulatory
defects. The latter depend greatly on,
positional changes in a word, phrase:
text. The most typical are:

1. Omission of initial consonants
2. Neutralization in the manner of

production
3. Multiple various substitutions of

sounds
4. Abrupt discontinuance of sounding

(fricatives in the final position)
5. Pronounciation of hushing sounds is

accompanied by hissing noise and
v.v.

6. Sonorous sounds in the final P031"
tion are strongly devecalized _

7. Manner of sound production is chan
38d: e1plosives are substituted by
fricatives
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8. Vibrant /r/ is either missing or
substituted by the second /i/ in
strong breath

9. Additional noise in nasalized sounds
(hushing, hissing, aspiration, hoar-
seness, laringgeal on-glide etc.)

10. Backward shift of articulation fo-
cus (as a result of high position of
the tongue root and insufficient
participation of lips in articula-
tion)

11. Children having regular lessons
with speech therapy teacher are so—
metimes characterized by hyper cor-
rection phenomena, i.e. forward
shift of articulation. E.g. /s/
(frontal dorsal) is substituted by
If/ (labio-dental) without chang-
ing the manner of articulation.

Interconnections between nasalization
and distortions in separate sounds ar-
ticulation are rather multifold.
It's impossible to establish an immedi-
ate correlation between the degree and
form of palate defect and extent of
phonetic impairment. Compensatory mo-
des children use for speech production
are too variouse, very much also de-
pend} on relations among resonators
and on diversity of individual diffe-
rences in the configuration of mouth
and nasal cavities. Besides that there.
are other less specific factors also
influencing the degree of distinctness
(developmental, individual-psychologi-
cal characteristics, social-psycholo-
gical factors and many others).
The described characteristics of pho-
netics in children with rhinolalia sug-
gest the conclusion about "phonetic
uncertainly" of Speech sounds and deve-
lopmental backwardness of prosodic ele-
ments.
Speech legibility varies from 28.4% to
55.5%. It brings around serious bounds
over Speech as a means of communication.
Disorders of acoustic aspects may be

grouped in the following way:
1. Disorders directly relating to

anatomy defects
a) articulatory disorders
b) aerodynamic disorders
c) phonatory disorders

2. Disorders related to motor control
defects

a) eurhithmic-sylabic disorders
b) disorders in consonant con-

fluence
The described characteristics of pro-
nounciation in children with rhinolalia
result in disappearance of distinctive
features and delayed or distorted phono-
1081cal development. The functions of
distinction and identification of langu-
age sounds are disturbed, what impaires
Phonological aSpect of acoustic functio-
nal system. Disorder of interaction be-
tween auditory and speech motor analyse-

tor affects acquisition of written
speech. In writing substitutions are
found: /m/ for /b,p/, /n/ for /t,d/ and
v.v. What is due to absence of the oppo-
sitions in oral speech. There are also
other types of substitutes of vowels,
hus1hing and hissing, voiced and surd
sounds, what proves disorder of the
whole phonematic system.
The degree of writing disorder is defi—
ned by combination of factors: defect of
articulatory system, character and terms
of speech therapy, compensatory capabli-
ties of a child, influence of verbal en-
vironment. The children need Specially
organized correction in disgraphia per-
formed simulteneously with modification
of child's phonological system. These
data were taken into consideration of
the reform in principles of organization
of verbal material, used for correction
goals.
Study in other aspects of verbel activi-
ty of children with rhinolalia of diffe-
rent age groups revealed a certain dyna—
mics in interaction of pathogenic fac-
tors, differing in its nature, degree
and turn of influence. In preverbal and
early verbal period the greatest nega-
tive effect is produced by anatomic-phy-
siological defects influencing developr
ment of phonetics (I stage). In the pe-
riod of active development of verbal ac-
tivity deficient‘conditions of Speech
generation, deprivation of motor compo-
nent of Speech trigger psycholinguistic
factors. They cause diversity of defi—
ciencies in speech generation and per-
ception (II stage). 0n the III stage
when the language system has to be ac-
quired social-psychological factors are
added which hinder communication and in-
formation exchange (education). Use of
such a model supplies a speech therapist
which a means for defining correction
strategy and ways for prophilactics of
secondary aftereffects of the defect.
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A DEVICE FOR CORRECTION OF RHYTHMICAL DISORDERS OF SPEECH FUNCTIONS

Y.V.GNATIV, Y.M.RASHKBVICH, Z.Y.SHPAK

Department of Automatics
Lvov Polytechnic Institute

Lvov, Ukraine, USSR, 290013

ABSTRACT

The absence of effective approaches to

removing human stammering makes it necessa—

ry to develop some devices and techniques

of raising the efficiency of medical treat-

ment of speech disorders. A device is pre-

sented for the implementation of basic ap-

proaches used in logopaedics to produce

stable rhythmical patterns and rates of

speech processes of logoneurosis patients.

The performance of the device is based on

the introduction of changes into the time

and frequency parameters of the speech sig-

nal.

INTRODUCTION

The disorders of the speech functions

of human beings are considered serious and

common diseases.

The accepted view of stammering is as

of a stable pathological state of speech

h,2]. Medical treatment of stammering in-

volves a number of procedures, which are

designed to destroy stable pathological

states of stammering and to create new fu-

nctional relations, corresponding to heal-

thy speech processes [3]. Here we may inc-

lude light and sound effects, selection of

word pronunciation speed, speech delay,

change of qualitative characteristics of

speech, etc. According to [2,3,4]an integ—

rated application of these techniques de-

pending on the individual peculiarities of

stammering is rather effective.

The above speech treatment procedures

require some dedicated technical system.
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At present the logopaedic treatment makes

use of separate devices for time delay of

speech, producing periodical sound signalm

etc. So far we haven’t come across any me-

ntion in logopaedic literature of a tech-

nical device for increasing or reducing

the length of speech pronunciations, in

spite of the fact that "slow" speech is co-

nsidered a classical method of speech trea-

tment [4,5].

The creation of an integrated logdpae-

dic device capable of producing a desired

speed of speech reproduction is considered

to be the basic requirement in speech the-

rapy.

MAIN FEATURES OF THE DEVICE

Our device is designed to implement

following tasks:

- gradual slowing down or speeding up the

reproduced speech while retaining its pro-

sodic characteristics;

- introduction of controlled time delays

into the output sound signals;

- introduction of additional rhythmical

sound or light stimulation of the presst
frequency and signal amplitude;

- muffling the speech with "white" noise:

- radical change of the voice quality!

- control of the volume of speech signals'

The device provides two modes of rep-

roducing the speech: variation of the

Speech rate and time delay. Other correc-

tive modes (rhythm, speech mufflingv somfl
amplification) can be applied independent-

ly or in combination with first two ones.
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when varying the tempo, the device re—

produces a previously recorded text at a

higher or lower rate, i.e. increases or re—

duces the length of sounding without losing

the natural quality of the voice, legibili-

ty, the key and other speech values. The

variation coefficient can be set within

the limits of 1—2.5 with the discreteness

of 0.1.

If a speech signal is fed into the de—

vice in the real time scale, i.e. direct—

ly from the speaker, the tempo control pro-

duces the displacement of spectral compo—

sition of the speech proportional to the

variation coefficient. The output speech

signal is reproduced at the original speed,

but the quality of the voice changes, i.e.

an "alien" voice is heard.

The mode of delayed speech enables us

to obtain the input speech information at

the output of the device with the delay of

100—250 ms (the step being 10 ms). This co-

vers the most favorable range of delays[ 2]

used for the corrective treatment of stam-

mering in patients of varying degree of

the disease. An additional amplification

of the output sound signals increases the

effectiveness of the correcting procedures.

When producing the rhythmical effect

the device creates periodical sound and

light signals of excitation. The sound

rhythms are in the frequency range 0.5-2.5

H2. During photostimulation light flashes

have the length of 70 me with the rhythm

of 2-5 Hz, which is quite suitable for de-q

veloping necessary correct speech habits

[3].
When producing background a casual noi-

se signal.isfed into the device output. It

prevents the reception of patient’s own

voice, thus removing pathologically stable

reactions to the incorrect speech [2]. To

increase the achieved results the patients

speech can be recorded and played back at

a higher or lower speed for a better eva-

luation of the deviations.

THE DESIGN OF THE DEVICE

Fig.1 shows the functional layout of

the device with the external sound record—

ing and sound reproducing units. When the

device is in the process of regulating the

speech rate, the input signal is fed into

it from the recorder, the latter being

controlled by a special circuit according

to the preset variation coefficient. Having

been converted to a digital code, this

signal is recorded by the two memory blocks

connected in parallel, each having the ca-

pacity of 2Kx10 bits. Every new counting

is stored in the place of the oldest one.

The value of the speech segment in the me-

mory depends on the tempo vaviation coef-

ficientk.The recording frequency isJ; = kfi,
where 13 - reproduction frequency with a

constant value of 16 kHz. The readout from

the two memory units is carried out simul—

taneously, but to different adresses. It

Analog - Two Digital- 3

K:>““-————— Digital Memory Analog é

Converter Blocks Converter ‘ ,

Control Weight Noise/Bound 1 .

6—D Functions Signals nht

Blo°k Generator Generators Stimulator

Figure 1. Hardware Description of the Device
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enables us to store all the input informa-

tion in the output signal. The reproduced

readings from the memory units are passed

to the digital—analogue converter, where

they are multiplied by the basic voltage,

produced by the weight functions genera-

tors. It removes disconnections on the

junctions of the speech segments in the

output signals [6].

When the device works in the time de-

lay mode, both of the memory units are

connected in series. Digital readings of

the speech signal received at the input of '

the device are stored in the memory with

the frequency fi=fé=16 kHz. The difference

of the adresses of recording and reproduc-

ing is determined by a present time delay.

The data obtained from the memory device

are fed into the output channels of the

system. The generators of sound and noise

may be connected to these channels.

THE CONTROL OF THE SPEED OF SPEECH

UTTERANCES

According to the phonetic theory of

speech formation [7], most of the meaning-

ful information of a speech signal is con—

tained in the transient sections of sounds,

the stationary segments being informatio—

nally poor. An experiment was conducted to

determine the content percentage of Various

segments in speech utterances. The origi-

nal speech signal was divided into sections

of 20 ms, which equals the length of exp-

losive sounds. On computing the degree of

difference between the segments by the

DEICO algorhythm [8], these sections were
transformed into the output fields, the

spectrum composition of which was in fact

stationary. The results obtained show that

with the normal speech rate the transient

sections and short sounds take up about 25

percent of the whole time of the speech

signal, the rest being filled with static-

nary pauses and long sounds. Speeding up

or slowing down the tempo in oral speech
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it take place through the changes of the

duration of the stationary sections. The

short speech elements change slightly [9L

The idea of regulating the speech ratexmp-

roduction makes use of the abundance of

speech signals. By excluding short sectimn

of speech signals or by introducing addi-

tional short signals it is possible to re-

duce or increase the time of the phonatnm

of speech utterances, at the same time sub

ing the information content and indivimnl

peculiarities as well.

The regulatory process of the repromm-

tion of speech information rate is shown

in Fig.2. The original speech signalaxt)

is previously stored in some storage de-

vice (magnetic tape, digital memory,etc.)

during the time of its pronunciatimi &

at the rate Kb. The reproduction of the

recorded information is carried out durum

the preset time interval Z; at a suitable

rate of [45k ll/C” where k: 53/7,: - the coef-

fift/

Figure 2. The Speech Rate Regulation Moddu

x(t)
/TP9VP/

igtli Tempo
wTr,Vr/ RegulatorStorage

ficient of the Variation rate. since it

is accompanied by the change of the fre-

quency constituents of the signal: the
function of the speech rate regulator is

to recover the original spectrum in the
output signal aft} at the time interval 7/' '

We can single out two groups 0f memmds
in the regulation of speech temP°3
- the division of the Vsignal into short
uniform sections and changing their 1°n5th
proportionally to the preset rate regula‘
tion coefficient;

— the division of the original signal in“
quasistationary sections with the uniform
spectral composition, followed by the va-
riation of phonation time of each Of them
depending on its original length°
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Among the methods of the first group

is a selective segmentation of signals[10L

It is simple, easily operated, but has

some significant shortcomings. It may re-

move short sounds and even whole syllables

from the speech utterances, which causes

distortion of speech and considerably res-

tricts the regulating potential. In com-

bining the segments after the length trans-

formation, phase and amplitude drops occur

at the junctions, reducing the quality of

the obtained speech.

To remove the possibility of the loss

of some useful sections of signals from

the speech utterances we suggest using two

channel regulation with partial overlapping

of the neighbouring segments. To remove

the amplitude drops, each of the output

sections is multiplied by the weight "win—

dow". Partial imposition of segments com—

pensates energy losses in weighing.

The analysis of speech types used for

stammering correction shows that all kinds

of stammering are characterized by the

following regularities [6]:

- the length of every syllable is increas—

ed;

- the number of long syllables in a phrase

is increased;

- the length of all syllables tends to be

equal. ,

The first two types are positively

solved in the presented device. The use of

the device permits multiple reproduction

of the recorded text with vanying speed.

0n the other hand it allows to listen to

an accelerated recording of the patients

SPeech and to determine the intensity of

the disorders. Other approaches to speech

therapy are possible by varying the time

of the sounding of speech information. To

make the length of speech syllables equal

requires more discriminating approach of

the speech signals, which is characteris—

tic of the second group of tempo regula—

tion methods.

03 Qx

CONCLUSION

The performance of the device which’

permits to carry out a set of correcting

logopaedic procedures is described. The

most significant of them is the changing

of the rate of speech reproduction. The

best results in treating speech disoders

are to be obtained by using regulator,

which makes the length of stationary sec-

tions of sounds of equal duration. Modell-

ing confirmed the effectiveness of these

approaches allowing to create a wide range

of tempo variations while retaining high

quality characteristics of the reproduced

speech.
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ABSTRACT

Modern digital signal processing technology opens

the way to real—time implementation of articulatory

speech synthesizers as the phonetic—acoustic con—

version module in text—to—speech systems. An out—

line of a workstation for the development of such .a

prototype synthesizer for the German language is

given. This workstation is equipped with fast inter—

active graphics and acoustics processing capabili—

ties and is used as a tool for both the study of

articulatory phenomena as such and the develop-

ment of simplified algorithms needed for the pro—

spective target realization of the articulatory

synthesizer.

l . INTRODUCTION

Until now most of the development in articula—

tory speech synthesis [1-6] has originated within a

phonetic research environment. Only recently [7]

attempts have been made to tailor this methodology

into a form susceptible for real—time implementation

with modern digital signal processing technology.

As articulatory synthesis is expected to yield

high synthetic speech quality we have chosen this

line for the development of the phonetic—acoustic

conversion component within a text—to-speech sys-

tem for German [8]. Our goal is not to refine the

knowledge of human articulation in numerous ex—

periments but rather to use the available know—

ledge for an operational speech prooduction model.

Therefore we confined the development envi—

ronment to be small from the beginning: a speci—

fically designed workstation that provides closes

to—real-time operation of both the computer animat—

ed articulatory model and the acoustic signal syn-

thesizer. The workstation facilitates changes in the

detailed model and synthesizer structures while

preserving the hard- and software characteristics

of the envisaged target system.

+) On leave from Kaunas Polytechnical Institute,

Jurostr. 65-302, 233028 Kaunas, USSR

2. SYSTEM OVERVIEW

In the text—to-speech system GRAPHON the ar-

ticulatory synthesizer bridges the gap between the

string of phonetic symbols derived from morpholog—

ical word parsing [9] of the input text on one side

and the synthesized acoustic speech signal on the

other side. To this end, the articulatory synthe—

sizer must provide the following four steps:

(1) Interpretation of phonetic symbols in the artic-

atory domain by means of look—up tables con-

taining geometry and timing parameters. Only

essential or non redundant parameters are used

for the definition of a phone, leaving the final

determination of the time—varying vocal-tract

contours to the following step.

(2) Synthesis of articulatory kinematics by inter—

polation in the articulatory domain. Thereby

non—essential or redundant parameters (e.g. 11p

rounding in the articulation of a German iii.“

are generated. Secondly, intermediate positions

of articulary movements can be generated at an

arbitrary rate.

(3) Graphical display and evaluation of Sequences

of mid—sagittal views. Speech organ cont-CUPS

are generated mathematically from complete sets

of geometric parameters defined for a certain

time step. Vocal—tract area functions are esti-

mated from linear distances measured between

speech organ contours.

(4) Acoustic synthesis with a wave digital filter im-

plementation of a vocal tract model controlled

by the time—varying area functions, cf. [7}-

As the basic principle of operation has already

been discussed in [8,10] only a few points Of 5P8"

cial interest will be discussed in the sequel-

3. ARTICUIATORY AND COMPUTER

ANIMATION
PHON ETICS

It appears Obvious ‘hnt a full account of humlel;

articulation is impossible: neither the neuromuslcu if

control of the speech organs nor the dynamlcsh _
their movements is fully understood. Even a p es
nomenological description of their kinematics Seem
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quite untractable as the motion of three—dimensional
non—rigid bodies is involved. Especially the contin—
uous change of the tongue shape and position is
hard to measure and to model adequately. What is
left are a few basic facts describing certain stable
articulatory mechanisms either in the steady state
[ll] or in transitions [12]. The rest is hypothesis.

How can this incomplete knowledge be exploited

for speech synthesis? The answer is that even a

rudimentary articulatory model introduces an addi-

tional level for the representation of spech phe-
nomena such as coarticulation, reduction, assimila—
tion, homorganic articulation, and other contextde—

pendent allophonic variation. This additional level
appears more suited to human intuition in the

manipulation of hypotheses than the lower levels

such as an exclusively acoustic signal description.

Furthermore, it opens certain degrees of freedom

hidden to the human experimenter at the acoustic
level: some simple articulatory movements may in—

duce very complex acoustic mechanisms that would
not be recognized as basic to the speech produc—
tion process at the acoustic level as they appear

buried in the mess of signal variability.

Summarizing, the actual structure of an articu-

latory model is only partly determined by human

articulation itself whereas an even larger part is

due to the means of representation used in the de—
sired application. As our application requires inter-
action with a human experimenter, a graphical dis—

play of speech organ movements is indispensible.
Thus the principle: of computer animation govern
largely the design of our articulatory model.

(1) Animation of axionometric displays of three-di—
mensional shapes would be too clumsy on the en-
visaged "Imall" hardware environment.

(2) Two-dimensional shapes can be adequately dis-

Played by their contours. Representing speech or—

gans by their contours only, deliberately dismisses
all knowledge concerning their morphology and in-
ternal dynamics. The prevailing information about
articulator contours is conveyed by mid—sagittal
(cine—)radiographies [11,13,14]. These are taken as
the starting point for modeling the vocal—tract
geometry.

(3) The methods for the synthesis of articulatory

movements may be classified according to [15] as

follows:
D Image—based key—frame animation generates inter-

mediate frames from fully specified key-frames by

interpolation of shapes without taking into ac-

count any structural information about this

Shape. This principle is similar to the diphone

synthesis concept in exclusively acoustic speech

synthesizers. As the velar movement shows a sin-

gle degree of freedom it can be adequately mod—

eled by this technique.
El Parametric key-frame animation has previously

been used in articulatory synthesis [3] for a
synthesis—by—script mode of operation. Still the
human experimenter provides fully specified key—
frames but these are interpreted in a parameter

domain so that interpolated frames preserve cer-
tain structural characterictics of the parameter-

ized shape. This principle is similar to the (allo—

Phone) synthesis by rule concept in exclusively

acoustic speech synthesizers.

n Kinematic algorithmic animation is our approach

for the modelization of highly mobile variable—
shape articulators, in particular the tongue, lips

and epiglottis. There exists no similar concept in

exclusively acoustic speech synthesizers. The

synthesized frame sequence is no more specified

from key-frameI but from algorithmic parameter
control laws. Because there is a direct open-loop

relationship between the control laws and the
controlled geometry and timing parameters this

technique is a kinematic one. In our system,

typical laws specify the durations of on—glide,
stationary, and off-glide phases in the movement

of a particular articulator within a given phone

[16]. TheIe durations may assume negative values
e.g. to emphasize anticipatory coarticulation or
reduction.

a Dynamic algorithmic animation requires the re—

placement of the above kinematic laws by models

of the internal speech-organ dynamics. This ap--

proach [6, p. 279] goes beyond our previous op-

tion for simple contour line geometry. lt intro—

duces an additional level of representation, i.e.

complexity, which we consider only worthwile to

be studied in the context of text-to—speech syn—
thesis after completing the study of pure kine-

matic models.

(4) Sampling of articulatory movements is sufficient
at a rate of approx. 20 frames/sec for the human
eye. However, this rate does not fully capture the

true motion of speech organs. For this purpose, a

rate of at least 50 frames/sec should be used. Yet,

it is important to separate the two rate require—

ments when implementing the computational model:

every second, 50 frames must be calculated and e-
valuated by the graphics processing syItem while

only 20 midsagittal contour plots must be output
via the video display.

4. ACOUSTIC PHONETICS AND SIGNAL PROCESSING

Acoustic phonetics is seemingly more tractable
than articulatory phonetics as there exist highly
refined models of the vocal—tract acoustics such as

[17]. More often than not, these models are deline—

ated as an electrical circuit analog which can in

turn be transformed into a digital circuit. The most

elegant strategy consists in the wave digital filter

(WDF) concept [18] which provides a direct trans-

lation of the analog voltage and current relations

into the digital domain. A reasonably simplified WDF‘

version of [17] has been implemented for the de-
velopment of a qun.:i-—articulatory speech synthe—
sizer in ['7].

We adopt this procedure while modifying its im-
plementation according to our hardware system that

comprises a vector—oriented bit—slice signal pro-

cessor for the acoustic signal synthesis . This pro-
cessor is controlled by a MCSBOOO microprocessor

system developed at our department with special

attention to the fast high—resolution graphics as
needed for the animated articulatory model. The two
processor systl-ms are coupled via a parallel inter-
face with a transfer rate of up to 3 Mbyte/sec.
This interface transmits the area function values
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estimated from linear distances between speech or-

gan contours on the basis of piece—wise approxima—

tion formulae given in [4]. The vocal-tract syn-

thesis filter is tuned according to the area function

in a time—varying manner. The operation of the sig-

nal synthesis can be supervised with a waveform

editor and linear predictive analysis module inte—

grated in the workstation utilities.

5. PERCEPTUAL PHONE'I‘ICS AND SYSTEM

EVALUATION

There are a lot of open issues that can only be

studied in perceptual experiments implementing a

feedback loop for system opimization through a hu—

man experimenter:

(1) How accurate must an acoustic vocal—tract mod-

el be, given its control by a fairly coarse ar—

ticulatory model?

(2) What is the adequate level of representation for

various speech phenomena? Adequacy should be

defined by the human listener's judgement

while the choice among several adequate repre—

sentations should be made such that implemen—

tation complexity is minimized. For instance, it

is not at all clear which articulatory transitions

really need to be represented in the articulato—

ry domain and which could be established by

simplified rules operating directly on area

functions or acoustic parameters.

(3) Feedback control should be made possible at all

system levels. This calls for comparison mecha—

nisms for mid-sagittal views and area functions

as well as for spectrographic measurements. To

fulfill this requirement, an interactive phonetic

editor is built with thumb-wheel control of ar—

ticulatory geometry and real—time output of the

speech organ contours, the area function, and

the synthetic speech signal.

(4) Special attention is devoted to rapidly time-

varying speech events such as the explosion in

stop consonants. For their detailed study both

adaptive methods as well as new time-frequency

analysis methods [19] are under investigation.

6. CONCLUSION

Several concepts fundamental to the design of

a workstation for the development of a real-time

articulatory speech synthesizer have been dis—

cussed. At the present state of the system, articu-

latory kinematics can be computed and displayed

by our graphics system at a rate of 10 frames/sec

approx. Speech signals can be produced with a

sampling rate of 10 kHz. For a target system with

50 frames/sec and 20 kHz sampling an increase in

computational capacity by a factor of 5 is needed.

This is well within reach of off-the-shelf compu—

nents (e.g. M068020 with floating—point co—processor

and 4 D3? chips such as TMS 32010). These data

show an impressive technology step when they are

compared to run—time data of articulatory models

published a few years ago. e.g. 360 times real time

in [2] or 20 to 60 times real time in [3]. Taking up

this step is essential for applied articulatory

synthesis.
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APPENDIX

As a reference to our articulatory model two

figures are presented:
Fig. 1 shows the parameterization of the articu—

latory geometry by approximation of the speech or-

gan contours with simple mathematical functions

(circle, tangent).

Fig. 2 shows a (subsampled) synthetic frame

sequence for the German word [matamaztik].

Fig. 1. Articulatory parameters:

tongue apex
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jaw (lower incisors)
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lip protrusion

tongue body radius

velum
palate and pharynx wall are fixed reference

positions

<
H

'U
O

G
.
0
0
3

m
g
ie

m
a
’u

k

m
a
lf
m

a
ti
k

m
a
ie

m
a
iik

4
m

4
m

m
a
ie

rq
a
‘l
ik

m
a
ia

m
fx

ii
k

\
O

m
fa

ie
m

si
lk

0
%

/V
\

Q
/W

\
(‘

m
al

fe
m

a’
cl

k fl

m
a
te

m
o
it
lt

l

m
a
le

m
q
li
k

f

m
oi

em
ai

ik

m
a
te

m
o
iik

i

m
a
le

m
a
tik

m
a
le

m
a
iik

m
a
ie

m
a
’c

lk
m

a
ie

m
a
iik ‘

1

m
at

em
am

f‘
rh

cl
ie

m
c-

iii
k/

f

F
ig

.
2.

(S
u

b
s
a

m
p

le
d

)
s
y
n
th

e
ti
c

fr
am

e
se

q
u

e
n

ce
fo

r

m
ai

em
ai

iz
lk fl

re
n
t

tim
e

p
o

s
it
io

n
of

th
e

fr
am

e
w

it
h
in

th
e

[m
a
te

m
a
z
ti
k
],

th
e

a
rr

o
w

p
o
in

ts
at

th
e

cu
r-

w
ho

le
w

o
rd

.

m
di

sm
ay

l

m
ai

em
a‘

llf
k fl

Se 11.1.4 . 213



12 1
1

\
z 'COARTICULATION' IN AN ARTICULATORY SYNTHESIS MODEL OF GERMAN

GEORG HEIKE

Institut ffir Phonetik

Universitat zu K61n

Greinstrafle 2,

ABSTRACT

'Coarticulation' is the main problem in

speech synthesis. In the case of German

we show that the control of articulatory

parameters is dynamic in nature, i. e.

depends on effort and time of articulatory

gestures.

The purpose of this contribution is the de-

velopment of a framework in which 'coarti-

culation' rules for the articulatory syn-

thesis of German can be established.

Starting point is the conclusion that the

traditional concept of 'coarticulation'

must be rejects as inadequate because it

presumes iscrete phonetic segments as in-

put units into a coarticulator" module.

Therefore a target oriented mcdel of ar-

ticulatory control is proposed. Input

units to the control module are labelled

by phonetic symbols. They are defined by

at least one target value of one parameter

(e. g. for bilabials) or more parameters

(in the case of most other sounds).

with the exception of the bilabial (roundu

ed) [I] German consonants are defined by
one target value only, namely the con-

strictional position of the lips, the

glottis, the anterior part of the tongue

or the dorsum. The remaining articulatory

configurations, for example the shape of

the lips and of the dorsum in the case of

an apico-dental consonant, have to be spe-

cified according to the syllabic context.

This specification, usually termed as 'co—

articulation', is language dependent and

has to be formalized in an articulatory

synthesis model. Since there is a lack of

sufficient experimental investigations

(especially x-ray studies) in the case of

German, our method is restricted to the

articulatory interpretation of sonagrams,

self-observation, and auditory control of

synthesis.output.

Preliminary results suggest the hypothesis

that the complete articulatory specifi-

cation of German consonants depends on the

factors: vowel context, type of censonant,

position within the syllable, speed of ar—

D—SOOO Kfiln 41

ticulation. These dependencies will be

exemplified in the case of the apico—

dental [11 and the dorso-velar (or pala-

tal) consonant [k]. Inran initial prevo-

calic position (0. g. Lliz] as in 'LiebeW

the most economic (and hence ‘coarticu—

lated') position of the tongue would be

the same as for i:] except for the ele-

vation of the tongue tip. This would re-

sult in a '1' with palatalized dorsum. Al-

though German is not said to be character-

ized by such consonants, the above-men—

tioned case can be observed in fluent

speech, especially in intervccalic posi-

tion, as e. g. in 'die Liebe'. There is,

however, a remarkable difference in the

'coarticulative' effect of the vowel con-

text between slow and fast articulations.

In the Case of relatively slow articula—

tion — which means slower movement of the

tongue tip and greater duration of dental

contact - there is enough time for the

tongue body to move towards the neutral

position. The same principle holds for

stop consonants, but since closure and

release gestures are clearly separated;

relatively fixed in time, and hence in-

dependent of speech tempo, a very distinct

difference between syllable initial and

final position can be observed. The arti-

culatory position of release, e. g. in

'lieg' [lizkh], may result from a back-
wards movement of the dorsum during the

closure time interval, whereas in 'Kiel'

[ghizl] the dorsum must in any case take
the appropriate palatal position for the

following [ij.

Fig. 1a shows the sonagram of the VCV—

portion of a relatively careful pronun-

ciation of 'die Liebe'. An appropriate
articulatory synthesis of the VCV—gesture

can be achieved with a tongue prrfile of

l with central position of the dorsu“:

as midsagittal tracings (fig. 1C) 01
i and l and the sonagram of the synthGSIS

output (fig. 1b) show.

Fig. 2 Presents, in a case of more rapid

Pronunciation, both reduction of tho

unstressed i in ‘die' and the palatal

Position of the tongue dorsum for l,

largely identical with that of 1. Thus

214 Se 11.2.1
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Fig. 1: Spoken (a) and s nthesized (b)

VCV—portion [i114 of German 'die

Liebe', relatively slow speech.

Midsagittal computer tracings (c)

show corresponding target positions

we may hypothesize that the control of the

tongue dorsum as a function of speech tempo

works differently for vowels and conso—

nants. We observe reduction (towards neut-

ral) of vowels with high tempo, whereas

With consonants a similar effect appears

with slow tempo.

BUt both phenomena can be explained by one

Principle: the economy of effort as a func-

tion of time. Effort may be defined in two

respects: as the effort of reaching a tar-

get, and as the effort of maintaining a

Position different from neutral. With high

Speech tempo reduced effort results in an

'undershot' of the movement towards a tar-

get (vowels), with slow tempo the effort

0f maintaining an extreme position of the

a)

b)

c)

Fig. 2: The same VCV-transitions as in

fig. 1, spoken with relatively

rapid speech tempo

dorsum (unnecessary for consonants) is re-

ducedandcompensated by a movement to a

central position. The same principle holds

for the parameter of lip rounding. In the

sequence [uli], for instance, we notice

(with normal-to-slow speech tempo) a lip

spreading gesture from u to l and vice

versa. In synthesizing ['uli ]('Uli') we

would therefore expect the spreading

gesture of the l to be continued in the

transitional movement towards i (see

fig. 3). Comparison with the rather rapid-

ly spoken utterance shows not only a re-

markably reduced u (more centralized and

less rounded), but also an anticipation

of the spreading gesture within the

duration of the vowel. This demonstrates
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a)
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C)

Fig. 3: VCV—transitions of 'Uli';
a) spoken,

b) synthesized without anticipation
of lip spreading.

/

the usefulness of articulatory synthesis
for the study of 'coarticulation' pheno-
mena (i. e. articulatory control as a
function of time).
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Quasi-Articulatory Real-Time Speech Synthesis

Peter Meyer, Reiner Wilhelms and Hans Werner Strube

Drittes Physikalisches Institut, Universitat Gottingen,

Burgerstrasse 42-44,

ABSTRACT

up produce natural sounding transitions with a
speech synthesizer by simple interpolation of
its control parameters, these parameters

should have articulatory meanings. In this
case the synthesizer must have the form of a

vocal tract. We embedded such a model into a

simple dynamic articulatory system and applied

Kalman filtering methods to estimate the arti—

culatory parameters. From these parameters we

extract simple rules for speech synthesis. The

synthesizer is based on a signal processor
system and runs in real time.

THE ARTICULATORY WDEL

The articulatory model is controlled by seven

parameters (a ,.",a7) which determine a dis—

cretized 10 tu e model of a vocal tract and a

7 tube model of a nasal tract. Parameters a
and a describe the tongue body and the shape

of the pharynx in a simpified manner by line—

arly superposing two basic vocal tract shapes

and a constant neutral shape. The different

places of articulation in the palatal and a1—
veolar region can roughly be described by

them. The front palatal and dental articula—
tion is described by parameters a and a4.a4
represents the place of the tip 0 the tongue
and a is treated as a parameter of the
streng h of articulation. a and a determine
the radiation from the vocal tract, which is

simulated by discretized horns terminating the
vocal and nasal tract. a7 determines the coup-
ling of the nasal tract to the vocal tract.

IDDEL FITTDJG

In order to get transitions of parameters
suited for speech synthesis, the model must be
fitted to natural speech, that is, we have to
find a mapping from an acoustic parameter

Space to the space of articulatory parameters.
It is known from theoretical and practical

Considerations that this mapping cannot be

Unlque. Thus, we have to restrict ourselves to
searching for trajectories that do not contain
Jumps and that give a representation of meas—
Ured short-time spectra in a least squares

D-3400 Gottingen, Fed. Rep. of Germany

sense. Our method to find this mapping is

based on Kalman filtering and Kalman smoo-

thing. We extended the 7-vector of articulato—

ry parameters to the 21—state vector of a dy-

namic model which is a critically damped 2nd

order system with unknown white noise input

and unknown control input. Formally:

x = (x1; x2; u)‘ , x1 = (a1,...,a7V

x : vector of articulatory parameters,

x : delayed articulatory parameters,

u : unknown control input.

xn+1 = ¢x + wn'. . .
wn : vector of white n01se w1th

<wn> = 0, (wn w5> = Q

The transition matrix is
2A —A (I—A)2

(I) = A o o
0 o I

A is a diagonal 7x7 matrix of exp(—T/I);

T: frame length, I: time constant.

The trajectories of the dynamic system are to

be estimated in accordance to natural short

time spectra. Thus, based on utterances of one

speaker that are digitized with 10 kHz after

preemphasis, we estimate ARMA coefficients

every 2.5 ms using a Hamming window of 25 ms,

and we take the smoothed logarithmic ARMA

spectra as a reference. The resulting sequence

of short time spectra is called the real meas-

urement process z(tL

The analysis procedure computes the acoustic

velocity transfer function of the model's

vocal and nasal tract, given the actual esti-

mate of the state f. The logarithmic spectrum

of the transfer function, which is called

h(fi),is the model measurement.Then we for—

mally assume that the measurement process z(t)

is produced by the model and disturbed with
noise:

z(t)=h(X(t))+r(t) ,
and thus is related to the 'true' state x. r

is a random vector with zero mean and covari—

ance R, it is assumed to contain measurement

noise and all model inadequacies as well.

The computation of h(x) requires some computa—

tional expense. For this purpose the vocal

tract is described by four-terminal networks
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Fig. l: The articulatory model.
Left: Constant neutral and two basic shapes.

Right: Tongue—tip component in its two extre-
mal points of articulation.

in the view of electrical circuit analogue.
The transfer functions from the vocal source

and from the fricative source (only one as-

sumed) to the mouth and to the nostrils can be

computed, and h(x) is obtained by adding the

partial transfer functions and computation of

the power spectrum.

As h(x) is a nonlinear function, we can not

apply the linear Kalman filter algorithms, an

iterated Kalman filter is more convenient. It

requires that at each step of iteration the

matrix H(x) containing the partial derivatives

of h(x) must be evaluated numerically at the

actual estimate of x. As h(x) is of high di-

mension (we take a 64-point FFT), we make use

of an inverse covariance Kalman filter. The

algorithm works as follows:

Let 2' be the estimate of the state at time t
with covariance P‘, before the actual measure—

ment 2 is incorporated. Starting with xo=fi‘ it

iterates:

xk+1= xk + urn-1n + (P-)-1)-l

'(H'R-Hz-mxkn - (p-)-1(xk->‘=-))

for k=0laool Kc fi+:= XK-

9+ = (n(x+)'R-1H(2+) + (P-)-1)'1 -

The inverse covariance R‘1 of the measurement

noise r is simply defined as a time varying

diagonal matrix. It plays the role of a weigh-
ting function for the particular measurements.

The algorithm presented above can be extended
to a (computationally rather tedious) smoo-

thing algorithm by requiring that the estimate

of state 2 at time n is not only determined by
the measurement history up to time n but also

by future measurements up to time n+m. For one
update of the smoothing algorithm a Kalman

filter, starting with the present state of the

smoother, first runs forward up to time n+m,
then, using the adjoined backward dynamic

218

model, backwards to time n. At each measure-

ment it makes an update of its state. The

state of the smoother is then updated by as-

sembling its actual state and the state of the

backwards filter.

INCORPORATION OF ARTICULATORY CONSTRAINTS

As could be expected, the described procedure

works sufficiently for most of the pure voca—

lic transitions. For voiced—unvoiced transi-

tions and for nasalized transitions some con-

straints have to be incorporated into the

model. We do this in a straightforward way: If

we know, e.g. that the velum must be open at

an interval and closed at another, we 'telP

the Kalman filter that we measure the behavior

of the velum parameter, that is, we include

the pseudo—measurements into the general mea-

surement history z(t) and give them more or

less influence by defining the corresponding

entries in the diagonal of R' . In a similar

manner all parameters that are functionally

related to the state of the model can be pre-

scribed, such as place of articulation and

strength of fricative excitation.

ANALYSIS OF FITTED BRTICULATORY TRAJECTORIES

For analysing and testing the fitted articula-

tory trajectories, the vocal tract model was

implemented on a signal processor system. This

system consists mainly of a fast signal pro-

cessor TMS-32010 from Texas Instruments, 8

fast parallel interface and a 16—bit D/A-con—

verter. The signal processor is fast enough to

calculate the vocal tract model in real time

The articulatory model as well as the "articu-

lator—to-filter" transformations are done on a

laboratory computer (Gould 32/9705). The fil-

ter parameters are transferred to the signal

processor system at a frame rate of 200/8-

It was possible to resynthesize intervals of
an adapted trajectory as well as fixed parame-

ter sets. On this way it was possible to ex-

tract subjectively constant parts of vowels or

consonants.
Fig. 4 shows extracted vowels in the plane of

the first two articulatory parameters (a1,
a2). If we interprete the first parameter as a
front versus back, the second as a high versus

10“ Parameter. the positions of the vowels are
close tongue hump positions. In this P13“e
some vowels like /e:/ and /i:/ or /a/ and /?/
are very close. They differ from each other In

the third (tongue tip) parameter. For example

this parameter is higher for /i:/ than f°r
Ie:/ which can be interpreted as an articula-

tion more in the front of the tract.
For the most cases the transitions between

phonemes are regular. Attempts to find a fixed

dynamics for the articulation failed. Every
transition seemed to have a different dyna-
mics. The best and most easy description Of

the transitions was linear interpolation 0? a
critically damped second order system with

varying parameters.
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Pig. 2.
Fitted utterance /1a:le:li:lo:/.

Time runs from bottom to top.

Velum opening was fixed to zero.

For both figures on this page:
The vocalization parameter is

chosen'by handh It determines
the energy of the input signal
of the four terminal network
which represents the transfer

from the glottis to the radia-
tion. This parameter also deter-
mines the glottal shunt, which

increases ior low vocalization.
The fricative excitation parame-

ter is computed by the fitting
procedure based on simple as-
sumptions about the relation
between closest constriction and
turbulent noise strength.

Pig. 3.
Fitted utterance /tafo/.
starting at the voice onset of Ital
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Fig. 4. Points of articulation of some German

vowels in the plane of a1,a2.

0,8 l 1 I I l I

0,6 '- ‘

0.6 ~ '

[0-Ol'i'

0,2 — I I -

-o. l l I l l l

10,3 -0,6 49,5 -0,2 0 0,2 0,‘ 0,6 0,!

Fig. 5. Points of articulation for liquid /1/
embedded in different vowel context like

/a:la:/.

The adapted articulatory parameters show

strong effects of coarticulation. We examined

different VCV-transitions with the liquid [1]

like /a:la:/,/e:1e:/n. Fig. x shows the
points of articulation of the 1's in the plane
of the first two parameters. The articulation

is close to the position of the surrounding
vowel. The main articulation is done by the
third, the tongue tip parameter. For all shown

articulations this parameter produces a con-

striction of the 8'th or the 9'th tube segment
of about 0.5 cm . This effect can be seen if

we look at the articulation of the 1's in the
plane of the first and third parameter where
they lay on a straight line. Similar results
can be found for other consonants, for example
for the nasal /n/.
Strong articulatory effects can be found for
the articulation of plosives which is close to
the following vowel. This effect is extreme
for the plosives /p/,/b/ which are articulated
nearly in the same way as the following vowel
with a mouth opening of zero.

SYNTHESIS

For speech synthesis purposes we stored 36 pa-

rameter vectors of different German phonemes

in a table. This table contains also informa-

tion about voiced or unvoiced exitation, the

strength of the fricative exitation, duration,

voice onset times etc. Only for few transi-

tions it is possible to make a synthesis by

interpolating between these parameter vectors.

So we add further vectors which all represent

the same consonant to describe coarticulatory

effects, such as the articulations of differ-

ent /l/ in Fig. x. If We synthesize a transi-

tion from a vowel to a consonant we interpo-

late to the representant which is nearest to
the vector of the vowel. If we want to synthe-

sise a VCV—transition we interpolate during

the 'constant' consonant part to the represen-
tative which is nearest to the following vowel

vector. These rules are described by addresses
to the consonant vectors written in a 36x36
matrix. This matrix also contains information
about the duration of the transition.
Parameters like voice onset times for plosives

and strength of fricative exitation are chosen
subjectively.
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ABSTRACT

A new X-Ray Microbeam system for studying tongue

movements and other articulatory gestures has been con-

structed to serve as the core instrument of a shared

speech production research facility. Preliminary speech

movement data has been obtained and this system is

currently capable of tracking multiple articulatory pel-

lets (up to 12) at aggregate sampling rates of about 1000

per second. Radiation exposures are very low due to the

narrow x-ray beam and localized computer-controller

scans used for tracking. The facility includes parallel

capability for data display and analysis for multiple

experimenters.

[Support for this facility is provided by NIH-NINCDS

grant NS-16373.]

NEED FOR. FACILITY

The progress of research into human speech production

is severely limited by a number of factors inherent in the

speech production process itSelf. In-depth physiological

investigation of critical speech processes (e.g., neural

activation, muscle activity, movement, in vitro

biomechanics, etc.) cannot be conducted optimally

because there appears to be no truly suitable animal

model. Because the human speech apparatus has multi-

ple overlapping functions (breathing, chewing, swallow-

ing, and speech), functional inferences made from ana-

‘ tomical investigations provide only fragmentary and

potentially confusing results. For example, while the

masseter and temporalis muscles are capable anatomi-

cally of substantial jaw closing forces, they are generally

inactive during movements of the jaw for speech produc-

tion. These limitations require that many of the

significant physiological issues surrounding human speech

production be addressed with human subjects under nor-

mal conditions of speech.

Beam Deflection

Focus

Power Bus ONE METER
r---—---:

600 KV. 5 mA

POWER SUPPLY

O/\

3, Focus Tungsten Nal

Colls Target Pinhole pm tubes

Wisconsin/NIH X—ray Microbeam System

Figure 1

Simplified drawing of the X-Ray Microbeam system. The

system (except for the HVPS) is completely covered with

1-4 inches of lead for radiation protection. The total

weight of the machine is about 15 tons.
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\Vhile speech production processes are inherently dillicult

to investigate, recent advances have demonstrated that

the careful application of analysis and interpretation

techniques adapted from systems physiology, biomedical

engineering, and signal processing provide a means to

exploit the limited available data. That is, in the last

ten years, the methods for interpretation of multivario

able speech events have become increasingly utilized by

the speech physiologist.

To advance this important work, we have developed an

x-ray system with increased capabilities to obtain large

samples of the relevant movement, EMG, aerodynamic,

and acoustic data simultaneously, data with which to

elaborate and refine preliminary models and further test

their viability. The X-Ray Microbeam system that pre-

viously existed at the University of Tokyo [1] provided

preliminary studies with suggestive information demon~

strating the strength of this method [2,3,4,5].

X-RAY SYSTEM

Figure l is a simplified drawing of the x—ray generator.

Its major components include a 600 kV, 5 mA power

supply, a source electron gun and accelerating column,

beam-line components for electron beam focusing and

deflection, a thin (900 micron) water-cooled Tungstun

target for photon generation, x-ray pinhole, and Nai

detector.

Sampling of the x-ray detector output, control of the

beam deflection and x-ray scanning, and implementation

of the pellet spherical pattern recognition/background

/
//

//
//

//
//

//
/

//
//

/ ’\

Figure 2

Mid-sagittal view of speech articulators with attached ,

gold pellets. Small computer generated scan showing of

image of a gold pellet.

subtraction is done with specialized digital hardware

controlled by two fast microsequencels which in turn are

remotely controlled by the main computer processor

(VAX 11/750). All of these processors communicate
through a shared four-port memory. This implementa-

tion has been designed (in particular, the 600 kV

acceleration voltage) to allow us to track pellets in the
presence of common tooth filling amalgams. Develop-

ment of the specialized algorithms and support computa-

tional hardware to provide this capability is currently

under way.

As shown in Figure 2, small (2-3 mm) gold pellets are
placed, for example, on the tongue, lips, maxillary and

mandibular teeth, and velum. The x-ray generator emits

a narrow x-ray beam whose two-dimensional position on

the object field of the subject's head is computer con-

trolled. The x-ray beam passes through the object field

and is detected by a scintillation counter. The output of

the scintillation counter reflects the relative radiopacity

of the image field through which it passed.

Based upon the previous pellet positions or the pellet

position determined during an initial scan, the main

computer transmits a set of initial X and Y coordinates

to the digital scan controller. The computer system

locates the position of a pellet by first obtaining the x-

ray image generated using a locally restricted raster scan

(as shown in Figure 2). This image, after background

subtraction, is subjected to a global template recognition

algorithm to determine the pellet location within the

scan area. The predicted pellet position is determined

using an algorithm in the main computer that utilizes

REFERENCE PELLETS

(To detect head movement)

LlP,JAW,TONGUE & VELUM

DATA PELLETS

Computer image

Microbeam Scan Pattern
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previous pellet displacement, velocity, and acceleration.

Each of the other pellets are scanned in turn with associ-

ated image processing to provide time-motion tracking of

all the pellets.

Radiation dosages to the subject are limited to very low

levels due to a combination of many factors. They

include the relatively small size of the x-ray beam

(approximately 1 mm at the subject mid-sagittal plane),

the limited time (pixel exposure is 10 microseconds max-

imum), the beam is allowed to expose any particular area

of the oral cavity, tissue not in the immediate vicinity of

a pellet is not exposed, and secondary photon scatter

(Compton effect) is reduced by the high energy of the

primary photons (photon energies below 100 KeV are

filtered out). Multiple measures and estimates indicate

that the system at an acceleration voltage of 400 kV and

an electron beam current of 5 mA will yield average

entrance radiation exposures of 0.56 mR/minute, or a

total of 8.4 mR for 15 minutes of data acquisition.

Other measures, such as the peak radiation exposure for

a given small volume of tissue (1.0 cm ) in the. worst

case, are also very low (11 mR/minute or 165 mR for 15

minutes of data). These exposure levels compare very

favorably with exposure levels for other clinical and

experimental procedures. For example, a single dental

bitewing yields an entrance exposure of 650 mR while

the same 15 minutes of speech data with cineradiography

would require a prohibitive entrance exposure of 7.5 R.

Given these measures and comparisons, we are confident

that the radiation exposure as a result of this procedure

will offer negligible risk if appropriate precautions are

observed.

ACQUISITION OF OTHER SIGNALS

Instrumentation associated with this facility also allows

for simultaneous detection/transduction and condition?

ing for the following speech production parameters: (1)

the airborne speech acoustic signal, (2) an accelerometer]

throat microphone signal, (3) up to four channels of

aerodynamic signals or signals from other strain gage

transducers and (4) up to ten channels of electromyogra-

phy (EMG). A custom designed A/D subsystem which

acquires this analog data at aggregate rates up to 125K

samples/second (15 bits, isolated) has been built to pro-

vide this capability. This implementation provides for

differential sampling across up to 64 channels that is

time-synchronized with the x—ray system pellet move-

ment data. A multi-channel D/A subsystem is also pro-

vided for audio playback of speech acoustic data as well

as analog output of physiological data.

NETWORKING AND

ANALYSIS CAPABILITIES

A general purpose networking system (consisting of Eth-

ernet and Pronet local area networks) provides high

bandwidth inter-computer communication capabilities

for both data acquisition and analysis functions. Each

processor on the network (data analysis graphics works-

tation or data acquisition CPU) has shared access to the

central file servers. SUN graphics workstations provide a

bit-mapped 1024 X 1024 monochrome display and are

well suited for manipulation of multi-channel physiologi-

cal and acoustic data. A custom designed data base has

EDDY MUST WORK BETTER ON MONDAY

ACOUSTICW

TB_xW

TM_XW

TT-xW

LL_x

MAN__x

TB—yW

TT_yW

. ru————I———1

MANJW
500 ms

Figure 3

Simultaneously acquired acoustic speech signal and X— and Y—coordinate data from 5 pellets

tracked with the x-ray microbeam system. See text for details.
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Figure 4
('nriosian coordinate plot of the same data from Figure
3. A head reference pellet. is also included.

been constructed with binary descriptive and data files

designed for optimum storage efliciency and access. in
addition to the general windowed/mouse environment
provided by the SUN workstation, graphics applications
have been developed specifically for multiple data signal

display, manipulation, and analysis. In addition, the 'S‘
statistical package (licensed from AT&T Bell Labora-
tories) provides an interactive computing environment

and statistical data analysis language as well as a wide
variety of specialized graphics capa :lities.

EHERMENTAL RESULTS

Figures 3 and 4 present an example of typical data
acquired using the x-ray microbeam system. This experi-

ment used three tongue (TB, TM, and TT), a mandible
(MAN), 3 lower lip (LL), and two maxillary reference
pellets (MAX). Each of the data pellets was acquired at
100 samples/second, the reference pellets at 50
samples/second, along with a single channel of speech
acoustic data at 10,000 samples/second. These data
have not been digitally filtered or corrected for head
movement. Normally, at least two head reference pellets
are sampled so that articulatory pellet movement data
can be corrected {or head movement (translation and
rotation in the mid-sagittal plane) prior to data analysis.

[2]

[3]

[4]

[5]
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TENSOPALATOGRAPHY DYNAMIC TECHNIQUE AND
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SPEECH ACOUSTIC PARAMETERS (SYLLABLE
PRODUCTION IN SPOKEN SPEECH AS AN
ARTICULATORY STRUCTURE)

SKALOZUB L.G., PAYLICHENKO A.N.,
TERYAYEV D.A.

Dept. of Filology, haboratory of Experi-

mental Phonetics Kiev State University

Kiev, Ukraine, USSR, 252017

The paper presents phonetico-ex-

perimental data concerning dynamic

tenso palatography technique which ma-

kes it possible to correlate the dyna-

mic articulatory processes as the last

link of the syllables, words, syntag-

mas in speech production with their

physical characteristics. Analysed we-

re tensooscillograph records of Russi-

an syllables with the vowel "a" and

with initial stop front lingual conso-

nants differing in their hard, palata-

lized, voiced, voiceless and sonant

features.
The study and a statistical ana-

lysis of the data received yielded in:
1. The syllable is produced as an ar-
ticulatory integrity. 2. The syllable

includes an aggregate factor manifes-

ting itself in a lesser/greater homo-
geneity of the components due to mus-

cular tension. 3. Syllables differ ac-
cording to the mode their articulato-

ry tension develops.

The Kiev State University Ex erimen-
tel Phonetics Laboratory (KSUEPHL expe-
rimental phonetics study of over some re-
cent decades has aimed at a detailed des-
cribing the speech production articulato—
ry aspect which was due to both practi-
cal tasks (to understand articulatory
itandardization, to correct pronuncia-
ion) and an important objective dealing

"ith sVllable- and word-structure.
A syllable, a minimal structural

:nit of a spoken speech stretch, has an
“agregate factor enabling to find its
chOleness and continuity as an original
1 ain structuring lexical and syntactical
anguage events.

d The study of syllables and words
tgngmic manifestations makes us possible
chai:eat them resulting from the final
ech sPeech production - one of the spe-
pro activity processes. An articulatory
relcess thus turns outto be immediately
s ated to the language (phonological)
Egech study: the syllable/word articula-
e n Presupposes the producing of langua-

8 units functioning as spoken text com-
Ponents elsewhere.

The academecian L.V.Shcherba theory

Se 11.5.1

suggests that the syllable production

and division is dependent on the muscle

tension impulses which are responsible

for a consonant power changeability
within a syllable. I10. 4/

This hypothesis experimental test

made us to design a technique enabling

us to record articulatory tension and

its progress within a syllable, a word

and word sequence.
‘ The papers and books on phonetics

have not yet had experimental evidence

concerning the tension growth within
a syllable, though the syllable peak

(a vowel in most languages) is believed
to be made with the most tension possi—

ble. There were some ideas presented as

to the consonants articulation hetero e-

neity which is due to the tension. fl
Yet there are no data available on

vowels heterogeneity based on the featu—

re in point. The consonants tension is

assumed to result from their being voice-

less/voiced; from the syllable being
stressed/unstressed; from their position

in a syllable or a word (opening/clo-

31n8)' I39 19 29 4'9 90 10v 8/

Strong-ended consonants, voiceless

and consonants in stressed syllables

opening a word are believed to be more

tense.
The KSUEPHL has designed a techni-

que for the tongue ressure on the pa-

late (palatum durum to be investigated.
The power exercised by the tongue

muscle is known as a mechanical one.

Thus with consonants this power can be

defined as the pressure upon some rigid

surface. A technique combining tensomet-

ric processing with palatography and

oscillography has been created to answer

a number of points: how articulatory

tension changes in lingual consonants

within articulated syllables and words;

the way the muscle tension manifests it-

self within a syllable; what the sylla-

ble peak is (whether it is a definite
and the most tense point, the attainment

of which is immediately followed by

a relaxation, or whether it is a segment

more or less elongated); the way the mo-

tor impulse of muscle tension is being

produced, whether there is the incessa-

bility of the impulse and what it is



manifested in.
The technique is called tensopala-

tography.
The technique in point (see first

described - 7) makes it possible to cor-
relate the physical characteristics of
speech (of syllables, words and sense
groups) to simultaneously registered ar-
ticulatory organs movements. The oscil-
logram is recording not only acoustic
signals but the tongue pressure impulses
upon the roof of the mouth as well,
which when analysed can appreciate the
articulatory tension, the articulatory
duration and compare these features with
signals acoustic duration.

The sensory (sensing) elements in
the pressure electric measuring elements
were minute (2 mm base) wire tensomet-
res. [7/

The measuring elements taring ena-
bled us to value the tongue pressure
impulses. The recording apparatus used
was a rotating mirror oscillograph. The
oscillograph record simultaneously sho-
wed pressure signals from two measuring
elements and the speech acoustic pictu-
re. (Comp.128nd 5).

To choose indicator position on the
palate plate there has been made a stan-
dardization of consonants and vowels ar-
ticulatory contacts according to the
Russian speech sounds palatography evi-
dence taken from the KSUEPHL phonetical
archives. The contacts in question were
grouped into three types. Each of the
hree speakers, the participants of the

experiment, had three separate palates
specially made. Each of the palates with
two (front and side) detectors attached
to it served as an integrate detector
(see fig.1) through the two channels
of which the cscillograph record had si-—

WJMJMJJJ.l.l.l.l.l.l.l.l.l.l.l.l.l.l.l.l.l.1.l.l.l.l.l

‘ Figure 1. a) The artificial palate
with the front and side pressure detec-
tors; 1 - front detector, 2 - side detec-
tor. b) Tensooschillo raph record of the
syllables /t'a/, /d'a ; 1, 2 - pressure
signal from the pressure detectors, 3 -
acoustic signal from the microphone.

nals registered. The registered tongue
pressure signals looked like impulses
having the front, the peak and the cut-
off of their own. The impulses did not

superimpose with acoustic signals boun-
daries.

The impulse form and such of its
parameters as amplitude and peak dura-
tion burdened with one or several pede.
stale, constantly varied due to the
syllable components structure.

Different impulse forms were ana-
lysed; this resulted in descerning six
impulse types: 1) a rectangular one ha-
ving the peak length with relatively low
amplitude; 2) a triangular one having
a minimal peak duration, an increasing
front and a descending cut off; 3) a belL
fonmed one also having a minimal peak
yet having soft prominent front lines
and cut off; 4) impulses with a compli-
cated compound form having but one peak;
5) complex impulses with two peaks;
6) blending impulses having adjoining
peaks. (See fig.2).

IMP-I

1 L
2

in. 'ml'm...‘ H \m 1:|.||||ll|ll|H

na

man / \
1
2

Il'lllHlllIllllHlIHHHIHIIIHHH

ta

“IIHHIIIIHHHIIII“IH”illHliIIll‘lI"IIIHIIIHIHIIIHIHIIIII‘

gs

IMPIV

1
211mm” lllllHlIllllIlllllHIlHIIIHllIHIHHIIHHIIu

IMPV

1m

ub

ll|1HIl|||||llilllllillllll||IIIIIIHII|IIllllllIlllllllllIIIHIIIIIIIIII

US

Figure 2. Types of the impulses.
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Further tongue pressure impulses

analysis and measuring made us have the

parametres as follows: a front duration,

a peak duration, an articulatory inte—

grated duration, an impulse amplitude

peak. The front duration and the pressu-

re increase velocity were defined as

correlated values: the less the duration

the greater the velocity and consequent-

ly, the higher pressure at the syllable

beginning. _

The cut off duration determined the

pressure descending time, tension hetero

geneity/homogeneity at the juncture of

a consonant and a vowel. The angle bet-

ween the zero-th and the beginning front

line as well as the front duration indi-

cated the pressure progress speed; the

angle growth corresponds to the pressu-

re increase speed growth.
The impulse peak duration was in-

terpreted in terms of: a) a eak line
uniformity/non-uniformity; b the dura-
tion of the level part of the peak;

0) the existence of the rise peak fol-
lowed by a lesser part of a peak dura-

ion.
The uneven peak line growth indi-

cates the uneven pressure manifestation

with its maximum observed within a rela-

tively stable segment.
The technique serves for describing

and measuring the boundaries correlation

between the syllables and word articula-

tory and acoustic duration. The tensoos-
cillograph record of syllables with ini-
tial stop consonants displays the deve-
lopment of their first components - con-

sonants; their acoustic signal being re-

gistered in zero—shape. It makes it in-
teresting to describe coincidence[non-
coincidence of the final segment in the

pressure impulse and the start of the
acoustic signal for the syllables diffe-
ring in modal indications: the voiced

beginning syllables, voiceless beginning
syllables and sonant beginning syllables

The basic indicator employed was an
acoustic signal. All the impulse pressu-

re observed after the acoustic signal

switched on were assumed to be retarding
or slow and had a minus index during the
evaluating procedure. Plus index was at-

tached to the parametres being ahead of

the signal attack. Thus, the technique
makes a foundation to investigate the

PrOblem of interdependent articulatory

and acoustic features. / 6V
Investigated were Russian vowel

syllables and those with initial predor-
sal hard and dorsal palatalised stop con-
sonants (the first type of impulses .

(see 1'18-3). The analysis aims at haVing
tension articulatory characteristics and
its distribution within syllables. 8’6 the
correlation of the articulatory and aco-

“Stic duration of syllables.
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Figure 3. Impulses of the investi-

gated syllables.

The syllable analysis based on im-

pulses shape yielded the description to

follow. The initial components of all

syllables displayed on the oscillograph

record took the shape of the first class

impulses. Hard consonants syllables pre-

ferred the 1, 4 shape (rectangular im-
pulse with a raduated front and a ver-

tical cut off , syllables with initial

palatalized stop consonants preferred

the 1, 2 shape (rectangular with a step-
ped front and cut-off).

Initial voiceless hard syllables

differed from those with initial voiced

and nasal consonants by belonging to the

1, 4 class, while voiced and nasal con-
sonants - to the 1, 2 class which indi-
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cates the lack of identity in the growth
and decline of tension in the syllables.

The palatalized stops syllables and
those with voiced and voiceless differed
from hard consonants syllables by their
belonging exclusively to the 1, 2 class;
however the voiced and voiceless out im-
pulse was usually longer. The homogeniety
in the difference of voiceless and voi-
ced syllables for both tested groups
(hard and palatalized) shows that voiced
and nasal syllables differ from voiceless
as having a special, smoother tension
growth at the consonant—vowel transition.
The tension growth in voiceless sylla-
bles with initial hard and palatalized
consonants is of overfall nature - an
abrupt transition at the consonant-vowel
boundary.

The analysis of all syllables with
hard and palatalized consonants with res-
pect to their impulses shape enabled us
to distinguish long syllables impulse
manifestations with retaining one and
the same amplitude and a relatively un-
changing manifestation of peak duration.
Here belong the initial voiceless sylla-
bles and those with hard and palatalized
consonants. The second group contains
the syllables with the initial voiced
and nasal consonants having the impulse
shape whose tension is found less stable
concerning their peak duration manifes-
tation and respectively. a short period
of homogeneous_amplitude.

The first syllables have more con-
sonantal features, the second group is
of mixed character, i.e. of a consonant-
vowel nature. We can now state that the
tension change (the overfall during con-
sonant - vowel juncture) is more prono-
unced with the voiceless syllables and
less pronounced with the voiced sylla-
bles and those with the sonants. The
tension change feature manifests recip-
rocal derivational relations between the
syllable components.

The analysis of voiceless syllables
on the one hand and of voiced and sonant
ones on the other hand presents them as
having different growing modal features.

This brought to the measuring and
analysis of the parameters describing
the modal features growth: the front du-
ration, the cut off duration, the ampli-
tude value, the peak duration, the cor-
relation between the peak duration and
that of the amplitude; the correlation
of the front duration and that of the
amplitude; the correlation of the cut-
off duration and that of the amplitude.
Taken into account was the correlation
of integral impulse length and the syl-
lable acoustic length.

Initial voiceless hard syllables
and those with initial palatalized con-
sonants are different classes in terms
of their absolute mean front length:

the front length in hard syllables (HS)
is constantly lesser than that in palate-
lized syllabless (PS) which shows a grea_
ter pressure growth in the initial seg-
ment of HS. The absolute value of HS mem1
cut-off duration is less than that of PS
mean cut-off duration, the length of HS
and PS cut-off being less than that of
the front.

With PS the front is longer than um
cut-off, while both segments impulses are
longer than their HS counterparts. This
evidence distinguishes syllables accor-
ding to the degree of tension at the con-
sonant-vowel juncture. With PS this is
of less contrast nature yet having a re-
latively greater growth velocity, which
can be read in the front-cutoff ratio
(FC ratio). ./ F> C/

Relative values resulted from the
comparison of the peak duration and the
maximum amplitude of voiceless HS impul-
ses and thofe of PS can be written as
follows: +113) iaLPS

The comparison of the front and the
amplitude F/A and the cut—off and the
amplitude C/A with HS and PS positively
distinguishes HS into a type with a more
tense first component growth, when combi-
ned with the vowels it becomes more pro-
minent (contrastive). The latter charac-
terizes occlusion as a consonant marker.

The analysis of the parameters rea-
lizing the tension dynamics describes the
initial syllable components as a process
capable to affect the acoustic signal du-
ration.

There is a regular greater articula-
tory impulse and acoustic signal duration
observed in PS, while HS show lesser ar-
ticulatory and acoustic signals duration
respectively. The second group of sylla-
bles with initial voiced consonants. hard
and palatalized, and sonants, hard and
palatalized, recorded with identic am-
plification and from the same artifi-
cial palate, was described similarly.

. Tendencies discovered while anaIY‘
Sihg voiceless syllables proved to be re-
gular for syllables with initial voiced
and sonorous consonants. First of all it
has to do with the following parameters.
correlatedzthe front duration lthe ampli‘
tude value; the cut-off duration / the
amplitude value; the peak length / the
amplitude value; a total articulatory du-
ration / a total acoustic duration.

. As it was already mentioned. the
v01celees syllables are contrasted to
those of the voiced and the nasal for he-
Vina different modal dynamic features.

A common feature both for voiced and
for sonant syllables impulses is the Peek
duration and the amplitude ratio. The ra-
tio can be written as follows:

1.£ 7*
3mm>1(da) > jL/ix (n5) -, .mm 31111115!
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exponents ratio of the parameters in po-

int were found when D'A and N'A were cons

pared. The parameters comparison show
greater ties of the hard voiced and the
palatalized voiced consonants with a

vowel to follow.
The tension of the voiceless stops,

of the voiced consonants and the nasal

sonants is growing in different ways,

which displays both intrinsic features

of each consonant and the syllable fea-

tures as the articulatory entireties.
The greatest liasion of the components

is observed in the voiced syllables
(which is indicated by the cut-off value
and the amplitude cut-off ratio).

The voiced and the nasal syllables
are contrasted to the voiceless ones as,
a special modal class of syllables, the

chief feature of which being realized in
greater derivational ties between the
components.

On the oscillograph records of the
syllables with initial voiceless, voi—
ced and nasal consonants different types
of relations between the articulatory
peak duration and the amplitude peak
(see A); between an integrate duration

of the tension impulse and the acoustic
duration signals (see B) is regularly
indicated as follows:

r‘ C”A J;& <E B L z
Jma’x (t3)> Jmax (da)> jmax ( mg)
L" ‘ C" (— _

B .——£°§t~(ta)> ——.%gf (c1&\)> £3;m
The most autonomous (see A and B)

are the initial voiceless components;
the voiced and the sonant syllable enable
us to assume a noncontrastive, relative

h°m°88niety of the components (see above
C/A; F/C) which brings about a greater
interdependence between them and is mani-
fested in the vowel duration growth. The
Similar relations are likely to have re—
sulted from its greater articulatory
tension. The intersyllabic relations
between the syllable components is based
0n the feature of a higher or lower homo-
geniety of the articulatory tension deve-

1°Pment. Therefore the syllable is arti-
culated as a naturally organized integ-
rlty 0f interdependent components. The
syllable has an agregate factor manifes-

tlng itself in a greater or lesser simi-
larity of the syllable components based
on the muscular tension, which fins its
expression in a specially structured im-
pulse of the tongue pressure.

There is born a possibility to
Classify syllables in terms of relations
of their components. In the class of syl-
1ables with hard consonants it looks as
fOllows: DA > NA > TA.

The analysis evidence suggests that
the tensopalatography is suitable for
Btueying the tension feature in its dy—
namic manifestation within the articula—

ted syllable, word and sense group. The

factor working within the syllable and

uniting its components undoubtedly proves

not only the articulatory entirety of the

syllable, but also its predetermination

in speech production.

The table of syllable tension
impulses. Parameters and ratios

Syllables ta
Parameters

Front (F) msec 36 59 61 64 91 118

Cut-off (c) msec 34 50 52 58 65 65
Amplitude (A) mm 43 42 41 37 36 32

Articulatory
duration of sig—
nal (D art) msec348 325 325 352 325 339

Acoustic dura—
tion of signal

(D ac.) msec 334 438 420 310 452 448

da na t'a d'a n'a

Parametres
ratios

Front:Cut—off 1,1 1,2 1,3 1,1 1,4 1,9

Front:Amplitude 0,8 1,4 1,5 1,7 2,5 3,7

$3330ff’Ampli 0,8 1,2 1,3 1,6 1,8 2,1

n art.: D ac. 1,0 0,7 0,8 1,1 0,7 0,8

Note: the table gives statistic data ob-

tained from tensooscillograms with

constant amplification on the same

artificial palate of one speaker.
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ABSTRACT

Frequency structure of signal reflecti-

on in the peripheral part of the human

hearing system is evaluated in terms of

the combined cochlear potential observed

at the ear-drum level. The reflection ap—

pears to include components missing in

the signal spectrum. The explanation pro-

posed implies the possible effect of a

hearing feedback which, unlike the hear-

ing reflex, provides for the appearance

of signal envelopes propagating along the

cochlear partition as separate waves.

The study of signal processing in the

peripheral part of the hearing system

($PHS) is essential for getting an in-

sight into the mechanism of human sound-

information perception. Complex signal

reflection in PPHS is of particular impo-

rtance. Here signal reflection will be

defined as a spatial distribution of ex-

citing effects along auditory—nerve-fiber

endings, formed as a result of the signal

transformation by hearing mechanisms, a1-

low1ng for feedback effects.

Until recently feedback mechanisms.had

been overlooked in simulating signal tra-

nSfermation processes in PPHS. The impli-

cations were that a result of signal pro-

cessing in PPHS is a frequency-coordinate

transformation similar to spectral analy-

sis which is correlated with the excitat-

ions of auditory-nerve-fiber endings. a

reflection of this type is also extenSiv-

ely used in phonetic studies in the form

0f dynamic spectrograms. .
Recent electrophysiological experim-

ents, however, have provided evidence for

tSe Prepagation of vibrations, correspon—

dlns to complex-signal combination tones
even at low stimulation levels, in the

cochlear hydrodynamic system /7/. The

§aCt that frequency components missing
In the signal spectrum may appear in the

Slgnal reflection is incompatible Wlth. .
the idea of PPHS as a linear system which:

deals only with separating the signal in-

t° frequency components. _ .
In the literature available combinati-

on freQuency vibrations are often viewed

as a product of signal distortion in its

‘1
‘)
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non-linear transformation in the cochlear

vibration system. However, experiments

with narcotized animals involve certain

difficulties in determining the informat-

ional significance of the combination vi-

brations observed. To investigate the ro-

le of combination vibrations in signal

reflection in PPHS it is necessary that

the fact of their existence should be es-

tablished and their level estimated. When

using phonetically meaningful sounds.as

stimuli, the existence of a certain comp-

onent in the reflection can be correlated

with a certain characteristic of its per-

ception. Of particular importance is to

establish that vibrations with frequenci—

es missing in the signal spectrum do ex-

ist in human PPHS, and to lay dOWn a mo-

del of the mechanism causing their occur-

rence.
In this study the method of electroca-

chleography involving analog and digital

accumulation was used in combination with

fast Fourier transform /4, 8, 5/ to obt-
ain combined cochlear potentials (GOP)
and to analyze the frequency structure of

vibrations in the human cochlea.

Assuming that receptor structures of

organ of Corti interact in an electrome—

chanical way with the cochlear hydrodyn-

amic system, a variable component of co-

mbined cochlear potentials is considered

to reflect the motion of cochlear mecha-

nical structures under the effect of the

stimulus or vice versa-/6/.
The experiment was intended to identi-

fy, in the signal reflection in PPHS, the

components missing in the sound stimulus

spectrum by means of analyzing the CCP

appearing at the human ear-drum under the

effect of a complex sound stimulus.

Fig.1 shows two—tone stimulus spectrum

(I) and typical CCP spectra successively
for one subject, given two values of vol-

ume of sound.

Fig.2 shows the spectrum of vowel "a"

(I) and the CCP spectrum (II) for the
same subject. The comparison of the sti-

mulus spectra with the CCP spectra reve-

als that the latter include components

missing in the former. With a two-tone

stimulus, a component of this kind is
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primarily the f1-f2 frequency component.

The level of the newly appearing compon-
ents has a value close to that of the le-
vel of response to spectral components
present in the spectrum.

L04-

Q53r

JfLV' 1"! J'cz

an analogous accumulation mode. The patt-
ern of the stimulus spectrum is shown in“
relative normalized counts in Y-axis. Qu-
antization range - 156.4 mcsec.; number
of counts in a sampling - 256; number of
accumulated samplings - 1024. ‘

\

LO‘

o zéo ' 560 750
I

A
1

1060 Hz

Fig.2. Vowel spectrum reflection in the
.speotrum of GOP measured at the human
ear-drum.

I - spectrum of vowel "a"; II - COP spec-

0.2-- 7—7 ‘
0.1 -
o

trum at the 95 db SPL level of volume of
sound. The measuring conditions are iden-
tical to those listed in the caption of

18. 0

Fig.2 demonstrates that the general
pattern of the spectrum of response to a
vowel is significantly different from
that of the spectrum of the vowel presen-
ted at the input of the human hearing

Fig.4. Two-tone stimulus reflection in
the spectrum of GOP measured at the human
ear-drum.
I - two-tone stimulus spectrum; II - COP
spectrum at the 100 db SPL stimulus lev-
el; III - CCP spectrum at the 85 db SPL
stimulus level; IV - spectrum of noises
measured at the human ear-drum level in

232
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The most convenient way of discussing

the results obtained is to make use of
the model of si nal transformation in
PPHS. The functional structure of such a
model was described in /10, 11/. Compar-
ed to the earlier models of signal tran-
sformation in ETHS /3/. the model under
discussion includes a mechanism realiz-
ing the feedback Which significantly af‘
fects signal reflection in PPES.

Se 12.1.2
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Consider the possible properties of
the mechanism in question. . .

The possibility that in addition to
the feedback circuit ensuring hearing re—
flex there exists in PPHS a feedback eff-
ected along the signal envelope was first
suggested in /10/. The mechanism realiz-
ing the latter feedback was termed "hear-
ing feedback". It was also shown that the
action of this mechanism may account for
the effects such as residual tones and
inhibition of the first harmonic of mic-
rophonic potential /12/. _ _ _ _

It is obvious that the inhibition of
the first harmonic of microphonic potent-
ial /12/ can be accounted for by the exi-
stenoe of the hearing feedback, prOVided
the value of a difference-frequency comp—
onent stipulated by its effect is compar-
able to that of the response to the first
harmonic of the stimulus. The experiment-
a1 results shown in fig.1 indicate that
the amplitude of the f2- a frequency com-
ponent of GOP spectrum an that of the f1
frequency component of GOP spectrum are
values of the same order of magnitude.

Thus, experimental eVidence has been
obtained for the assumption that the in-
hibiting effect may be accounted for by
the effect of the difference-frequency
component of GOP spectrum. Again, the va-

lue of this component being great, it is
possible to assume that its informational
significance is by no means less than
that of the CCP spectrum components caus-
ed by the effect of those components
which are present in the stimulus spect-
rum. Accordingly, a similar explanation
of residual tone perception is available.

The fact that the relative amplitude

of the CCP spectrum compenent resulting

from the effect of the stimulus whose

Spectrum does not include such component
is not dependent on the stimulus level
indicates that the compOnent in question
is caused by the action of a specialized
Parametric mechanism dealing With separa-
tion of the signal informational charact—
eristics rather than by non-linear.disto-
rtions in transforming the Signal in

A problem to be solved concerned expe-
rimental identification of the paths tak-

en by the signal envelope to get back to
the analyzer part of PPBS, i.e. to the
cochlea, upon being formed. One possibil-

ity Suggested in /10, 11/ was the coch-
183 - receptor cells - auditory.nerve -
facial nerve - stapes - cochlea' circuit.
The newly obtained experimental data make

it Possible to consider the "cochlea -
receptor cells (acting as envelope extra-

°t°r8) - cochlea" circuit as well. _
Upon getting to the inner ear by eith-

er Way. the envelopes are propagated

31°38 the basilar membrane and form the
maximum deflection at a corresponding

POint, thus producing a new channel whe-

re a new envelope can be extracted whose
variable component will again pass along
the feedback circuit and will be summed
up with other envelopes etc. until a dyn-
amic equilibrium reflection of the stimu-
lus is obtained. Thus, the hearing feed-
back model appears to be an integral part
of the model of PPHS analyzer part and
the whole system should be viewed as a
parametric non-linear signal analyzer,
with its characteristics depending, alon-
gside with other factors, on the type of
signals being analyzed. Realization of
the hearing feedback model requires conc-
rete definition of the envelope, formula—
tion of the rules of its formation and
introduction of PPHS in the analyzer part
of the model.

A possible technical realization of
the hearing feedback model is described
in /1/. As follows from the fundamental
scheme of the model/1/, the output signal
reflection will include frequency compon-
ents missing in the analyzed signal,
their frequency values characterizing the
mutual disposition of the signal spectral
components. Occurrence of reflection com-
ponents resulting from secondary interac-
tiOns is also possible.

Correlating vowel spectra to the freq-
uency structures of their reflections in
PTHS shown in fig.2, it can be seen that
the latter include spectral components
missing in the stimulus when the frequen-
cies of components in the stimulus spect-
rum are close enough. Thus, the CCP spec-
trum of vowel "a" includes F2-F1, F2+F1
frequency components.

The foregoing implies that envelope
extraction in non-linear analyzer chann—
els is significantly affected by a frequ-
ency-selectivity formation mechanism ref—
erred to in the literature as that of
sharpening of cochlear gain-frequency
characteristics (GFC). As stated above,
the earlier studies /3/ make it possible,
by using non-linear transformations, to
lay down a model ensuring a sufficient
degree of cochlear GFC sharpening to acco-
unt for the difference between the shape
of auditory-nerve frequency-threshold cur-
:es and GFC of cochlear hydrodynamic sys-

em.
Recent experiments /15/ have demonstr-

ated, however, that at low signal levels
the cochlear GFC themselves appear to
have a shape close to that of auditory-
nerve frequency-threshold curves.

The only seemingly possible way of ac-
counting for the above effects is to assu-
me the existence of an electromechanical
interaction of receptor cells with cochle-ar vibration systems, presuming the inter-
action to form local feedbacks of quick-:gsponse leading to regeneration process-

.Alongside with the new experimental
eVidence, a model of the sharpening mecha-
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nism must also make allowance for the
whole complex of properties recognised in
the earlier studies of signal processing
in PPHS disregarding feedback effects.

The baSic principles of a model of co-
chlear GFC sharpening mechanism amount to
the following.
1. At low vibration levels cochlear GFC
are to be close to auditory-nerve freque—
ncy-threshold curves.
2. At high vibration levels cochlear GFC
are to be close to those measured by von
Békésy.
3. The structure of spatial-frequency si-
gnal reflection in PPHS is characterized
by the location of auditory—nerve fibers
with given characteristic frequencies in
the low-frequency slope area of the ampl-
itude-coordinate characteristic of the
basilar membrane /6/.
4. The effect of one harmonic signal inv-
olves an increase of neuron pulsation
frequency above the threshold value only
in a relatively narrow range near the va-
lues of the signal frequency close to the
characteristic frequency.
5. With the effect of two signals, one
being tuned to the characteristic freque-
ncy of the neuron observed and the other
being a test signal, neuron pulsation
frequency at low test-signal intensities
is considerably higher than the spontane-
ous one throughout the range of test sig-
nal retuning.
6. The increase in test signal intensity
with certain kinds of detuning is accomp-
anied by the formation of inhibition
areas. The width and depth of the areas
increase with an increase of test signal
intensity.
7. The inhibition areas are asymmetrical
in relation to the characteristic freque-
ncy, being deeper towards the high-frequ-
ency region.

The above requirements are met by the
model of PTHS GFC formation which includ—
es a frequency—coordinate transformer /5/
with a frequency-dependent voltage trans-
formation device /2/. The degree of feed—
back can be controlled as described in
/9 /. A calculation has revealed that the
scheme allows sharpening of PPHS GFC by a
factor of 20 to 24, while preserving a
phase characteristic clase to the linear
one.

From the above considerations the fol-
lowing conclusions can be drawn. Signal
reflection in PTHS appears to be a result
of both a complex interaction of non-lin-
ear mechanisms of vibration processing in
the inner ear and the effect of feedback
circuits due to electromechanical intera-
ction of receptor systems of organ of Co-
rti with cochlear partition vibration sy-
stem. as well as of the circuits realiz~
ing hearing feedback. Since the formation
of signal reflection in PPHS involves the
appearance of components missing in the

spectrum of the stimulus signal and may
be accompanied by secondary interaction
of these components, one should expect

the reflection to differ considerably
from the stimulus spectrum, particularly
with speech signals whose form is fairly
complex.
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STATIC AND DYNAMIC STRUCTURE OF VOWEL SYSTEMS

L.F.M. ten Bosch L.J. Bonder L.C.W. Pols

Institute of Phonetic Sciences, University of Amsterdam

ABSTRACT

A phonetic/phonological model has been

developed for describing the structure of

natural vowel systems in terms of

configurations consisting of N points in

the formant space. These configurations

(abstract vowel systems) are defined as

solutions of an optimalisation algorithm.

This search algorithm uses an optimality

strategy that is based upon two extra—

linguistic principles, one dealing with

the articulatory effort, the other with

perceptual ease. The model is evaluated by

comparing the model results with available

phonological data.

INTRODUCTION

The model that we present is developed in

order to find basic structure principles

underlying the architecture of vowel

systems. It uses as a starting—point the

dispersion model of Liljencrants and

Lindblom (1972). They tried to describe

natural vowel systems by maximizing an

acoustic distance measure between N

Points, all of them positioned within a

predefined fixed region in the formant

space. The novelty of the present model is

the extension of the acoustic principle

(with respect to vowel dispersion only)
With an articulatory minimal effort prin—

ciple.

In the following three sections, we will

Gradually unfold the model. Section 1

poses the two basic structure principles

we are using. Section 2 describes the

model itself: 2.1 deals with the technical

translation of the basic principles into

an aPprOpriate mathematical formulation

and a search algorithm for the abstract

vowel systems; 2.2 describes the compari—

son of these abstract systems with the

vowel systems from natural languages; and

2.3 will briefly deal with the implemen-

tation of dynamic aspects of vowel sys—

tems: the long/short-opposition and the

diPhthongs. In section 3 we will give a

summary of the present results. In section

4 we conclude with a discussion.

. 1. THE PRINCIPLES

We use two principles dealing with the

structure of vowel systems which are sup-

posed to be of primary importance:

(a):minimality of effort of (static)

vowel pronunciation;
(b):minimality of inter-vowel confusion.

Vowel systems are said to be 'optimal' if

they optimally satisfy both principles

simultaneously.
Evidently, the consequences of these prin—

ciples separately are conflicting: (a)

yields minimal overall articulatory vowel

distances, whereas (b) leads to maximal

inter—vowel distances. In order to be able

to handle both principles in an appro-

priate way, they have been translated into

specific mathematical formulae. Some of

these formulae directly deal with both the

formant position of vowels and the vocal

tract area function, other ones are based

upon arguments concerning probability and

optimalisation techniques (see section

2.1, the search algorithm).

2. THE MODEL

2.1. The Search Algorithm

Each vowel system is represented as a

point in a so-called 'state space', in

which principles (a) and (b) define an

optimality strategy. The search for

optimal vowel systems can be considered as

looking for stable solutions in this state

space. In order to specify the search al—

gorithm, we introduce the following formu—

lae (classified into basic, derived and

evaluational ones):

2.1.1. basic fbrmulae

These formulae play the most elementary

role in the model.

The inter—vowel acoustic distance dF be-

tween vl and v2 is defined as follows:

(dF)2 = (109(F1(v1)) - 109(Fltv2)))2 +

(log(F2(V1)) - logu‘zwzmz (1)
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Only the relative positions of vowels in a
vowel system are relevant. The logarithms
of the frequencies are used to meet with
the perceptual behaviour of the basilar
membrane. This closely relates d? to em-
pirically determined acoustic distance
measures involving mel or bark scales.

The expression for the inter-vowel confu-
szon probability p(v1, v2) reads:

p(v1, v2) = exp(-a * dF(v1. v2)) (2)

a being a positive scaling parameter.
Before actually evaluating vowel systems
we first introduce the following prob-
abilistic concept. We hypothesize an expo-
nential relation between the inter-vowel
confusion probability p and the inter-
vowel acoustic distance dF. This relation
can be globally verified by inspecting the
perceptual vowel confusion matrices in
several languages.

We define the articulatory effort dA:

as = 23(5i - 1)2 (i
- 1, ..., 4) (3)

This expression relates the shape of the
vocal tract (which is approximated by the
straight 4-tube, consisting of 4 segments
of equal length with areas Si (cf. [1],
[2])) to an articulatory effort value (see
figure 1).

2.1.2. derived system fbrmulae
In order to be able to define the struc-
ture principle for vowel systems as a
whole, we introduce the system counter-
parts of dA and dr.

The expression for the total articulatory
system effort DA reads:

DA = max(dA) (4)

The articulatory effort value of a vowel
system is defined as the maximal value of
the articulatory effort values of its
members.

glotta“(3:4 ) )—>
51 $2 Sn-l Sn

Fig 1. An example of a general n-tube with
segment areas Si.

The total perceptual system discrimina ‘
D? will be - llty

Dr = [I (1- p(vi, vj)) (1 s i < j s N)
(5)

1- p(v1, v2) denotes the probability of
vowel v1 and vowel v2 not being mutually
confused. Therefore D? is a measure for
the total discriminality of an N-vowel
system. Consequently we have DP = 1 m
case of perfect discriminality and DF =C
in the worst case.

2.1.3. evaluation formulae
We have to minimize the articulatory
effort DA and to optimize the discrimina-
lity measure DP simultaneously. Therefore
we introduce the penalty parameter Q rela-
ting both aspects:

Q = (DA)2 + s * (Dr - 1)2 (m

This type of expressions is well-known
from optimality theory and is in fact a
natural choice here. Indeed, minimization
of Q logically implies minimization of DA
towards zero and optimization of D? to-
wards unity simultaneously. The rate of
convergence of this process is controlled
by the slack variable 5 (S being a large
pOSitive number). Optimal vowel systemsare locally found by iteratively improvingthe position of all vowels in the SYStem
while decreasing the value of Q.

2.2 . Evaluation Part
The evaluation part of the algorithm des-
cribed above in fact consists of a meas-
urement of the goodness of fit of the
acoustic model output in relation to the
more phonologically specified data from
language databases ([3], [41). For the
time being we confine the evaluation to
vowel systems without dynamic structure
(without short/long opposition, without
diphthongs). Presently, these latter ef-
fects contribute less to a general insightas they are second-order consequences.
In the model a method is implemented foractually effectuating the phonetic/Phono'logical comparison. It is based upon 95'
sentially the same probabilistic motiva‘
tions as already used in formula (5)- Theresult of the comparison is expressed in
terms of the similarity probability (de-noted SP) of the respective abstract Pho'
netic vowel system and a phonological SYS'
tem after having optimally paired each un-
labelled vi in the model system with a
vowel vj in the phonological reference
system.

SP = n exp(ra * d(Vi, V3,) (7)
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If SP = l, the similarity is perfect. The

model evaluation now consists of the e-

valuation of all SP values between a model

solution containing N vowels and all known

phonological N—vowel systems. The present

result of this evaluation is plotted in

figure 2.

SP

1.0

0.8

0.6

0.4

0.2

0.03 4 5 6 7 8 9 N

Fig.2. Goodness of fit of the present

model in terms of the SP value.

The heavy line a connects all the found

maxima, b shows some possible ramifi-

cations. N denotes the number of vowels

in the model system and the phono—

logical reference system.
One observes the decreasing SP value

for increasing values of N. Probably

this phenomenon can be traced to

- the declining fit of the model itself

- the increasing number of linguistic
possibilities for large N.

2.3. Dynamics
The description of the dynamic part of
vowel systems appears to involve more

linguistic details then are contained in
the model described above. The model has

proved to be inadequate for predicting
actual diphtongs and long vowels in a

Specific language, but it merely defines
and bounds the set of physical possibi—
lities out-of which a language may select.

In order to study these possibilities in
more detail we use a vowel structure ma-
trix of which the entries represent the

1°09 vowels and diphthongs. The short
vowels constitute the elements along the

two axes. Evidently, long vowels emerge as
geminates along the main diagonal and
diphthongs off the diagonal. In order to
evaluate the entries we considered the

acOustic gain relative to the articulatory
effort. We give the results of such a cal-

Culation in figure 3. One may observe a

Preference for diphthongs to start in the

/a/-region (i.c. to show decreasing first
formant frequency).

Se 12.2.3

o 0.5 0.3 0.3 0.6

1 0,5 0.5 o 7 0.4

e 0.4 0.5 0.4 0-3

a o 7 0.3 0.5 0-4

a e 1 °

Fig 3. Gain of acoustic contrast in

relation to articulatory transitional

effort. The transitions are now des-

cribed as concatenations of two short

vowels out of the indicated set of

four short vowels. Horizontally, we

denote the vowels in initial position

and vertically the short vowels in

final position are shown. All entries

(quotients of acoustic contrast and

articulatory effort) have been

rescaled to values between 0 and 1.

They give an indication of the pref—

erence of the corresponding combi-

nation of short vowels.

In this four—vowel system the pref-'

erence for transitions to start in the

a-like region of the formant space is

demonstrated by the values figuring

in the first column relative to those

in the other columns. The overall-

preference for gemination can be de-‘

duced from the values along the

diagonal. In general it does not have

to be the case that these geminates

correspond to actual long vowels such

like /a/, /e/ etc. This identifica—

tion is in fact a phonological item.

The quotients have been specified up

to only one decimal place in order

to express their tentative character.

They only have relative significance.

3. RESULTS OF THE MODEL

In the figures 4, 5 and 6 we give the pre-

sent model solution in case of N = 3, 5,

and 7 respectively. The closed contours

represent contour lines of the articu—

latory effort function dA. One observes:

- the preference for the vowel /a/,

followed by /i/ and /u/;
— the preference for vowels along the

lines /a/-/i/ and /a/-/u/;
- the limitation of the available vowel

space without predefining a fixed

boundary in the formant space.
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3-vowel system.

F2 0.5 1.0 1.5 2.0 2.5 kHz

5-vowel system.

F2 0,5 1.0 1.5 2.0 2.5 kHz

7-vowel system.
kHz

Figures 4, 5 and 6 show the model
solution in the formant space. For
reference the grey area indicate the
region which is used by most languages.
The staight line denotes the line F1 =
F2. The other two lines are contour
lines of the articulatory effort func-
tion dA, which gives an idea of the
theoretically shaped vowel space by
using an effort principle (see the
text). In case of the 7-vowel system,
some of the vowels are positioned
outside the grey area, as a conse-
quence of the subtile imperfection

of the balance between the two prin-

ciples (a) and (b) (see the text).
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4. DISCUSSION

In our project, we explicitly deal with
the model in relation to other recent
vowel dispersion theories as well as with
recent improvements. The present results
have led to the following two sup-
positions:
a) natural vowel systems may adequately be

considered as derivations of specific
'abstract' vowel systems, while

b) the structure of these abstract vowel
systems is defined by two extra—lin-
guistic principles:
- reduction of perceptual vowel con-
fusion probability and
- reduction of articulatory effort.

The present model certainly does not pre—
tend to be the final answer to the ques-
tion of the structure of vowel systems in
general but it may stimulate a further
fundamental approach to the subject. In
our presentation we will briefly mention
some of the parallels with recent
phonological theories, e.g. [5]. Our model
does not predict all linguistic details of
vowel systems as it is not based upon such
linguistic or other language-sensitive
principles. However, some important ten-
dencies are clearly demonstrable: tenden-
cies in the appearance and behaviour of
vowel systems are described by combining a
few, indeed simple arguments concerning
articulation and perception. The main
question will be the search for a con-
vincing theory relating vowel systems as
they are actually observed on the one hand
to the results of a stipulative or norma-
tive model at the other hand.
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AN ARTICULATORY DYNAMIC MODEL FOR DIPHTHONGS AND TRIPHTHONGS IN CHINESE

Institute of Linguistics:

Yang Shun-an

Chinese Academy of Social

Sciences: No.5 Jianguomennei DaJie: Beijing, China

ABSTRACT

The present paper describes the Expo-

nential Dynamic Model for compound vowels

such as diphtnongs ano triphthongs. with

this Model; actual formant frequencies of

all the allophones occurred in different

phonological and. phonetic contexts can be

generated. The 9 diphthongs and A triph-

thongs in Standard Chinese constituted by

30 allophones can thus be generated with

the target values of 6 phonemes.This Model

is appiicaoie to speech synthesis: so that

data memory size can be decreased; and

ooth intelligibility and naturalness of

the synthesized diphthongs or triphtnongs

can be improved.

INTRODUCTION

The changing of sound color in compound

vowels like diphthongs and triphthongs is

mainly produced by the continuous movement

of the speech articulators: i.e. by the

continuous mavement of the vocal tract.

According to the acoustic theory of speech

Production: a given set of formant fre-

QUencies correspond to a given shape of

the vocal tract. Thereforeythe time-varihg

characteristics of formants can reflect

the dynamic features of the compound

vowels. Because of the practical need in

Speech synthesis and automatic speech

recognitiom it is necessary to formulate

a functional model for describing the

time-variation of the formant frequencies

in dynamic vowels. And only after the

formulation of such a model can we discuss

the process of transformation between the

discrete speech code and the continuous

Speech sound waves.
This paper proposes an Exponential

3ynam c Vocei oasec :: the analysis 0* the
'formant frequency data of the 9 diphthonss

ENG 4 trlqhthongs in Standard Chinese.

Parameters for the Model were ootained

thrfluen analysis-oy-synthesis: and the

dynamic trajectories of formant frequences

are in close approximation with the

Observed data. The utilization of this

Mooel in the Synthetic System for Standard

Chinese.has both improved the quality 0*

tDE Synthetic sound ano reduced the memory
SIZE for the synthetic parameters.

-Se-1'2.3.1

=ORMULAS OF THE EXPONENTIAL DYNAMIC MODEL

The ooserved time-varing trajectories

of the formant frequencies indicated that

the formant frequencies of a diphthong

are constantly changing from one set of

target values to another set: and the

overal tendency of such dynamic trajec-

tories is to have relatively stable parts

at the oeginning and the end of the vowel

and to change rather abruptly at the tran—

sitional part. And; compared with the

typical formant values of the phonemes

composing a given oiphthong: the starting

and ending frequencies of the formants are

only approaching the target values rather

than actually reaching them. This condi-

tion is very like a curve obtained by

Joining two reverse 9 exponential func-

tions. we thus hypothesise that a formant

trajectory of a given diphthong can be

approximated by the following formulas

(Fig.1).

F(t)=Fc+fl.55*Fd{1—EXPE—d(t-t0)5]}

Fc=D.5(Fb+Fe)

Fd=Fe-Fb (1)

5:1 (t-tD)U)
=-1 (t-tD<D)

Here;
Fb is the beginning target,value;

Fe is the ending target value;

t is normalized time;

to is the time of division; and;

d ‘is the factor of transitional rate.

Fe

______ .——.—— Fd

F50 to' t I-
Fig.1 Schematic Dynamic Model for Diph-

thongs
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. Fig.2a and 2D show resoectiveéy the

dynamic trajectories of formant freeuences

when t0 and d are altered. It is quite

c:ear that in this mode! Fb and Fe can

Only approach the two target values rather

than actuaiiy reaching them- The cioser

the division point is to the beginning

point; the it is harder for the formant

:requencies to reach the target value of

rb: and the easier it is for the ending

formant frequencies to reach the target

value of Fe; and; the greater the d 1

i.e. the factor of transitional rate, the

easier it is for the formant frequencies

of path of the extremities to reach their

target values.

Fe

dl'4

to’03

a)

fin ‘ t .LF
C

1.30.5

42.2

F 6 L)

‘ ° 0%? t7 L
Fig.2 Variation of the formant trajec-

tories with a) t0 and b)d

°,_L—-—-°' ——O_D..__¢

lua/ fawn;
d =8

. 05' 1 Lo

rig.3 The measured formant frequency
values and formant trajectories
estimated with the formulas

_ The parameters Fb, Fe: t0 and d in the
Model can be determined through analysis-
oy-synthesis. In Fig.3: the small circle
represent the observed values of the firs:
formant in lai/ and lua/x while the th’
solid line is the trajectory caicuiatIn
with formula (1) after the parameters. fen
the Mooei had been determined. It can or
seen that the two are in close approxim:E
tion. As examples: the fitting values of

to and d for F1 and F2 of the nine an
thongs are listed in Taale 1. a

Taoie 1 The fitting values of t3 andd

for the 9 diphthongs in Standan
Chinese

a ei/ ao

t0 0.55 . .27 0.1
. 1 4.2

/i
a
J.

t0 0.50 D

F'

.fih 0.25 0.25

/ua/ luo/ lye/

F1 1 F2 F1 1 F2 F1 F2

t0 0.20'0.25 0.35 0.42 0.35 0.23

n 7.1 [7.5 3.8 3.8 3.5 3.5
_ Now: we can easily extend the ixpmwn-

tial Dynamic Model to include triphthongs

ror_triphthongs; considering the coarficw

lation effect between the three componem

phonemes, the dynamic trajectory of a

given formant can be approximated by we

foliowing formuia (Fig.4).

F(t)=Fo:m(t)+Fm,e(t)-Fm (a

(for the meaning of the symoais hen

Please refer fg Fie.A\

""""~4~cfm car"”' -r
\‘l

x’ ‘EG‘FE’... —FC FJZ

F M" x- ‘
a1. -c" - - ----l' Fm --\_

I I, h————————

/ Ft
//

Fh ‘ I ___§——.-

0 to: to; 5.0 ‘t
Fis~h Schematic Dynamic Model for

triphthongs

. In this way; the dyHEMiC ESPECt °+a
alvén formant in a triphttB =3” PE
:ELlEEU by the tree target Values .Fb’ Fm

tag 2 land the two division times ‘01 and
rat 32¢ the two factors 0* tranSitiunm

e' 1 and d2: 7 parameters in a|L

dynamicuverall generalization’ *0r,a giventhe cynavowel that has n target va'ues F?a i H mic trajectory 0* the frequencvf
.9 van formant can oe aDPPDXimated “uh

the foliowing formula: I

_ "-1 n‘Z
”(t)='2:Fi,i+1(t)- ZZFi (ngz)

'=1 i=2

Fi’i+1(t)=Fci+
0-55*Fdi€1-EXPC-di(t—tOi)53) (3’

Eti=0.5(Fi+fi,’ )
“d'=Fh, ‘Fi

3:1 (t-t0i20)
-'1 (t-tDi<D)

24° sie 12.3.2

SYNThETlC FQOCF AND AFPLZCATIONS

To verify the vaiicity of this Expo—

nentia. Dynamic Mode.’ we nao a synthetic

experiment with the Software System for

Chinese Syllables C1: 23. This system uses

a cascade formant synthesizer; with 10 KHz

of sampling frequency: and 12 bit of pre-

cision for D/A converter. The synthesis

was operated on a BCM—S microcomputer. the

frequencies of the first three formants

for the 6 target phonemes used for synthe-

sizing the 9 diphthongs and h triphthongs

in Standard Chinese are listed in Table 2.

The Fh and F5 were fixed at 3500 Hz and

#500 Hz respectively.

Table 2 Frequency values of the first

three forments for the 6 target

phonemes use: for syntnesizing_

the 9 oipntnongs and a triph-

thongs in Standard Chinese

2

Hz 3050 272 2600 0 2

Chinese is a tone language: and the ”'

FD-contour of each of the compound vowels

were generated by a Tone Model [2].

All the syllables containing compound

vowels in Standard Chinese were Success-

fully synthesized. Fig.5 shows the spec-

tragrams of four syllables: both natural

i ”viii“.

”" : ...
________.._———-

Fig.5 Spectragrams of fou

triphthongs. The up

'afll fie

g/xuéi} z/iiia/ ix/siau/ i/miii/

r Syllables containing diphthongs and

per part for the natural ones and the

W‘
mm”-

lower part for the synthesized ones.
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end-synthesized;
thong or a triphthong. It can be seen that

each

the formant
vowels are very smooth. Listening tests
also indicated that both intelligibility
and naturallness of the synthetic sylla-
oles were very close to those of the
natural ones.

DISCUSSIONS

For synthetic application; there are
two related features in this Exponential
Dynamic Model= first: reltively few target
values needed in input and storage: and
second, better representation of the coar-
ticulation effect. Speech analysis snows
that one and the same phoneme in different
compound vowels has different sound values.
For EXEMPIEJ the actual value of /ai/ and
lia/ are Eai] and EiA] respectively. Even
two given voweis narrowly transcribed
as the same sound in two different dynamic
voweis: 2.5. the Ci] in [iA] and Eiao]
can have differences that
ignored. It means then, for
the 9 diphthongs

should not be
synthesizing

and k triphthongs that
are close to the natural ones; we will
need 9*2+a*3=30 sets of target values.
However, thanks to the ability of ”approa-
ching rather than actually reaching” the
target vaiues in the Exponential Dynamic
Model: as few as 6 sets of target values
listed in Table 2 are almost enough for
this purpose. For instance, in synthe-
sizing /ai/, EA] and Ci] are used as
target values; t0 is right in the middle
and is relatively small. As a result:
the beginning point is close to a open
front vowel [a] rather than [A], and the
ending point is a lower front vowel [I]
rather than [i]. In synthesizing /ia/, [i]
and [A] are also used as target values
with to close to the beginning part and 3

containing a diph-

transition of those compound

relatively great I and the
be that the two extremities are
[i] and [A] respectively; and the la/ part
is relatively long and stable. In the
acoustic vowel diagram in Fig. 6: the
dynamic tracings are drawn for the syn-
thetic /ai/; lie/J /ao/: /ua/; /iao/ and
luai/ which use [i]: [A] and Cu] as the
target values. The diagram shows that the
beginning: middle and ending point of each
of the compound vowels are Just in their
right places. In this sense, the synthesis
of dynamic vowels with this Model is a
synthesis with phonemic targets.

As a comparison; the trajectories
generated by the exponential dynamic model

re5ult is

reported in reference [33 and [4] always
starts from the same first target value;
disregarding the difference in factors
like second target values and so on. The
coarticulation effect is thus inadequately
represented.
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Fig.6 Acoustic vowel plot for the four diphthongs (/aiI: lia/i laol,and lual) and the two triphthongs (/iao/ and /uai/).
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MATHEMATICAL MODELLING OF THE; FORMANT STRUCTURES

OF VOCALIC SOUNDTYPE SYSTEMS

ALF-KEY TYAPKIN

Institute 'Sapsibnipiagroprom'

Novosibirsk 64, P.O.B. 95, USSR

Post Index 630064

ABSTRACT

Some problems of the formant structure

modelling of vocalic soundtype systems

(VSTS) by methods of multidimensional ana—

lytic and descriptive geometries as well

as theories of convexes and inequalities

are treated.

GENERAL CONCEPT

A concept of the acoustic structure mo-

delling of VSTS was presented inannostge-

neral form formerly. By modelling we unr

derstand in this case a multistage process

involving diverse aspects of the formant

structure transfer of VSTS through mathe—

matical structures and their graphic re-

presentation. Philosophy of modelling has

exhaustively been considered elsewhere.

Here, some basic problems, pertaining to

principal modelling stages, are examined.

MODELLING AS A PROCESS

Sampling

The most effective acquisition of for-

mant frequencies is to accomplish in a

computer's memory coupled with an automa-

tized formant frequency extraction yield-

ing high precision readings. This stage

deals also with statistical estimates of

the formant data derived and with an eva—

luation of representing centroids (centers

0f gravity) of soundtypes as well. Measu—

ring formant frequencies in spectrograms

causes errors, is quite laborious.and

should preferably be avoided. However,

PrOhlems of linguistic selection and pho—

netic realization of samples have undoubt—

edly to prevail at this stage. '

Option and Construction of Models

, There are three special kinds of model—

llng the F—structures of VSTS, producing

Cgrrespondingly three types of models. Op-

tion of a particular model type depends on

its purpose. Thus, the typology of the mo-

dels in question covers the followingtypes:

(I) models of single soundtypes and of

their systems through single models formed

with approximating polinomials of 1st and

2nd degree; (ll)_models of VSTS fonmedvdth

vector—to—point soundtype representation;

(III) models of VSTS formed through axonOF

metric constructions.
'

The modelling consists in formation of

closed convex images in a multidimensional

modelling space under employment of geo-

metrical methods. In principle, a topolo—

gical approach is also possible. However,

geometrical constructions are important

means of activating and stimulating the

intuitive euristic imageebearing thinking.

Let us introduce a formant space of n

dimensions with the Euclidean metrics

therein. Then, the distance between two

soundtypes X and Y with the formant fre—

uency values X('F1, 'FZ, ...'Fn) and Y

%"F1, "F2, ..."Fn) is expressed as

L:(( 'F1—"F1)2+( 'F2-"F2)2+ . . .

...+('Fn—"Fn)2)?/2 (1)

The modelling F-space is necessarily iso—

metrical if the coordinate axes therein

are linearly scaled. With this goal in

_ mind, both the natural frequency values

as well as their logarithms linearly

scaled are applicable. Since the image

clarity and the complicacy of models are

conflicting claims, subspaces of less than

n dimensions are to be introduced. Thus,

introducing, for instance, subspaces of 2

dimensions in the F-space of n dimensions,

we have P subspaces which are actually mo-

delling F—hyperplanes:
:n— '

P: 2:( n- q)- (2)

q=1
Single Soundtype Models

These models as well as such of VSTS

through single models reflect the distri—

bution of formant frequencies in the mo-

delling F-space under condition of plural

realization of soundtypes. Construction

of models consists in an adequate linear

or/and unlinear approximation of soundtfles

Se 12.4.1
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within the limits of its characteristics
of significance which permit to state a
structural analogy. Thus,verifioation and
identification both are counterpart pro-
cessesand qualify the relationships be-
tween soundtypes and their models as fol-
lows: (i) b:a=a:b, b:a£a:b (verification,
antisimnetry/simmetry); (ii) b:c=c:b,
b:c£c:b (identification, antisimmetry/
simmetry; (iii) if b:a=a:b and b:c=c:b,
then a=c (transitivity/antisimmetry)

In this way, 1) if the model A is separa-
tely adequate to soundtypes X and‘Y, then
X=Y ( transitivity, antisinmetry);-2) if
the model A is not adequate to at least
one of soundtypes X and Y, then X£Y (ab-
sence of transitivity, simmetry); 3) if
the model A is adequate to a soundtype X
while the model'B is adequate to a sound-
type Y, and A=B, then X=Y (reflexivity,
transitivity, antisimmetry): 4) if in the
preceding item A£B, then X£Y (absence of
transitivity, simmetry).

Summing up, we may state that the above-
—mentioned relationships as well as the de-
formations of models are subject to inves-
tigation by means of:A) characteristic pa-
rameters (s. Tables 1 and 2); B)geometri-
cal affine transfonnations of the models
/including 1) parallel tarnsfer of the
F-structure in the F-space, 2) rotation of
the F—structure in the F-space; 3)contrac-tion or expansion of the structure along
the coordinate axes in the F-space/.

SUMMARY

A brief account of means and ways of
the mathematical modelling of the acousticstructures of vocalic soundtype systems by
methods of multidimensional analitical anddescriptive geometries, theories of con-
vexes and inequalities has been presented.
The modelling stages may well involve the_
use of computers and graph plotting devi—
ces as working tools. In general, the geo-
metric'al approach traced prove to be an
effective means of the mathematical model-
ling of vocalic soundtype systems in re-
search work, demonstration and illusrationprocesses. ‘
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APPROXIMATION 0F INTONATION STRUCTURE OI" 5PM}!

TAMARA BROVCHENKO

Lab. of experimental phonetics

Odessa state UniVersity

Odessa, Ukraine, USSR 210021

ABSTRACT

The approximated intonation contours allow: one

to visualise the most typical featuresot the melo-

dy and energy structure of the utterance in the

form, directly epplisble in automatic recognition

and synthesis of speech prosody.

In a series of experiments discussed in the pre-

sent paper typical intonation contours of various

oomuunicstive types of phrases in Russian and Eng-

lish expressive conversation (as compared to the

monotonous one) have been determined.

The most adequate methods of approximation of

intonation contours have been unused. Wiosl

uproasicn which offers opportunity for presenting

each intonation contour as a mathematical model has

been suggested.

IN'I'RODUCTION

In studing the intonation structure of speech a

mm)” 0! problems arise. Alongside with the prob-

lem of determining the phySical nature of the phe-

nomenon under study and defining typical intonati—

on contours it is extremely important to elaborate

‘50 farm of presentation of the intonation coun—

tours which should. be precise and easy to apply.

The PurpOse of this paper is to compare the in—

location structure of phrase read with expression

to those read monotonoush and to make an attempt

‘9 Olaborate an analytical eXpression of typical

intonation contours of expressive speech.

IMONATION CONTDURS 0F EXPRESSIVE SPEEH

In our studies, five adult male speakers of Brie

“'5 bells}: and five speakers of Russian recorded

‘ I“ of English and Russian written dialogues re-

“ “ml expression, lively and animatedly and then

‘ "t of the same dialogues. read monotonously,wi-

“m“ “pression. 20 statements, 20 questions

(”5! “0) and 20 request were picked out of these

dialogues (a total of 600 utterances) and. used for

“‘13 Oxperiment. The acoustic oharscteristios(fun-

dmntai frequency, duration and intensity) were

"wired for the two sets of the data. The problem

W not sinpie that at describing the acoustic che-

racteristics, but it was just as important to de-

tar-inc which of these characteristics are signi-

fiotnt in discriminating expressive utterance and

“‘0“ read monotonously.

VLADIIIR VOIKSHIH

Lab. of experimental phonetics

Odessa State Univeristy

Odessa, Ukraine, USSR 270021

It has been oomonly assumed that any speech re-

alisation is a random process which is described in

terms of a functional dependence of the variable in

time, whose parameter value can be presented with

the help of the parametric equation:

5: Ammo.Xi} H I (1)

where AL- constant parameters, “changeable in

all realisationsi

bi.- interi'ering factors, varying from one realisa-

tion to another by some unknown law of distributi-

on;
CL- occasional interference. varying in separate

elements of the utterance and describsble by nor-

mal distribution;

3;: the unknown parameters being swat, which de-

termine the realisation as belonging to agiven

linguistic phenomenon.

In case occasional interferences are minimised,

they will slightly influence the characteristics

of the phenomenon under etch, and the parametric

model may be presented as a model with additive in-

terfersnoet

XH1=EIDLAL8aJ+Cz (2)

more ED: M. 3i] - range of parneters, des-

cribing the realisation being formed with no in—

terferences present.

with various values of the parameters defined,

function £[pa A; 5i] gives a set of specific

realisation as an ensemble, presenting phenomenon

analysed.

The parametric sci-:1 is described in the prep

sent paper in terms of discrete values of the fun-

dessntsl frequency and intensity. Il‘hese are associ-

ated with a definite number of points within each

structural element of the utterance: 3 measure-

ments within the initial unstressed syllables; 7

measurements within the head of the utterance (the

first stressed syllable and all the stressed and

unstressed syllables preceding the melons. 4 mea-

surements within the nucleus and 2 within the tail.

In total 16 measurements within eeoh utterance. As

a result the so called dynamic or temporal series

was obtained.

Occasional interferences were reduced by the re-

quirements of the procedure being kept fairly equ-
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z; :gzoucgt‘irthe whole experiment. The realiability
were on ur acteristics obtained in this experimentspeaker: e: by statistically rename number ofaddition :4: amount of the experimental data. In1y identify those utterances which were accurate-

were selectiddf'iniC mtg: 3:357; Of the listenersroacoustic an
a‘MTllilelta.ivei_‘s.ge values of the fundamental freqagraiis.zed “1:023? were taken as a basis for a general?-gularities ogntzzngzgoxhich reflects the main re-

~ enon under stu . ltheTgsoigtiflts of these experiments hag shown thatvivid f o pecularities of expressive speech fi dcmmen:;l;ction in the dynamic series of the funnvarious c requency, i.e. in the melody contour ofnoted thawcative types of phrases. It will benotonous) d e quality of speech (expressive or mo-teran t etermines the frequency level of the utthin as hhzdspeed of the fundamental frequency wi:melodicgl e and the nucleus , the location of thebeen fompeak'of the utterance. These cues haveit typical of both English and Russigay be suggested that they are typologies:n andmic ;$:3)1 and 2 represent melody contour (dyna-tonous s of utterances in expressive and mono-rage f 633011. The solid curve represents the avedashed“ ental frequencies of statements the
-quests cisizve of questions, the dotted curv; of re-initial rtgctural elements of the utterance (P/h-us t - :filressed syllables; h - head; n - nucle-no. 1 ) were plotted as abscissae. Aver1.23.2; immental frequency as crdinatesage

un ent .lined with the help 2% iigqgggizfim were norma-
X91 = Xi. - X 1m"; ,-

. Xmas-1min f9 (3)
where )(L- selective value of the characteristic; ‘

.Inax'Xmin - limit values of the characteris-

‘ri "" 1:. 70,91
s." 0 o .

in Ifl.\ [0.

N-
5‘ I I \

I, .“‘ 5

I 'u T”

Fig. 1. Average normalized values of t
megtal frequency of utterance in expressit: {unda-an monotonous (right) Russian speech. left)

‘r'fln'00 fr: ya”

10

7'17
[’0 l-H— ”’2! 4

Fig. 2. Average normalized v ‘dues of
mental frequency of utterances in expresESefggz)

FYI I;

and monotonous (right) English speech.

The experiments suxwest the ' I ‘ ‘N t it is as i ‘establish the melody contours typical Sf 2:22.53. 'speech.
As to the values of intensit_ y, the ana -pip/gig": :éazénndistinct difference bgwiznrzx-

. ous 3 each t
sity both in English and fn Ruési: :31,“ :: “Pd”..abgy higher in expressive speech. n5 ha e-we zuhghgiger hand, the form of the intensity ou-terance to ”remarkably little variation from ut-one commun'u terance, from speaker to speaker,fronmonotone ice in type to another in expressive andgradual usdspeech. Commonly it has the shape of adiffers}: eigending curve (fig. 3). The fact that
group. a phage: of speech: a syllable, a some--milar'envel e, etc. ..- are characterised by e si-
to co 1 ope of the intensity makes it possible

no ude that the form of the intensity curve isof paramoth i ' ' '
80h. u. mportance in crganizmg units of spe-

,4, a ‘
lg n

{r 1,»:5

IO. 0

5. 5 ,,\
d ‘...-s

I] 7” ’ N 7'0
‘ ‘ " f I 4 n 4
Fig. 3. Average n 'of ormalized values of i t itstatements in expressive (solid curve) 1:220:0-tonous (dashe .

(Pi-811*) speecicme) Run” (left) and English

The
I'aeterilgi‘ictls1° ”are? values of the acoustic cha-

intonation ”fives; th‘ m”in regularities of the

analyze only thou it "WM not be sufficient to
study the muggy?” “In". One should also
spezch realizations.o acoustic cues in definite

a sh
utter-arm‘s);m :n Fig. 4‘6 a number of realizations of
ensemble wizhithe samelccmmunicative type make an

one to four magnum“.l It ‘3 Possible to'select from

in frequenc “rights: differing to some extent

some cases {heconfi'wa‘mn of the curve, etc. In

Changeable 1 “man“ are equivalent and inter-

a .. ....:.::3:::.:hey m on
louring and extrali figuiszrilcmggzioigd emotional cc-

“, 7..., Ir :7”

{a U

5" r
T i

”4' t In HT‘” I4] I; m it?”
Figs 4. Ensemble

tements 1e 3 °f intonation contours of sta-ft) and questions (right) in Russian 93"
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pressive speech (speaker R161).

if} 3},» (a. V0,»

in lo-

5' r

771 771

“,1 4: In 1:] Pl“ h [a HI

Fig. 5. Ensembles of intonation contours of sta-

tements (left) and questions (right) in English ex-

pressive speech (speaker m1).

flu 3'.»
4r “4

10 10.

5. 9'.

7w 7'”

‘lJl K lfl Pd *7}! K. 1315);]

Fig. 6. Ensembles of intonation contours of re-

quests in Russian (left) and English (right) exp-

ressive ,speech (speakers R111 and m1 correspondin-

sh!)-

Attention should be drawn to the fact that spe-

cific intonation contours represent only one of ma-

rk? possibilities to make speech expressive. A quan-

titative study of the intonation structure of spe-

ech has suggested that besides the above mentioned

acoustic cues of separate expressive utterances

acoustic characteristics of the whole text might

“OM15 for the difference between expressive and

monotonous speech. Valid data were obtained showing

that acoustic characteristics within the text pro-

vide effect of expressiveness of speech. of parti-

culm- interest in the present study, however, is

that the correlation of the fundamental frequency

and intensity values at the border of sense groups

and Phrases constituing the text, the correlation

01’ acoustic measurements of initial and final uns-

tressed syllables of different phrases of the text,

etc. indicate whether the text is expressive or mo-

notonous. Besides the alternation of different equi-

Valent variants of intonation contours of one and

the same oomunicative type of the phrase within a

Speech sample as well as the alternation of

phrases With different level of intensity makes spe-

ech expressive.
These questions, however, are beyond the scope

0f the present paper.

APPROXIMATE!) INTONATION CONTOURS

Our final experiment aimed at the problem of ap-

proximation of the intonation contour of the utte-

rance. There is a strong evidence to suggest that

the main features of the intonation contour appear

to be associated in the mind of the speaker with

the communicative type of the utterance, its moda-

lity and emotional colouring, the degree of expres—

siveness and other linguistic and extralinguistio

factors. It seems that initial and final values of

the fundamental frequency and intensity, as well as-

the configuration of the curve are direct cues in

"planning" the intonation contour of the utterance.

Taking it into consideration the values of the

physical characteristics at the beginning and at the

the end of the utterance, as well as the configuran

tion of the curve were taken as a basis for appro-

ximating the intonation contours of expressive spe-

ech.
Variants of the trajectory of fundamental frequ-

ency and intensity measurements, obtained in the

present study, could be readily approximated as clo-

se to the original as possible by analytical ex—

pressions, describing the intonation contour with

the help of the method of least squares.

The method of analytical approximation includes:

(1) establishing the character of the dependence

and selection of corresponding equations: (2) mini-

mizing trajectory deviations of the ana ical ex-

pression from natural speech contour: (3 evalua-

tingthe constant coefficients that determine the

trajectory of the changes in the parameters under

stu .
ghe analytical expression describing the trajec-

tory of the fundamental frequency changes have been

developed experimentally and calculated by the for-

mula:

i‘ 51‘ -K’
HBJ= same“ ++3’,,~,,e ”(4)

where yin, {fin - values of the parameter at the

beginning and the end of the speech sample:

1!- - successive number of time - segment values:

9L, ,IC - constant coefficients, selected for

each realization in terms of the intonation con-

tour.
For the analytical expression describing the

trajectory of the intensity changes it is possible

to express that function as follows:

Jail-wt
HR] = A in. e (5)

where Air. - value of the parameter at the begin-

ning of the speech sample.

In. case of complicated curves (those having more

that two turning points) the approximation is cal-

culated by formula (4), with the beginning and the

end of each structural element taken for the values

of F's.
Coefficients ‘39/5. K - determine the profile

of the curve and account for the occational inter-

ferences and the parameters of the model sought for.

coefficient 9L varies in the range: .01 -:- .3; ,3-

.1 -:-.5; K - 2 +14.

Particular values of the coefficients used in

approximating each intonation contour are given in

Table 1.
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Table 1. Analytical expression of intonation con-
tours approximation

Communicati:Langu—z Analytical expression of appro-
sge : ximationve type of :

the phrase :

:State- :Russi-z
wants :an

3

o/z“+.afi¢ 9g
.yfik/aoe" +806

3 3

: t . n . r _.0/t'z+.H __5.. iii; :5’[£]=//5e +808 ”9
fl 3 i S

o ‘ . ‘ = If «#1!
-3: “simian?” ’ +908 5"

H 3 ". .

3 3 _ . 0/‘2‘ ‘o ’61 _IE: if; §y[t]=/5De woe 9“
3 I S

‘ f ’ _,o/zi’-+.06‘z‘ _
E: 23;“; 311“"; ‘J[fl=2/0e +1/0e ‘4

‘ ' '; "wildest _2 if: :5’[£]=/95'e +1002 “4
i : :

' _ “Os-Bhu-
State- grab: yIl-gj-moena5tzh4’2i
mente : syglfl=406e 2
(intensi- : 3y PU" fife-.0“ +02”

‘3’) i i ’ ‘ "05314.t
: : H9[fl=125e
3 : = -.o;£‘+ out

f3 3.5m] woe—.03ct‘hb‘l‘:
‘ With 4006
= s . "06159.82!
‘ 5 Mt]: 4506 07t‘+..23‘£: ; Huff]: woe"

The results of calculations are plotted. in Fig.
7 - 10.

50A 9" ”2 50° 35 [Ii

200 209 ,-.

w -’ §~ ~ [50- " \\

7}; . . 77c.
IP/l, IT a 1! P 5 6 'n :1

Fig. 7. Melo
sian (left) and.

dy oountours of statements in Rus~
English (right) expressive speech

solid curve) and. their approximated variants
dashed curve) .

:(ifl 1:101:1— " \

r \\
m In ‘ -.

m h I n H I I/i l 6 l n E

Fig. 8. Melody contours of questions in Russian
(left) and English (right) expressive Speech (solid -
curve) and their approximated variants (dashed our -
ve).

not?“ MEI/e

.m "

m.

P/ I; n 1‘ 1/ I) 71 7”
Fig. 9. Melody contours bf requests in Russian
(left) and English (right) expressive speech (so-
lid. curve and their approximated variants (dashed
curve).

.. R. we M
ii a...
m ”‘-

7'" ' 7'»
”a! I: l n HF— Hal h In J1]

Fig. 10. Intensity contour of statements in Rus-
sian (left) and English (right) expressive speech(solid curve) and their approximated variants (da-shed curve).

CONCLUSION

. It appears from the foregoing analysis of the
intonation structure of Russian and English utte- _
rsnces that differences in perception of degree °f‘expressiveness are always associated with respe‘m've differences in the characteristics of the into-
nation oontour of the phrase and. those of largerspeech units.

The mammal expression suggested enables to
approximate the intonation contour of various typesof expressive utterances close to the original in‘tonation contours, preserving all their main PN‘pertles. As compared to approximation by POI-Ymmi‘al, the present method is more simple and effectual.

The presentation of the intonation contour as amathematical model makes it' possible to use 1* di‘reotly in the synthesis of speech prosody.
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ABSTRACT

Lateral inhibition is a side—band

effect of excitation of the auditory

system by a complex signal. Indeed, single

neuron response is modified by the signals

issued by surrounding neurons due to the

complex stimulation. In this paper, we

present works on this subject using a

Simplified model over natural and

synthetic speech sounds. A Spectral

lateral inhibition is used to enhance

Spectral peaks. Preliminary tests on

temporal lateral inhibition (lateral

inhibition in time-domain) show an

enhancement of time—domain contrasts. This

Information might be used to find stable

regions in the speech signal.

1- INTRODUCTION

In the past years, it has been

YeCOgnized the existence of a lateral

1nhibition function in neuronal

processings and several works have been

developed on the modelling of this

function (GREENWOOD & MARUYAMA — 1965,

GREENWOOD & GOLDBERG - 1970, MORISHITA &

al. - 1972, TOKURA & a1. — 1977, CAElEN —

1979, VOIGHT & YOUNG -1980, PALMER &
EVANS - 1982, MARTIN & DICKSON - 1983,

SHAMMA - 1985). In short, single neuron

r‘ESponSe is modified by the signals issued

by surr0unding neurons due to the complex

Stlmulation.
" KARNICKAYA & a1. (1973) have applied a

lateral inhibition" model on the auditory

SPeCtrum equivalent and have observed that

Spectral contrasts are increased. They

hav? used a three—range window a central

POSItive one and two lateral negative

OneS, gliding in the frequency domain.

MORISHTTA & al. (1977): SHAMMA (1985)

haVe tested neuron network models.

LEBEDEV & a1. (1985) have built a

performant recognition system by taking

into account the time-domain and

fl"eqlleflcy—domain masking effects.

In this work, a simplified inhibition

model similar to that of Karnickaya's is

tested. in the frequency domain and in the

time domain, to point out contrast effects

on the spectrum. This three—range window

model can be compared with the cepstral

technique where the inverse FFT 1 square

windowing + direct FFT‘ block corresponds

to a sin(x)/x operator with a positive

central lobe and two main negative lobes.

2f EXPERIMENTS

Original speech signal is low-pass

filtered at 5 KHz, sampled at 10 KHz,

weighted by a Hamming window and processed

via FFT. The Spectral components e(t,j),

at the FFT output(t = time, j = frequency)

are then processed by a lateral inhibition

system.

In the frequency domain, the spectral

lateral inhibition filter contains one

central region and two lateral inhibition

regions. as represented in figure 1.

32

Frequency

axis

1 3
31 Cl B3 C3

Figure 1. Spectral lateral inhibition

filter.

The filter output S(t,i) is the

weighted sum of the inputs e(t,j) in the

central region minus the sums of the two

lateral inhibition regions
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>(t.i) 7. —(‘1E_e(t,‘i) .£¢»(1,J‘)
jCBl jCBZ

— C3£e(t,j,

jCB3

C1. C3 are amplitude constants.

The three range filter is applied on
the FFT spectral components and the filter
is gliding on the frequency scale. B1, B2

and B] are set in a Bark scale.
In the time domain, two filters have

been tested
Type 1 : the time domain filter is exactly
corresponding to the frequency domain

filter described above

S(t,i,'1 *DlSLe(t,j) +2§e(t,j)
tCT'l tCT'Z

— D3£e(t,j;
tCT3

D1. D3 are amplitude constants and the T

constants are duration constants. Figure 2
represents the time—domain lateral

inhibition law, which is a modification of
lebcdev's time masking curve (lEBEDFV &
al. (1983)).

Type 2 the output element S (i) in a
time—domain lateral inhibition filter is
computed over the sum of the absolute
values of differences between the spectral
components processed at time i and
(the output of the first element
Equations a and b define 52(i;

l—l

Sljwjll.

N

i=1

n) 52(1) = —Dl$ sltj; +£.Sltj)
jc11 cZ

— D3£sl(j)
j<T3

1, j, T1, D19 T2; T3, D3 are defined on

figure 2.

T2

Time

axis

1 ' J '

. T1 01 T3 03

Figure 2. Time—domain lateral inhibit ion
law.
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3. REeUlTS AND DTSCUS*IO\>

Spectral lateral inhibition.

a) Study of the model parameters.
In order to study the role of the

model parameters. /a/, /i/, fu/ VOwd

spectra were calculated for differem
values of one parameter among the others
The objective was to find the right vahm
correSponding to a better contrast effed
on the spectrum. The optimal values fm‘
the window ranges are 1 Bark, and the

amplitudes C1, C2, C3 are —0.7, l, —0.L

These values are closed to thuse propomfl
by KARNTCKAYA.

0 3 Barks

Figure 3. Evolution of the spectrm
distance (Vowel /a/) for different Bl

values.

Such parameter values were tested to
verify the good stability of synthetic
vowel spectrum representation. The
euclidian distance between two successive
spectra was , calculated for different
values of each parameter (figure 3)- This
distance has a first minimum when B values
equal 1 Bark and when C values are around

~0-7. l. —o.s.

(
I 3 Barks

ligure 4.
values (for
spectral peak
values.

Distance between the formant

synthetic vowels) and the
values, for different Bl

.The parameters were also tested to
verify the good acuracy of the spectral

peaks. For different Synthetic vowels With

specified formant frequencies, the

Se 13.1.2

Mstances between these frequencies tag?

the peak frequencies of the spec the

representation were calculated. Again d 1

'rtances have a first minimum at aroun

g::k for the B values and at -0.7, 1, —0.3

for the C values (figure 4).

‘ si nals.

b) Riiuti: on :yntfigiiisvowihe g spectral

represgntation obtained by FFT((curve El,

FFT + 1 Bark integration cugvifiT :

cepstral technique (curve 3) an

lateral inhibition.

Figure 5- Spectral lateral inhibition for

/a/ vowel (curve 4).

The parameters of the laéfraé

inhflfition model are : 1 Bark for 1e

values and —0.3, 1, —0.7 for the C v: u::.

The spectral contrast is c ea y

lncrlisige case of noisy vowels, spectra:

peaks are better represented in the-carse

0f lateral inhibition proce551ng (Figu

6L

"J , [96‘]- FL“-

Figure 6. Spectral lateral inhibition :3;

“Oisy /a/ vowel (noise level 100%) — C; rk

4 - Curve 1 : FFT, curve 2 FFT + 1 rial

integf‘ation, Curve 3 : ceps

t‘epresentation.

C) ReSults on natural CVCVC sounds.

The use of the spectral lateral

inhibition clearly increases the SP:§:::l

contrast (figure 7). When the c .

Se 13.1.3
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range of the model is only one {Fiufiflzhé

the contrast is more importan1 fUr 10w

harmonic structure appears main y

frequencies (figure 8).

Ill , .

:1-I |

' 1.

Pl ‘ I'll? - v '
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I
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-i‘néux .“Illlliltlllllllgg‘;‘nlpylllI‘ll'ilillltllllkl

,ul|h : .. ‘
Illullul'nhh II:

DI-

FFT + spectral lateral

/babab/).

llllrltlv ’

Figure 7.

inhibition (CVCVC

l

' l‘. 1‘! -. ..|\p..——a—..—aul1 “1
. flan- do» 1 . '

lllllI-lll-III-I‘

“Ira-lulu... . “.mv‘
lll

--——_.....3,.
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Figure 8. FFT + reinforced inhibition

(CVCVC : /babab/)

Temporal lateral inhibition.

' '. iven on ,

The type 2 representation isog 5 ms.
%

figure 9 with duration ranges!< at the

. . . . S
‘

1 inhibition gives pea. .

Ll:::aof temporal tranSitions. This system

gould be used for event detection.

"a «ll

-. -9-

“‘fl-
.. . V - . -W

. - . ....-oi.——..a——
-a..-n.. . h. . u.- . ’v ‘

——-.MW‘

l“
‘ h‘bition

" d main lateral in 1 .

Ilme O cvcvc : /babab/,Figure 9.

Temporal range = 5 ms,

/aba/ part.
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4. CONCIUSIONS

The results obtained show that lateral
inhibition is able to increase temporal
and spectral irregularities. Increased
spectral irregularities enhance the
spectral peaks. Thus, the speech spectrum
is simplified. According to the parameter
values of the model, the low frequency
harmonic structure can be observed.

In the time domain, according to the
parameter values of the model, lateral
inhibition enhances either the boundaries
of the stationary sounds or small temporal
events.
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SPEECH SOUNDS IN FREQUENCY FOLLOWING RESPONSES OF THE AUDITORY SYSTEM

ELENA A. RADIONOVA
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ABSTRACT

Speech sound signals are much better

reproduced in the summed neuronal activi-

ty than in the activity of single neu-

rons. The most complete reproduction is

observed at the lower levels of the audi-

tory system. At higher levels only infor-

mation concerning the signal periodicity

may be partly retained.

At present it is-well known that sound

Signal parameters may be but poorly ref-

lected in the impulse responses of sin-

gle neurons of the auditory system. This

is the case even for simple pure—tone

Signals. For instance, as it was found

for the cat, at least about half of neu-

rons from the cochlear nucleus (which is

the first auditory brain level, receiving

the whole auditory information from the

1PSilateral cochlea of the inner ear via

the auditory nerve fibers) show a pro-

nonnced nonlinear relation between the

Signal frequency and the impulse response

value: at signal intensity of 50—80 dB

this function has several (up to about

ten) maxima separated by different fre—

quency intervals over the frequency

range from about 1 to 20 kHz. Besides,

the time patterns of a single neuron res-

ponses often show very slight differences

(if any) over a wide range of signal fre-

quencies. At higher levels of the audito-

¥fi (D U
Q,

ry system the correspondence between the

sound signal parameters and the single

neuron responses declines even to a grea-

ter extent. The above properties as well

as some others, make each neuron, When

alone, unable to indicate what Kind of a

sound signal comes to the ear.

Meanwhile the summed reaponse of a nump

ber of neurons may give appropriate in-

formation about the signal presented to

the ear. This possibility was first pro-

posed as the so called "volley" principle

/1/ and was then supported by the experi-

ments with the "Frequency Following Res-

ponse“ (FER) registered from the lower

levels of the auditory system as the sump

med reaponse of a group of neurons with

the near spatial positions within a given

brain region.

The FER is the result of the activity of

a number of neurons whose impulse respon—

ses are synchronized with a certain phase

of the tonal signal. The upper frequency

limit of this synchronization was repor-

ted as at least 5 kHz for the auditory

nerve fibers, about 6—6.5 kHz for the

cochlear nucleus level, with a pronounced

diminution of this value at the higher

auditory centers: to about 1.5 kHz at the

midbrain level (inferior colliculus) and

to about 1 kHz or even less resp. at the

medial geniculate body and the auditory

cortex levels /2/. Thus, the widest fre-

quency range reproduced in the FFR is re-

lated to the lower levels of the auditory



System.

It was found that FFR not only followed
the tone frequency but could also repro-
duce the wave form of rather complicated
sound stimuli. This was especially well
observed at the cochlear nucleus level
with complex harmonic signals containing2 to 6 harmonics, as well as with the
sound speech signals. For instance, when
two-tone complex of the second and the
third harmonics (or of some others) was
presented while varying the signal wave-
form through variation of the phase of
the higher harmonic, the FFR evoked by
this complex signal usually reproduced
rather precisely the waveform of the sig-nal, with almost all the details: for
each oscillation in the complex signalwave a cooresponding deflection in the
FFR could be observed.
However, in some cases nonlinear pheno-mena took place, when one of the signal
harmonics, usually the lower one, was ful-ly suppressed in the FFR. It seems of in-terest that this suppression depended onthe phase of the higher harmonic and
could be observed within a certain phaserange only.
Inspite of some nonlinear features, theFFR of the cochlear nucleus can reproducerather well the sound speech presented tothe ipsilateral ear. The speech reprodu-ced in the FFR is well distinguished, themasculine and feminine voices can be welldistinguished as well and even the person

can be sometimes identified according to
the voice reproduced in the FFR. The pro-
sodic characteristics of the Speech are
also well reproduced in the FFR of the
cochlear nucleus.
Thus, it may be concluded that at the
cochlear nucleus level the sound speech
signal can be rather fully described in
the summed activity of the population of
the neurons. The characteristic frequen-
cies (CFS) of neurons forming such a po~

256 Se 13.2.2 I

pulation should be relatively similar,
since these neurons are obvioslyy posi-
tioned rather near each other as their
summed activity, the FFR,is recorded
with the help of the same electrode. Be-
sides, for the best reproduction of the
Speech signals, the CFs of the neurons
whose activity forms FFR should lie at
the upper frequency limit of the speech
sound range (for instance, of about
4 kHz) or higher: such neurons would
reSpond to the wide frequency range be-
low the values slightly higher than the
CFs. The neurons with the lower CFs would
not respond to high components of the
Speech signals. Therefore only populati-
ons of neurons with sufficiently high
characteristic frequencies would repro-
duce sound speech in their summed FFR.
At the higher level of the auditory sys-
tem, namely, at the central nucleus of
the inferior colliculus (IC) Speech.
sounds may be reproduced in the FER much
more roughly than at the cochlear nuc-
leus level. The sound Speech, as it is
reproduced in the FFR of the inferior
colliculus, is not distinguishable now,
though speech prosodic characteristics
are well pronounced when the FFR is 118-
tened to through the audio reproduction
system. These restrictions in the desc-
ription of the sound Speech in the FFR
are Obviously connected with the restriC-
ted frequency range (not higher than
1.5-1.7 kHz) reproduced in the FFR at
the level of the inferior colliculus-
This, in turn, may be connected with the
properties of single neurons forming theFFR: the neuronal impulse activity is
much lower than the activity at the coch-
lear nucleus level, its variability is
greater, as well as nonlinear effects
due in particular to neuronal inhibitory
interconnections.
When analysing the inferior colliculus
FFR to complex sound signals containing .r
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unlike
harmonics it may behsczgRt:::; the

e

“W °°°hle:rd:::::::’t:e complex waveform

IC d°°3 :0 Usually only the periodicity

in detaii.nal waveform is reproduced in

Of the 5 site well, especially the perio-

the FFR 9“ changes in the signal ampli-

dical Sharp more delicate, though rather

tudeyOtrleZhanges in the Signal wavefor:

essenti: for example'by phase variation

Pr°du°e i nal components may still bith

OffEZZtZGéin the FER-waveform, but w
re

:Zniod:::i::g::::, cortical liveiegisize

ma 6

anditory siitetn :h:a:::w liw frequency/

red here 0 iistance, of about 100 Hz /: .

2::iicaiogfn can reproduce only :2: ::3_

frequency envelope of compliidizg’ With-

als the speech sounds inc wave-

n ’ details concerning their he

2::manihe fact is, that neurons o:t:m’

highest levels of the audit::: :19 audi-

the medial geniculate body Cialized

tory cortex, are greatly spearaméters.

concerning different sound 2 variable

Besides, their responses art extent.

and nODStationaryf:° :sg:::l pronounced.
or a so eat

tzei::::::alyproperties resulti::d:r

restriction of both the FFR :::s the

and frequency range, whichim 0531ble in

sound speech reproduction tmpat these

the summed neuronal activi y

uditor regions. escrip—

:hus, rither complete anal:i:en:urona1 Fm

tion of speech sig::l:ti:°wer levels of

e observed on evels

:2: :uditory system. At higZZrO: def1_

a restricted description be:o SUbstitu-

nits signal features seems cription of

to step-by-step the full des ced Changes

the signals: now onlylpronouEnsients may

in the signal envelope or tr uronal res-

be reflected in the summed nehought that

ponses. meanwhile it may be L

2-6

at higher levels of 11

there would be a possib

the auditory system

ity to extract

‘ 'on from the lower '

in a wain:::n:::o;:::l complete desciipf

level:fccomplex signals, the speec: :0:

t1°n including. It is not clear ye up 0_

“813 be done. Still it may be s _p

it could the main function of the higher

sad that centers (together with son:o

auditory in high centers) would be ima-

Other braral ideas or at least sound

f°rm gene mental pictures of the human

5::cei.:f the animal cry, of t::e::::ily

,
be n

”m “21512121231: diminution of
conn(geiemation relating to particular

:::a::s of the real sound signals.
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PROCESSING CENTRAL MECHANISMS

A.A.Kharlamov

Moscow

The goal of the report is to show pos-

sibilities of the associative bionic appro-

ach to construction of the model of the
speech signal processing central mecha-

nisms. The basis of this approach is the

data processing in the dinamic associative
memory block (DAME) and its usage for con-
structing hierarchical structure (HS) for
phonetic, lexical and syntactical proces
sing of speech. '

INTRODUCTION

. The analysis of the data representati-
on methods that has been used in the spe-
ech recognition system shows that graphs
(matrix) representation is the best. For
example in the form of an evidently gi—
ven graph or a hidden Markow model. The
methods in question have some disadvanta
ges: data representation inflexibility -
graph labour consuming forming or need,in
large computer power. Hardware realisation
of graph (matrix) data representation by
the system of DAME is free of thees
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disadvantages.

The DAME construction is based mism

me biological facts about structure and

properties of neurons and their pulls.Tm

uniform structure and a simple data pro-

cessing algorithm allow to produce the

DAME using the microintegral technologyas
an integral system on the sylicon plate.

THE M ‘ODBL OF THE SPEECH SIGNAL PROCESSDW

CENTRAL MECHANISM .

The main functions of DAMBs and HS
formed of them are: storage of data with
compact packing, reproducing it with the

help of context association, and the sta-
tistical processing of the input data by

Picking out the number of different occu—
rency frequency elements (1.6. vocabulari'

98); extraction of vocabulary word relati-

one in the input data - that allows to re-
construct the inherent input data struch?
:e. The above functions give us the P0551‘
llity to model phonetic, lexical and syn‘

tactical levels of data processing by the
HS of DA?«TB. It is supposed that the acous'

Se 13.3.1

tical speech signal is preprocessed, opti-

mal in each specific case, which is not

discussed here.

The model in question consists of two

data processing chanals: the coarse one

and. the precise one. When training the

precise chanal performs compilation of a

phenotype vocabulary {P} and on its base

the vocabularies of lexical level suble-

vels: i.e. the word vocabulary {L} and

the morph one {M} . When training the co-

arse chanal forms the syllable-phoneme vo-

cabulary {SP} . The unit segmentation of

the corresponding levels is performed by

DAMBs as the natural feature of the data

processing in them. The type of a unit is

determined by the DAME parameters (of a

hiperqube dimension).

In the process of recognition the da-

ta in the input of the lexical level is

represented in terms of syllable-phoneme

vocabulary, i.e. syllable representation,

as a number of syllable type sequences in

the corresponding words, or morphs Lip =

= (SPI, SP2, ... , SP1). The whole number

of leXical level input is divided into the

subvocabularies . according to the equal

syllable representation principle, these

subvocabularies are indexed by this repre-

sentation LSP. If the vocabulary consists

0f only one lexical unit or there are high

level constraints (contextual), which a1—

1°W us to choose the necessary alternati—

ves the recognition process is stopped.

= IEP.
Let us assume Lk" 3

If it is necessary to choose a lexi—I.

cal unit from the subvocabulary {IJ Isp,

which is indexed by the given syllablg re-

presentation IFP, the precise chanal is
3

used. In this subvocabulary the lexical

units LR and L1 (Lk = (PI, P2, ... , Pm'

... )) are divided by one or more phone—

tic element types Pm. To divide phenoty-

pes the preprocessing form is used which

is associatively related to the phonetic

dwtmTflsfiflumuMwflm

determines the lexical level unit Lk'

The higher levels (from the lexical

point of view), the syntactical, for in-

stance, bring in additional (contextual)

constraints on lexical level unit Li cho-

osing. In the process of training in the

syntactical level the words and morphs re-

lations (i.e. inflections) vocabulary {F}

and the type phrase vocabulary{Pr} are

compiled.

The above mentioned structure can be

realized as a HS from DAME.

THE DAME FORMALIZATION;

The DAME is a net of neuroliked ele-

ments (NE) with the input signal time sum-

maring, which is accomplished by shift re-

gister of"n cells — the model of the ge-

neralized dendrit . The DAME consists

of 2“ NES and each of them models one of

the n-dimensional unitary hiperqube node

Se 13.3.2
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in the signal space.

The binary sequence A = (..., a_I,aO,

aI, ... , ai, ... ; ai 6 {0,1} ), the in—

put sequence for the DAME, is mapped

into the hiperqube as a directed sequence

of the nodes - trajectory A = F(A). Each

n of the symbols from the sequence (a.

ii-n-Z, ... , ai) corresponds to the hazel,

ai with the given coordinates. The initi-

al sequence A can be restored from this

trajectory A = F_I(A). F mapping has the

property of associative addressing to the

data with the help of context association

(n sequential symbols).

The DAME can operate in one of the

following three modes: (I) training or

perception; (2) reproduction; and (5)stru-

ctural processing.

‘I

The trainin mode.

In the process of training HES of the

DAME change their inner state under the in-

fluence of an input sequence. This chan-

ging means that the memory function H is

inserted to the nodes of the hiperqube.

That is why the trajectory is stored (i e

in the current node the sequence next syn:

bol is stored in case the record is auto-
informational

as ' 'sociative, or the sequence curre tn

symbol is stored in case the record is he

teroassciative).

Let us provide function H with the

thresholding properties. This allowe to

process the data that is stored in DAME,

statistically. The processing allows to

compile the vocabulary of ivents {E} ,

from the input of the DAME'as the number

of sequences {A} : {E} = F( {A} ). Under

the influence of the threshold value h of

function H words of the vocabulary areei—

ther the union of input ivent trajectori-

es (in that case the whole data is storedh

or fuzzy or precize intersection (in this

case more or less common part of data is

stored). The identical parts of the sequ-

ences or events are mapped into the same

chain, and different parts are mapped in-

to the different ones. As a result a di-

rected metrized graph or a graphpword is

formed at the nodes of the hiperqubes. The
t .
ragectory attenuating models the forget-

ting Process.

The reproduction mode.

-:he stored data reproduction using

of F mapping allows/.to recognize the

input sequence by comparing it with the

reproducing one according to a measure

SYStem. Only the pretrained DAME can ope-

rate under reproducing. The n-member seg‘
ment of the DAME input addresses to one
of the hiperqube nodes (to one of the NE)

where some data is stored (the inner sta-
tes were changed). The trained NE answer,

added to the input n-member segment,deter'

mines
a new address and thus a new node

260
’ Se 13.3.3

is addressed.And so on.

The structural processing mode.

Under the structural processing the

input sequence is compared with the compi—

led in the DAME vocabulary with the sequen—

ce segments changed by zero sequences, if

these parts of sequences, correSponding to

the parts of trajectories, coincide with

the node sequences (chains of the vocabur

lary graph—words). Thus the Special F21

mapping allows to eliminate the vocabula-

ry data from the input sequence, and to

preserve only the relations of the vocabu-

lary words. The abbreviation sequence (AS)

C = F;I[F (A) , [E7] is formed. The

mechanism of the AS forming allows to use

the DAMBs for structural data processing

Within the DAME hierarchical structure, as

some rarefied parallel data flows can be

united into one flow without losses.

The hierarchical structure of the DAME.

There are some parallel processes

{A} I@ {A}2@...@{A ‘1 = {0g - that is

the situation - in the HS input. The voca-

bularies {E} of the most frequently oc-

cured situation {OZIevents are formed in

the first level muss. After the vocabula-

ries compilation, if sequences {A}q are A

given in the first level DAME inputs, the

AS are formed in their outputs. These AS

Se

converge in the second level DAME inputs

A

and compile the vocabularies {D} r. (r —

, R; R‘Q) in the DAMBS. Thus the

d in the HS
=1, one

input situation model is forme

as a repeatedly enclosed directed metrized

graph. In that graph the graph-words of

the low level vocabularies are enclosed

into the corresponding parts of the high

level graph—words. The HS curtale the in-

put data in the down-up direction and vice

versa. That HS property allows to reprodu—

ce the stored situation with the help of

association both from high level and low

level. (Thus the HS can be used as an ana-

lyser and an effector as well).

CONCEUSION

The report is devoted to the develop-

ment of a theoretical model of data proce-

ssing at the phonetic, lexical and syntac-

tical levels. That model allows to create

a device for structural speech signal pro-

cessing. That device automatically per-

forms compilation of vocabularies of tho-

so level units, reconstruction of those

level grammars, and recognition of the

input events by matching them with the

compiled vocabulary units.
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INTERVAL OF SPECTRAL INFORMATION ACCUMALATION IN PERCEPTION
OF NON -STATIONARY VOWELS

INNA cnIsrovrcn TAISA MALINNIKOVA ELENA OGORODNIKOVA

Lab.of Speech Physiology, Pavlov Institute of PhysioloEV
Leningrad, USSR, 199164

ABSTRACT

The results of identification ex-
periments indicate that the interval
of the auditory spectrum accumulation
exceeds 20 ms. The data is compatibl
with the supposition that the accum e
lation interval is comparable to thu-
duration of the vowel. e

INTRODUCTION

This work is a development of the
:tudy of the spectrum shape processing

arted by L.Chistovich. She suggested
a new approach to this problem whi h
allowed to demonstrate that the'i c
formation about spectrum shape w n-
cumulated over the vowel length a: ac-
the data concerning the accumulati:t

lmechanism was rather contradicto~ n
1/ for a review). 13 (see

The fact of accumulation can be ex
ned by either one of the followi 9131'
theses: n3 hYPO‘
1. The running auditory spectrum 1
siderably smoothed in time before 3 °°n'
tion of the phonetically relevant eXtrac-
meters. Para“
2. The parameters characterizing s e t
rum shape are extracted from proct: c -
unsmoothed auditory spectrum and thcal1y
are accumulated. It is evident thaten
this case the extracted parameters din
pend strongly on the sampling inst e-
The choice between these hypothesefnts.
influence the direction of future ”tWill
dies. If hypothesis 2 is correct :tu-I
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probably means that the sampling 1
chronized to the fundamental tone sex?-
it is necessary to investigate the s -
:hronization mechanism. If hypothesifa
1:t:::::ct, the sampling with constmn
the se e0: the sampling at the endsof
tion mizkn)s (synchronized to segmmfia-
we disc 3 is to be considered.
data /2u:: here the previously obtanmd
de31gne; t and present new experiments
of the e 0 test these hypotheses (some
L Chi xperiments were suggested by

. stovich).
:Eeazin:h: experiments discussed here
desionéd type of the signals. specially
mantotran : have no dynamic cues (for-
pliry the: tions), was used /4/- T0 5“”
duce 50m r description we shall intro-
The Si Ie designations.
sea. 05:3: is a train of n formant pul-

nal pulse ::::nt Pulse 81 is a shortto'F is th triangular time enveloPh
ti e tone frequency, L is its in-
ensity. 1

se,

se.
wi =:i§:s$+sj is a two-formant pul-

milk“;1:1 31: is a three-formant pul-

of identical Onary signals: COnSisting

and W res Pulses. are denoted Si’ V13

Contaigks a::¢tively. Signals (Sisj)

and vjk‘ :1 is :g; iifizjk) contain 31

in such Signals T er 0f Si pulses

ween the one . 0 is the interval bet-

T is the intets of two identical pu1sem

any two erval betWeen the onsets of

successhe Pulses, t is the in-
terval betwe

(or v , ). en the ”sets °f 51 and a:
The r .esults compatible with hypothesis1
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were obtained in several experiments /1.

3,4/. The most striking is the fact that

increasing n1 in (Sivij) causes the same

changes in identification as increasing

L1 in V1 /3/. The main result against

hypothesis 1 was obtained in the experi-

ment on identification of 31' V1. and

(sis ) for T310 ms /2/. Signals (5153)

were not identified with the same pho-

nemes as Vi.. What is more, (3133) were

mostly identified with either the same

phonemes as S1 and S , or with [6] . 0b—

viously such result is possible only if

hypothesis 2 is correct and the auditory

spectrum is so little smoothed that a

formant pulse does not affect the next

pulse after 10 ms delay. The great num-

ber of [tjresponses was explained by

the fact that Russian subjects often use

[4] as a label for indefinite vowels.

As this is the only experiment directly

contradicting hypothesis 1, we tried to -

check its results in Experiments 1 and 2.

EXPERIMENT 1

In this experiment we obtained the iden-

tification data on signals Si and (5133)

for a wide range of FiF . First, we wan-

ted to check if (Sisj) would be identi-

fied as Si’ S or [4;] for other values

01 Fin(F£<< F.) than those used in /2/.

Then. there were some indications in /2/

that the "local center of gravity effect"

(LCGE) could be observed on (Sisj)' LCGE

manifests itself in the fact that a sig-

nal With formant frequencies F1.F2a

Fz-F1< 3-3-4 Bark,is phonetically similar

t0 3 one-formant signal with formant fre-

quency F. F1<F<F2 /1/. If a) hypothe-

sis 2 is correct, and b) LCGE is a re-

sult of smoothing of the auditory spect-

rum in the frequency domain, LCGE should

disappear when the formants are suffici-

ently separated in time.

Signals of Tests 1,2,3: n=12, T=20 ms or

14 ms, Fi-o.3,o.65,1.15,1.9,3.o kHz.

538‘13.4.2

In (Sid ) j=i+2, n.s4,6,8.

Signals of Test 5: n=8, T=20 ms, Fi-O.3,

o.45,o.65,o.85,1.15,1.5 kHz. In (3153)

j=i+2, n.=2,4,6.

The results of Tests 1,2,3 were combined,

as no significant differences were found

between the tests. The results of Tests

1,2,3 do not agree with /2/. All the 3

subjects reaponded to (Sis ) quite diffe-

rently than to Si and S . Subjects A and

B practically always identified S1. 33

and 55 as cu]. [0.]. LL]. (the cor-

responding response rates for 90 trials

are 1., 1.. 0.99 for A; 1.. 0.96, 1.,

for B). Maximal (for 3 values of n3) rate

of (neither [LL] nor Ea])responses to

(S S ) is 0.43 for A. 0.62 for B. Maximal

rate of (neither to.) nor 1151]) responses

to (S SS) is 0.87 for A, 0.46 for B. Only

subject C frequently identified ($133)

with [t] ; A and B practically never used

this phoneme. -

In respect of LCGE the results were qua-

litatively the same as for stationary

signals. LCGE was observed in Test 4,

where F -F1¢= 3+3.5 Bark: (Sisj) were per-

ceived as similar to 31+1. The square

distance between the response distributi-

ons served as a measure of similarity.

In 8 cases out of 12 (3 subjects x 4 F1,

F. combinations) at least one of three

(sis ) with n =2,4,6 was nearer to S1+1

than to S1 or 33' In the 4 remaining ca-

ses the distances from (3133) to S1+1

and to S or S. were approximately equal

(and small). Thus, LCGE does not disappe-

ar when the formants are separated in

time.

EXPERIMENT 2

In this experiment we tried,

same F1,F2 combination as in /2/, to find

the minimal time lag t at which (S182)

begins to be perceived as a mixture of S1

and 52 and not as V12.

Signals of Test 1: 19130.75 kHz. For 31, i

I?

11
1

using the
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SZ,V12 n=6, To=20 ms. {or is $21 n1=n
=6, To= [15' +20 ms, t-‘S, '10: ‘15.
:20 ms. We found that for all t values
the (S132) response distribution is not

a mixture of responses to S1 and 32. All

the 5 subjects identified 32 with [01
(response rate pLL13'0‘93); for all (S1

32) Pctas 0.125. 3 subjects identify S1
with [0] (Peon? 0.95) and never use [0]
in responses t67(S132). Only E.Z. gave
a lot of [0] responses to (S132), but she
also reSponded to V12 with pnj=0.5.0ther
subjects had pcvjé 0.125 for all signals.
The responses of two subjects were al-
most independent of t: pcgjfluctuated
from 0.58 to 0.87 for It] =0 é 20 ms.
Others exhibited a strong dependence of

2:

identification on t. Increase of It! in- I
creased preland decreased pEEJfor S.Zh;
increased pE‘Jand decreased ptEJfor E.Z;
T.M. changed responses from [ajto can
and then to [32]. Thus,the results of
one subject (E.Z.) only are similar to
those obtained in /2/. The dependence of
identification on t is, we suppose, re-
ally the dependence on duration or/and
pitch, which were not constant. The re-
sults of Test 2 support this supposition.
Signals of Test 2: F1=0.75 kHz, F2:
=2.5 kHz, To =16 ms, n1=n2=12, t=o, 14,
+8 ms. Four of the subjects of Test 1
took part in Test 2. The table shows the
variation of prejwhen t was varied from
-5 ms to +5 ms in test 1 and from -4 ms
to +8 ms in test 2.

T;M. S;§h. E.Z. I.Ch.

Test 1 0.37 0.38 0.2 0.2}

Test 2 0.2 0.17 0.02 0.1

As can be seen, though the t range for
Test 2 is larger, variation of cJis al.
ways smaller when duration and T0 of sig-
nals are kept constant.
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EXPERIMENT 3

The goal of this experiment was to fun
out if (S2V13) could be identified with
the same phonemes as 71123, and if vary-
ing n2 in (82V13) would lead to thesmm
changes in identification as varying L2
in W123. It is only possible if hypothe
sis 1 is correct and the auditory specb
rum is integrated over several formant
pulses. Such an effect was observedior
Vij and (Sivij) /3/. As (S2V13) conhfin
no three-formant pulses, the equivalenm

of varying 112 and L2 would be even a firm
nger argument for hypothesis 1 than /3L
gm F1=0.3 kHz, F2=1.1 kHz, F3:

=3 kHz, n=12, T:14 ms. For W123 L1=Ly
AIBLZ-L1=-20, ~10, 0 dB. For (szvfl)
L1=L2=L3, n2=3,6,9.

The responses to W123 strongly depended

on AL. When AL decreased from + N

(32) to - 00 (V13) the obtained sequah
ces of most probable responses werefaéfl
for T.M., [0.84:]1’01- E.z,,[aeet1 for E.K.
and I-Ch-. teem: for s.zn. All the subj-
ects identified (32V13) with the same
phonemes as W123, and increasing n2 in
(32"13) had the same effect on the iden-
tification as increasing A.L in W123-
To evaluate this effect quantitatively
we approximated the ($2V13) response
distribution Pn by the weighted sum oftwo
(closest to Pn) W123 response distribu-
tions: Pnsk1P1+k2P2. The obtained k1, kg
and residual error 6.2 are shown in the
table. Indices of 1: indicate AL of 001‘
responding W123. 2
It can be seen from the table that d
are quite small. Increasing n2 is equi'
valent to increasing A 1., but AL range
°°rresponding to variation of n from 3
to 9 is different for different subjects
(Iron: 0 e 10 dB for 1.011. to -10 e 20 dB
for T.M.). Thus. all the 3 experiments
are c°mPatib1e with hypothesis 1 and °°n'
tradict hypothesis 2. The duration of

Se 13.4.3

the time window used for smoothing of

the running auditory spectrum should,

according to Experiment 2, exceed 20 ms. /3/

2
d

“2 k+20 k+10 ko k-1o

E.K. 9 0.09 0.98 0.004

6 0.44 0.69 0.042 /4/

3 0.76 0.33 0.042

9 0.07 0.88 0.00:

E.Z. 6 0.17 0.90 0.01

3 0.61 0.37 0.001

9 0.96 0.02 0.00;

T.M. 6 0.29 0.88 0.08

3 0.12 0.92 0.024

9 1 0.091

I.Ch. 6 0.52 0.60 0.0::

3 0.04 0.97 0.0. a

0.008
9 0.09 0.85

S.Zh. 6 1. 0.082

3 0.67 0.47 0.054

The results of Experiment 3 corroborate

the data of /3/ and suggest the duration

of time window comparable to the durati-

on of the signal. If this is the case,

some sort of amplitude compression or

normalization must precede the smoothing,

as the identification of (Sivij) very

weakly depends on the amplitude of vigl

pulses /3/. All our results concern 0 y

the Spectrum shape processing. The for—

mant transitions are probably processed

by the system with quite different tem-

poral properties.
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In the beginning of th ects. The method enables one :rma su 3‘ ; WhiCh show s dominating role of LH: It vowels are now confused Wi aothvowi ,

the outstanding neurcph si 5 cfiantury hemis he . _ 0 see the should be mentioned that the reaction velars With bllablal§, dentakiw1 1 v: afis

I.P.Pavlov and the no lisso Oglgt Sing € ric dominance for verbal oroces— time needed to process nonsense words etc. Accordingly LH_inactiXation .eats 0

hand in the SCience of lan prominent nonsengzr‘cleption). Lists of words and is much longer than that for the mea- a conSiderable decline ina_is§rimin:mion

L'v'st‘cherba were surprisiguige . to both 1 §€ds were presented monaurally ningful words. The data oftained show ability cause? by pb9g9toolgad'stgnct've

mous 1n suggesting that to Eng unani- tion timee(l and r1ght ear in turn. Reac- two main differences in process1ng disorder and 1hcap$hltl'y 9* 1: it i:

lawsof a functioning system W the and res on atent period between Stimulus 1 words and nonsense wordS: (1) words' are feature may“? tEaL lsflmhor :ic o o-

examine its disturbances. I Poge must re wasugecsg) was registered. A hemisphe- equally well processed by both hemis- that the neutradizgtioa p onessionppis

words refer to the complex f0. av10v s enalysis ,; ed to be dominant for the ! sheres, while nonsense words involve LH aitions observe ta ter riggpignditions

brain activity. while the wordgs gf Ins heardlf reaction time for the stimu- j to a much greater degree. (2) To analy- neverhzgen }n g: eZbEligo of s eech sounds

gfivéghchegg? - to language. Emerging ter. Tom contralateral ear was shor- k gianonsensetwgfidsbone needs mgr: dige. ggiognitfignlgfte: RH supgressign is of a

e mi e of t . .
,

l ' ies a e eels o SUG ' . . . . . . .

linguistics seems g3 giggdigt neuro- ter “iii EeStlng Of linguistic skills af- ‘ ference? Let us consider the data obtai- different nature. 1t; facilitation 1: il-

:pplimtims 01" the idea-gOn $1120? used in 338311 electr°°°nvulsive therapy. , ned.after the suppressmn °f we °f the ”griffin? itfigl'nafiltoiifiz indomi-

and, Wylle studying disorders of ne ministeredyt atr¥° The seizures were ad- ’ hemlsPheres' - a ' 1 conceof hi % back 3r front vowels. Such

proceSSing caused b t , Speech cli . 9 Qetients of psychiatric , _ The examination or verbal materia xing _ . 8.

1 y pa hOIOgy it re nice. By th ‘ d - - ' t LH a facilitation of functions after RH

a s cerebral Organization of ve- tion wh 18 means develops a situa— lscrimination revealed that af er - , d t LH r , 1 a _

functions, on the other - thesgeeCh the patgn for 30-50 min one hemisphere of suppression the comprehension of words, suppression is ue o eciproca c

22%ned in this way explain manyadgsgh- n°rm31 azgzviiysufipiessed and incapable Of logotomes‘and phoneme: (3%?“ cansogafiggl tivatign us consider now the investiga-

e questions of lin i t ' tact W i e the other one is in- 3 an Ivcwel, is impaire . i s p eno e . , .

fists? Among fags: $5,323“, an new “assists; 1:23:21? @3322: Easinessinseam
cs one can name , - and , su Jected to both ri ht- ‘ _Sens1 ivi y es s s ow. ' .

:fipirfs if science of thigwgefigiggnt JUxtigggzlghg SShOCkS; it was P°SSib1§ t0 t fieftcig depending onithe Side Of the fignsfifigtsflgjzfii figdafig :?::::%; Z;c:ngre_

0 0 st . ' u re ' ‘ emis e ' on. -

logist §.Lur§a{a¥gb::g aid neuropsyeho_ SgglRH in one angpthisggfieegifiggcif :2 ‘ gongéhaitpghgsjowel discrimination sented stimulus as one of the phonemes.

strated the great value nWho demon- o as t°.compare it with speech functi- analySis gives grounds for understanding The control testing revealed the same ge—

data" _ both linguistic 0 d negative tnglin Patient's Normal conditions The . the reason of discrimination impairment neral regularities as already observed in

an cerebral. theta below illustrates monaural testing i after LH suppression. Fig.1 demonstates investigation on normal subaects. Neither

Peints to the fact that ther re no typical failures in recognition of spe— LH nor RH inactivation affected the ave-

e a . ech sounds i.e. phonemic substitutions. rage formant pOSition. 0n the other hand

i It cafi be seen that in their nor- there occured remarkable differences with

; mal conditions patients substitute back regard to magnitude of uncertaintyulse)
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'Fig.2. Zones of uncertaint - '

:2: asses; 22;“? “mg; 3?n . I) and -
formance by the left and rightlgaieies
pectivel . Tin Fig.1¥ he schemes are the same as

Thus, after
range of areas orLHuZEZE:6:31°n thefiggw considerably; a ntyse 20mggt gutspoken in the regioflgeysult of .h n our opinion it is the :10_ment Kn p onemic classification in ?‘lated tgwtfig that F2 is closely cogalr‘can under te dimension front-back wre‘back vow s and the impairment of f epressio e s discussed earlier. Th rent-even din of RH leads to narrowin e(sup-certainggppiazange) of the areasgofoan-rizatgon impairmegtthe phonemic catego-

n the whole LR inact iv:gtzhintgztzssgatos”timafignagigian n 'Sigzgfghen the ability to inigghr tvation Sggcgflof F2 is lost. RH pi: theads to pho 1 functions improvemengcfi-even if no ogical coding facilit t e-

ral condigggggreghzgthhpatients' mittenEgagfpgfinological coding igsgggcg showspreferabl It becomes clear why Lfiugcti-words: t edfor perception of none 5the mosto iscriminate them one ngnzesince theaccurate phonological en e scaption re is no other way for tfioding,assume t: 1:nonsense words. Then w e per-a RH s spech perceptioneigugg

a different mind: it proceeds without
phonemic encoding. In what way, then°wh

- emost probable procedure '1
word as a whole unit, to ssgoatfigzdtgg
global, Gestalt perception strategy Th._. a
re is certain evidence to '
research points to the facgrghgtgwhi?m. - e
discrimination of words and syllablesaf
ter RH inactivation '. 1m rov
of mistakes of certainptyn’dgggtrilzualfi;
increases: phonemes, syllables and exams
could be misplaced and the f
gzfindtgtally omitted. Similagrfiistgfigz
speech e ound in patients' spontaneo
thmicalproduction; these are: wron rgs
tences ngerns both of words andgsay-

, onous or vice -
levantly accentuated speech.v§:::rim::;
show prosodic perception impairment:wim
disfunctional RH th. . e identif'
gnzggzziggal patterns - bothlgzndggigg

meanings - interrogative,im
perative and declarative patterns, or es, .
pecially, emotionalc moods - de
cggziggrglly. Under these conditigfigihs-

familiar/Siftfii’i‘ile’fmle’ ”‘mg’m’paired. ar veices becomes im-

Fig.3. illustrat' es the
synthetically produced phonerfiggfizgggn
with two var ' .

tal frequenciégé (hlgh and 10W) fundamn-

°/o

100— c
" 1 11

" I H

80- 1 B
111

50-

M D! I}
g.3. Discrimi

wels nation of -

/a/and/i/ as to theirsggtzfit%$)vgr
Phonemi »
ECT. ( 3’ quality (2) after unilateral

I an
Sans as in giéfg) and the schemes are the

Aft
could Mira“ inactivation the subjects

”ermine whether the stimuli
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were produced by a male or a female but

easily identified phonemic quality of

Hm stimuli. On the other hand after LH

inactivation the phonemic quality iden-

tification was impaired while pitch

recognition became more accurate in com-

parison with patients' normal conditi-

one.
The experiment demonstrates how

hemispheric functions specialize even

in dealing with the smallest sound seg—

ment. We can suggest therefore that it

is the RH that is responsible for para-

linguistic and prosodic perception. It

is well known that prosodic - supraseg-

mental—features play prominent role in

the sound shaping of words - accent con-

tours distinguish individual words,

whereas intonation contours distin-

guish different sentence types. Proso-

dic features arrange elements to form

the units of a higher order: phonemes

- to form a word, words - to form a

sentence. Consequently the global Geso

talt way of perception must be reali-

' zed by RH structures. However, such a

strategy could be used only for previ-

ously familiar speech material. It is

impossible to discriminate nonsense

words using this way of perception.

In relation to the theoretical iss-

his paper itis obvio—
ues considered in t

us'that both cerebral hemispheres ta—

ke part in forming sound shape of lan-

guage. LH provides for correct phone-

mic analysis, enabling to reduce sound

continuum to functionally relevant

segments. The role of RH is to realize

global or so called template recogni-

tion.
To sum up, the results of the pre-

sent study suggest that brain has dif-

ferent mechanisms for speech percepti-

in. RH mechanism provides for quick

orientation in familiar speech materi-

al. LH mechanism secures accuracy of

discrimination as well as processing of

unfamiliar speech samples; but loses

in speed of perception. Under usual

communicative conditions both mecha-

nisms function simultaneously resulting

in optimum speech perception.
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MOIUAQ’JI/HMPOBAM HOJIIOCHAH MOM PE‘lEBOI‘O CKI'HAJIA

M E EFT/111W IUIH IIOILABJLEI-MH HMJIA

HOROBMK EBIEIM/x WWII/1‘1

MHc'rnTy'r moepne'rnm nM. B.M.I‘.uymxona AH YCCP

KneB. CCCP 252207

AHHOTAIIHH

Honomexme Wonofi nomocnofi MO-

neJm (MoneJm mnefinoro npencnaaam) pene-

BOI'O cnmana monem maannepuonnqecrcoro

cnrnana Bosomemm. Henmnofi K Hando-
nee ‘IaCTHM 0-Onam B Bunenennn ocnonnoro
Tana, nosBomeT KCHOJILBOBaTB nepnolmqnoc‘rb

nomaosarmofi pew mm ee BHneJIeHIdfi n3
cmecn c mymom.

BBEIIEEME
‘I‘pazzmmonnafi nomocnan monem: o'rpazxa-

6T masnnepnolmmoc-rb cnrnana Boaoynuermn
Ha BoamaoBammx nHTepBanax commonwreneu
(1 - z‘L), c'rosmmm B anamena'rene nepena-
TO‘IHOfi (Immn peqoro TpaKTa. Tam 06-
pasoM, czrnan Boaomem cqmae'rcn c'rporo
nepnomqecmm c nepnonom ocnonnoro mm L.
Manec'mo, 0113330, no cnofic'nso nepnomno—
cm nadJmnae'rca B peammom cnrnane Jmms B
onpenenennofi nepe, nnorna (Somme. nnorna
menbme. C 0113-10171: c'roponn, (Donna cnrxana n3-
Meme'rcn on nepnona 1c nepnom, c npyrofi -
namennercn n can nepnon.

Bonenc'nane Taxoro pona o'mmmfi peaJm-
HOI'O mannepnomecxoro cnrHana 01‘ M0-
nenLHor-o crporo nepnomecnoro B nponecce
anamaa Boanmcam onmoxcn B onpenenennn oc-
HOBHOI'O TOHa. Bce oumdxn moryw OHTI: pasdn—
TH 32 TPH mcca:
I) "mama“ omnom B npenenax 10-15% 01' no-

Tmmoro anaqenna nepnona;
2) omnooqnue snaqem, Icpa'rnne nepnony mm

nac'ro're ocnonnoro Tona;

270

3) rpydue 0111146101, 39 noppempyme o no-
TKHHHM ananenneu nepnona.

HOMPIMO yIcasaHHHx npoOJIeM Ha smane
anaJmaa neaneKBamoc'rL c'rporo nepnomec-
Kofi moneam Bushman Henowopym Heecwec'rsen-
HOCTB cnn'resnpyemoro Boxamsoaamioro enr-
Hana.

Honnrma /I/ ncnonbsosanm 113 0011036
snofi necncofi moneJm cnoficma Knasnnepno- i
mocm mm Koppemmm Boxamsonammx pe-
qHx cnrnanon, nomemmx aaBm. my-
MOM, Hanamnamcn Ha onenymme pnnocm:
I) Heoconnmo Tqo onpenemrb nepnolI 00-

nonnoro Tona n npnanax Ton/Irma no 3a-
mymnennomy cnrnany, 11110 n B OTCYTGTBHG
myma men-on cnonnofi sanaqefi;

2) nenom'rno, lean ycwanamnarrb COOTBe’I‘CT-
Bne mam oncqe'ramn cnrnana n3 pasnnx
nepnonon n c nammn Becamn cnenye'r mi
ycpemmn.

Hamaueanne c'rporofi nepnolm‘moo'rn c
saqac'rym onmooqmm nepnonom aBOImT K
"cmasunamm" Jmnamnxn cnrnana n cmnermm
paadopqnnoc'm.

Tam odpasom, muse-ran nowpednocn B
moneJm mannepnomnoc'rn, xo'ropaa o'rpama-
.na 6H namemaoc'rb cnrnana o'r nepnolla K
nepnony, namenerme camoro nepnona. a name
6m 61; Hexpnmna It 0111146s B onpeJIe-He‘mm
nepnona ocnoanoro Tona.

MOM
Hepsnfi mar B Hanpannem Taxofi monedm

memo ycmo'rpe'rb .‘B paoore /2/, B xonoPOfi
Bnpaxenne (1 — z‘L) samenne'rcn 1121
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-(L—1) t,
U+gL~1z +0L

271‘) , a napame'rpu

g n L ' onpenemno'rcn no peqenomy

ilfiinofii B /2/, OJIHaKO, era samena ECHOJIB—

aonana @ax'rmecm TOJIBKO mm yconepmenc'r-

Bonarma xoppemmonnoro me'rona nunenem

ocnonnoro T0331 12: women)! ammwmi no»OM

pnoxmnecxoro cnrnana Bosdymermfi. Ha ca:

me none Taxofl Bapnan'r noanome'r yqec'rb na—

moneJm namenmocmb nepnona n (1101111111: cure—

na, no He cmmae'r npoonemi cosnam non

am, nexpnwntmofi 1: 0.6351111.

B nac'romnefi pado're npemIaI-ae'rca same—

mm BIZ‘IPaKGHZG—RZg—L) Ha B“???E‘¥fn).

(1+ E gL_iz ' + i= 3211-1 e e—

npnqefi’napame'rpu g n L 110mm cup 11

mca no penenomy onmany.

Bo Bpemennofi odnac'rn npennaraeman

monenb ronoconoro nc'ronnnna nmeew m.

~- 2 (I)
'- VP, ,+e ’

._ 7 _ n
éUgL—iwn—Lan 121782114 .1 2L+1

T116 er1 - 3x01111017; cnI‘HaJx Tuna denoro

a

W — flannepnomecmfi cnrHaJI ro-

- noconoro Bosomenm.

Hocxonucy B npemaraemofi moneJm m—

THBaeTcn nepnoma‘IHOCTB n c nepnonom L n

c nepnonom 2L , BGpOfiTHOCTb rpydnx 0mm;

601:. HeRoppeJIMPOBamflix c normmmm nepnono

Cfifixae'rca. Kpome TOI‘O, sneer. manocymec'rga-

393110. paBeH Jm nepnon L mm 2L .
ome—

W OOPaSOM, monenb Hexpn'mtma noao'rn oe—

111110 R JIOBOJIBHO nac'ruM omnozcam mm mm

mm Hepnona mm ynBoemm qac'rom ocnonnoro

TOI-Ia.
o—

PGSYJIapyman mommmonannan n n-

mCHafi MOILGJIB nonyqae'rcn, ecam mannep

olmqecmfi curl-1a.?! wn nona'rbuna axon.

OOMOfi Jmnefinofi npornoanpymen monem.

m (2)
X=~2 nix ""wn'

‘- n—l
n 1:1

onannofi
IIepena'roqnafi (mama WWW

nomcnofi moneJm PIMGGT Bull:

l
_.

Wn=~

Hy

”0 I (3)

(1 + 2,513-12
i=0 ‘

WCDW MOILEJM

Banana onermnarma napame'rpon woman

no o'rpesny peneBoro cm'HaJIa xn Ha ocno-

Be me'rona maxcnmaubm'ro npannononodm mm

me'rona Jmnefinoro npencnasam cnonn‘rca K

WSW onemmero KPHTGPM:

._._ "“" (4)
'>—~arar+ Jé-gsgs +1 1

V"

F(a g L)=Z_'_R._
9 s i,j 1 J r

'3 ._
a ‘ g = 1’

me “i = 2&3:a+1 , O 0

n i gt {0.L-1,L,2L-2,2L_1,2L} .
u,

H.115: pemenm o-rofi 3anaqn npemxarae'rcn

n'repannonnufi anropnm, manna): n'repaxma xo-

TopOI'O coo-ron'r n3 nnyx awanoB.
‘

Ha nepBom wane npn wxcnponanm c

snanennmc napame'rpon monenn ronoconoro n

momma (na nananmofi n'repamm nonaraem

g ~o #0 ) ocymecmme'rcn nmmmsaxmfi
._ ,

-

no napame-rpam a. , onpenenmomnm peso o

nancnue cnofic'ma penenoro Tpawra, n'ro CB

mama K pemenmo 'rpamzmnmmofi mm meronnifi.

Jmneflnoro npencmaaannn cnc'rerm ypanne .

E‘m - (5)
‘3 1 1n

.1‘Rg‘j 913 3 -Hi 5 1 1

J’ H.

E 5 83+- — Koppenmmonfiafi
r116 R?! j—Ri‘3>s" a 3

CW xn , n3 Kowoporo ny-

Teu odpa'moi Qum'rpalm yc'rpanena nm‘popma-

ocnonnom Tone.

m 021a BTOPOM ra'rane npn (EanpoBano

anaqennax napaue-rpon a ocymec'rme'rca

Wow no napame'rpam moneJm ronocono—

ro nc'roqmma g n .L . IIpn a-rom mm

mom Bosmoxnoro snaqemm L naxomu—

ca mmuym xpnwepna (4) no napame'rpam g

q-ro 030111111303 3 pemenmo cnemmefi cnc'remn
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ypannennfi:

L 2L ‘
V. r9. 9. “a. (5). . . R. . . _ . ,4r$1~ug gm '

i a L—1,L,2L—2,2L—-1,2L,

re 3,5- VI—' -R0 0—1: R1 L3 Ri-j/—r arar+j PIE-7mm H
Han (Imnmn cnrnana, n3 nowoporo ny'reM
odpamofi (IJMLTpam yc'rpanena @opmaaman
nncbopmanm.

Snaqenne L , mmqee m gmxcnpo-
, onpenena-Bannoro aHaqm napame'rpa a

etrcn ny'reu nepeoopa.
Hocrconmy Ha Ramona a'rane o'rucmaer-

on rnodamnnfi mm no coowne'rcTBymefi
oooomennofi Roomma're, ananenne Rpmepnn
uonoronno menmae'rcn o'r nrepaxmn 1: me-
palm. m are He namemerca, ec naiuzena
Toma nomnoro mnnmyma. Heanam'renmoe
namenenne Kpn'repnn B pesm-are nanome-
Hmz oqepennofi n'reparmn n HeM3M6HHOCTB na-
pame'rpa L mom OHTB npnmm 3a ycno-
me occranona n-repamaonnoro aJn'opnma.

HEEHIMCDPHCAIMH MOM H0 BAIIWM—
JLEHHOMY PE‘IEBOMY CPIE‘HAJIY.

KOPPEKIMH CPH'HAJIA
Paccmo'rpm Teneps sanany noppemmn

Bomaonanuoro cnrnana, nomennoro an-
mx'mnmm myMOM. flyc'rs Ha noneamfi cnman

xn , nopoxnennufl momqmnHPonannofi no-
Jmcnofi monem, Hanonen ammmmfi mm

dn c nsnec'rnofi cnempaJm-Iofi nno'moc'mo,
Tax tz'ro (paxmecxn Hadmonaemm moron
cnman yn '

yns xn+ dn .

Banany mnenem noneanoro onmana
In noc'ranm Kale sanany omcxarmn makeu-

MaJmno npamononoomix onenozc cnrnana xn
n napame'rpoa amazon 8., g, L

Hocne nepexona B onem'panbnyn camera
I: momem npoc'mx npeoOpaaoaannfi (1mm-
m n'pannononodna nomaeu arepnfl, non-
.uexamnfi mmsaxmn:
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£‘(X9’39g-L‘5e) = enzlns;a + ( )
. .

~ ’

7
+2: 'Knlzkl'JaPnE/G: + gfln‘xn' 2/ [D’f ’ '

rne X n Y , OsnsN-‘l , - mcxpemuen n

cnempu @ypse nonomoro n naaonaemoro cur-
HaJIQB OOOTBeTCTBeHI-IO,

[01f — nsnec'rnnfi anepremecxnfi mon-
pe'rnnfi cnem'p ma,

6‘: - monepczn cnrHaJxa Bosomenna
Ha one mommpoBam-Iofi noanocnofi monem,
nomenaman onpenenermm,

m
An” ase~a23T /N

,

$50

Gn-Zsse'jsn” ’N.se{0.I}.-1.L.2L-2.2L-1.
2L .

sécodelmoc'rw menermoro Kpnwepm sna-
Jxxercn namqne nonCTpaMBaemoro cnempa an.
oopa'moro cnepaJILHofi xapamepnc'mxe ro—
Jxoconoro ncroqnmca.

11.71:; mmsam Icpn'repm npennarae'r-
on meparmommfi am'opn'rm, Iceman nTepamm
no'roporo coo-rem n3 ne'mpex 9Tan013, 111311q
Ha Ramon wane onpenemewcn modanmmfi
Immma no OJIHOfi n3 nempex odoémemmx
nepememmx xn , a , g, L 171 6’8
III!M Mcnpommm anaqenmnc oc'rammix.

I-fi aTan. amaaxmn no Kn:

620’:
)8}:a / (@2—m— + P3142 )

II-fi a'rén. mmaamn no a 0130-
.Im'rca 1c pemeamo cncwema ypannermfi (5) 0
Roefimmen'raum

R? - Zn: cnfcosafi'in/N).

III—n swan. Mnmunaanna no napamerpaM
nc'romxa ocymec’rmerca Totmo Tax me.
max 3 onncamxou mime amopnme nnemnqfl-
Ram MOMWPOBarmofi nomcnofl women 110
nesamymermow cnmany, 11pm e'rom

R: I 21:l [AHFCOSQI 1n/N).
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IY-fi wan. Wmmsamm no (ye :
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a: = >1“l. IAA'WA / 1

Kan n B cmae nepBoro aJn'opn-ma KP]?!-

Tepnfi mono'romio ymenbmae'rca o'r n'repamn 1c

nwepamm, moo oc'rae'rcn Hensmemm, ecm

anaqennn oooomemmx nepemenmx coo'rnemc'rga

Bym nommomy mmww. Yononne oc'rano

Tame me, man n B nepnom aJn‘opnme. T-

Ha ocnonannn nomemofi onemtn 0116K

amywm ny'reM
pa nee SHHOI'O cnrnana xn memo nu—

odpa'rnoro npeodpaaoeanm imam qo-

mums onemcy o'rcqe'ron ncxomxoro pe

ro cnrnana BO Bpememofi odnac'rn.

3mm

Hpemoxemian monem: moxe': ours 11::

nesna npn anamse penennx cmanon, um-

cnonmy ona nosnome'r ocymecmn pa:I

Ky Qopman'rfiofi momma! n nnéopmalm SM

cmamxofi c mannepnomnecmm cnman

ronoconoro BosOymLennn.

Hoc'ronnc'rnom moneJm We're}! ee ne-

Hexpn'rmoc'rb x omndxcam B onpenenenm; no-

Pnona ocnonnoro Tona Tuna moemm 1: p01.—

na mm ymsoenna nac'ro'm, a name new I.

Bze Heooxonnmoc'rn npmmma'rb pemexme 0 up

mane 'ro .

3 C Twspemsi aanaqn noppem 3:;

mam Bommaonanmm cnrHaJIon 3 Moon

Willem Baum T0, q'ro crenens nepnommnoB
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POLYTONAL ANALYSIS-SYNTHESIS SYSTEM FOR SPEECH ENHANCEMENT

V. MAKHONIN

Institute for problems of information transmission
USSR Academy of Sciences

101447 ICU-4

ABSTRACT

Most of techniques for speech enhance—
ment using noise suppression suppress
discontinuously modulated speech oscil —
lation too.At result of discontinuously
modulated oscillations suppression the
quality of selected speech signal is de-
creased.0ne way of enhancing speech in
an additive noise is to perform a func-
tional decomposition of a frame of noisy
speech and to attenuate a particular tra-
nsformed component depending on how much
the measured component pulsation power
exceed an estimate of the background noi-
se.Us1ng a Walsh-Hadamard blocks connec-
ted by strings of zeroes results in a new
class of suppression curves which permits
a tradeoff of noise suppresion against
speech distortion.The algorithm has been
implemented in "Eclips C-330" minicompu-
ter. '

INTRODUCTION

. The security of vocoders s e -
nition devises and speech synghgggzgggogs
less than natural one . It was found by
speech testing that technicians ignore
high frequency part of telephone spectra
/ 1 /. The level of high frequency oscil-
lations is low,but these oscillations tran—
smit an important information for human
hearing becouse of voise modulations.

The signal preemphasis before an AID co-
nvertion and the discontinuous demodulati-
on of speech oscillationsdata for pro select speech

riments.
per display and hearing expe -

Different techniques have been compared
for enhancing the noisy s eech.Th
seem to point out the augeriorit; ifsglgf
ck-cascade Walsh-Hadamard transformations
espe01ally concerning heavy noise environ-
ment. Lines of Hadamard matrix are strin
and elements of these strings ar gs
-1. Some of these lines seem l
harmonics , while others seem

1: +1 and
a clip ad

like olig-
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ped phase shift keyed modulated oscilla
tions.

Thus one string of +1 had been t
from Hadamard matrix repeated periggigah
1y together with string of zeroes promme
sequence of block clipped waves. Theset
of such sequenses and a frame of samplfl
have been taken from speech signal pram“
the set of scalar products.
. Next step in frame processing is neglwt
ing of oscillation components those muss
tions power are less then corresponding
background thresholds. Neglecting reducw
neise components , while strongest poly-
tonal components represent voised speech
signal and its waveform microvariationsby
sequence of such accords.

The work presented here is continuafion
of works have been carried out ten years
ago during a stage in ULB / 2 / andlatw
/ 3,4'/. Concerning speech signal mien»

variations representation few researdms
have been done / 5 6 . O f d

by M.Rohtla et al.’/ 4 / He was per onm

OUTLINE OF THE POLYTONAL TRANSFORMATKWS

The described computational tehnique
has been employed according to the frame
by frame processing mode. While samling
frequency = 20 kHz and frame duration =
51.2 msec each frame consist of 1024 8mm
p1es.Frames are overlapped on half offrr
me Size.i.e. 25.6 msec.

The frame is transfrrmed into set of
scalar Products of speech signal samples
and elements of an elementary subsequench
While transformation is block-cascade
Walsh-Hadamard transformation , the ele-
mentary subsequence consist of + 1 inside
and O-es outside of blocks , accordingly'

For example , if tone period = 128 sam-
ples , line seven from an Hadamard tran-
sform matrix formed of eight lines and
eight columns has been chosen and the ch?
Ben block is second , the elementary sub-
Sequence is represented as follows:

o’0’0’0’0909090,090,090’Og090,0!-1’-h

+1’+1’-1’-1’+19+19+19+19-19'19+19+11'1'-h

Se 14.2.1

' ‘ -1 —1
0 ( in all 128-16—112 zeroes ), , ,

1011:_11-1,+1,+1,+1,+1,-1,-12+1S+1,—1,—1,

,’,O,( in all 112 zeroes again

t cetera up.to 1024th.

transformations of 1024 samples

ifiigeTZBO scalar products (20 tones*8 li-

nes * 8 blocks = 1280 elementary subseq-

uences ) have been fulfilled the second

cascade of transformations to be fulfill-

ed. By those second transformations one

get a set of estimations pitch pulsations

sincronuously to tones scanned. Estimati-

cns taken from this set are compared With

corresponding thresholds , those are gre-

ather then thresholds to be selested,oth-

ers to be neglected and their values be -

m e ual zeroes.

coNgxtqsteps are related with choises of

tones from scanned scale. To choose tones

estimations corresponded to scanned tone

collected together to transform in loga-

rithmic scale and to compare those parti—

al pulsation levels with corresponding

thresholds and select tones those levels

are reather... and so on.

Itgis possible to print the results of

computations in format as data represen -

ed in Tables N0 N° 1,2,3,4,5,6 or to re-

write a linear combinaton of selected os-

cillations on the disk memory and to con-

vert records by D/A converter for hearing

experiments.

50 ,a usage of described computation

prOCess permits to select so many tones

as nessesary to represent Signal micro-

varitions and to enlarge frame Slze to

suppres noise oscillations.

9 ‘19“ 9

(
0

0
+

0

COMMENTS TO TABLES

A table of results of polytonal analySis

consists of two parts,left With "stars'I'2

instead of zeroes and integer nombers.b ,

which represent pulsation level distri u-

tion between lines of Hadamard matrix.

SiSnal time is growing from row to row on

the amount of overlap between frames,i.e.

25.6 msec.

SUMMARY

A 01 t l anal sis-synthesis system

haspbeZn022scribe§ , which has appliation

to robust speech processing. The experi :

ments using the new model of speech 5 g

nal indicate its pOWer in syntheSizing

natural sounding voised Signals.
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APPENDIX

Table 1
Elle: hHA" female speaker '

Length of minimal pitch period=f7

Ste of pitch period increasing=1

Thrgshold for modul.selection=0.25

*************9
***** 95 2 o 0 O O o 0

9******************
94 2 O o O O O 0

92¥****6*********** 95 2 o 0 O 0 O O

***943*723*31*****1 89 6 o 1 o o o o
**91*7**4**51****** 88 5 O 1 O O 0 O

**9*33**8**5******* 88 6 O 1 O O 0 0

***93***8********** 88 5 0 1 0 O O O

***92*5*351******** 90 5 0 1 O O 0 0

********9*74******* 81 12 1 2 O 0 0 O

*******9*********** 87 7 2 O 0 0 0 O

*********96******** 86 8 1 1 O 0 0 0

**********9******** 82 12 O 2 0 O O O

**********9******** 88 7 1 1 O O O O

**********9*e****** 86 8 1 1 O O O O

*********9246****** 33 5O 5 5 0 O 1 1

*********94**4***** 61 25 3 6 0 O O 1

******92*********** 86 7 3 0 O O 0 O

****94*52**$******* 76 15 2 2 O O 0 0

**917************** 73 20 0 3 O 0 0 O

**92*************** 88 7 O 1 O O O 0

Table 2
FITET—“MA" female speaker
Length of minimal pitch period=77

Step of pitch period increaSing=1

Threshold for modu1.selection=0.25

***92*55************ 94 3 0 O O 0 O O

*9****************** 89 5 0 O O 0 O O

*#******97*3******** 87 6 0 2 0 O O O

********95*3******** 90 5 O 1 O O O O

********966********* 91 5 0 1 O O O O

*********91********* 85 9 O 2 0 0 O O

********966*a******* 78 14 1 3 O O O O

*#*******91*******#* 76 15 1 3 0 O 0 O

********92********** 90 6 0 1 O O 0 0

*********97********* 35 5 4 1 O 0 1 O
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**********9********* 76 16 1 3 O 0 0 O 98**4********4****** 38 27 17 5 2 331***}******92******** 87 7 2 1 O O 0 o 957*2*************** 4o 33 11 3 1 231***********91******* 88 7 o 1 o O O O 92****************** 38 27 21 2 01 60**********9********* 89 5 2 o 0 O o O 9******3************ 12 53 10 8 5 2 22*********945******** 54 32 4 4 0 0 1 1 9*********8*3******* 23 28 18 126 531******9************* 88 6 2 1 0 0 0 O
**98**************** 3g 13 $ 4 8 8 8 g T b1 6******************* a e Jg******************* 78 15 1 2 0 0 0 O jfiTE—-WnflflggBOH 1 "igage sp§a§e§7o‘ Length of nima p 0 per 0 =Table 3 ' Step of pitch period increasing=3File: "MA“ male speaker Threshold for modul.se1ect.=0.15Length of minimal pitgh period=110
Step of pltch period lucrea81ng=2 ***9**************** 90 1 1 1 1 00‘Treshold for modu1.se1ect10ns=o.1 98*****:*:*:*::::::: 24 1 O 0 0 go o

3|! * *****943************* 89 66 0 1 O O 0 0 g;::::***3**:******* 5? g; 312 1 2 13******915*********** 91 5 o 1 o o o 0 9438*2************** 72 16 3 2 1 0 00*****9************** 82 11 0 1 0 0 O O ***5****2********** 61 22 2 7 0 O 01
****91**********3*** 74 13 4 1 0 1 0 1 3******************* 54 30 2 6 0 101
****9*************** 70 1'3 5 2 0 0 5 0 984****22*********** 69 17 3 4 1 1 10
**93*3*7************ 44 3111 2 1 1 5 1 ******************** 0 O 0 o 0 O 00**988*************** 44 2314 4 1 7 2 O ******************** 0 o o o O 0 00****91*4************ 45 1910 9 1 4 5 1 ******************** 0 0 O 0 O 0 00
*****978********‘*** 51 1323 1 1 2 4 O ******************* 42 12 1323 O 1 13*******98*********** 68 9 7 2 1 3 5 o 9*****;***********7* 24 4O 19 5 2 2 21**********96*5****** 56 2O 9 2 O 1 6 0 2******************* 53 33 5 3 O 01 0***************94327 61 17 4 6 1 4 1 1 §******************* 22 44 18 7 O 0 31,

9******7************ 33 43 9 6 501 01J;‘ %$§l£wfim " male 3 eaker 96*****3****2****2** 51 31 6 5 O 111
e‘ L1 e p _ *954*2**********3**4 56 26 8 3 o 11 0
fig ength of minimal pitch period—112 9****1***********7** 15 41 30 2 O 2 403; Step of pitch period 1ncrea31ng=2 * ****************** 6 1 3 2 O 3 50
,4 Treshold for modul.select.=0.1 *2*9******54******** 14 23 9 3 O 5 11*****94************* 92 4 O O O 0 0 0 *****9************** 21 14 48 2 0 3 701:1 ***********91******* 88'7 0 1 O O O 0 **********9********* 55 23 9 4 1 0 201,? ****9***33241******* 9O 6 O 1 O O 0 O **************9457** 51 31 7 5 0 O 11
5‘1 *******9552********* 89 6 0 1 O 0 0 0 *******#*******9**** 46 39 3 7 O O 01
2‘3 *****967************ 91 5 0 1 O 0 0 0

(
xfl ****9283******5***** 85 8 o 2 o O 0 0

4
1“ **9*87************** 83 7 0 2 O 1 1 0

,E4 ****97************** 8310 O 2 O 0 O O
,1? ****98************** 55 7 O 1 O 1 O 0
1‘I *****97***¥$t'?$t"# 8712 0 2 0 0 0 G
'4‘ *****9452****#****** 8211 o 2 0 0 1 0

1
£11 1 ******96**5********* 8211 0 2 0 O 0 0

1"1 ***********944****** 86 8 0 2 O 0 O 0
****************9*4* 87 8 0 1 O O 0 O

I

g I

~ ‘ Table 5
E3; Fi e " HAg¥BATB ",male speaker,heavy noise1;. environme .
HR Lengjh of minimal pitch period=166€¥ Step of pitch period increasing=3

f#1 Treshold for modul.select.=0.25 ;1» 9***5*************** 50 13 9 8 2 2 0 01; ***97*************** 60 7 5 0 4 4 4 O
Il7 *****95************* 36 33 511 7 2 1 1 131 **7*4********5****** 52 25 8 3 2 2 2 13? *94*8*************** 46 31 5 7 2 2 2 1 17’ 9**3**************** 74 9 3 5 3 O 0 O 19862*51*1*********** 54 15 4 4 2 2 2 2

1y 96*7************2*** 55 18 8 6 4 1 2 2
i43 92****83************ 58 21 8 4 2 1 1 O
11’ 976****************2 61 19 8 4 1 O 1 2{3 98*4**************** 61 21-4 4 2 1 2 1

41 96****6************* 55 15 5 5 4 6 2 2
io *********91********* 64 14 9 3 1 1 2 1
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EXTRACTION OF SPEECH IN ACOUSTICAL NOISE BY MARKOV FILTERING

Y.N.PROKHOROV

Moscow Telecommunication I

ABSTRACT

This paper presents a general approach

to the improvement of speech intelligi—

bility in broad band acoustical noise.

By using the methods of Markov fil-

tering the digital processing algo-

rithms of noise—added speech are being

synthesized and their experimental

study is being carried out.

INTRODUC TION

The telephone communication systems and

the Systems of automatic man-machine

Communication by voice often operate in

a severe broad. band acoustical noise si-

tuations. The organising protective

measures and the compensation techniques

do not always provide the effective

”0186 suppression. In such cases the

Signal-noise ratio (sun) or the micro-

Phone output may be 0-3 db, and the in-

telligibility 3 may be 40-50% /1.2/. The

sPecial digital processing for noise re-

duction is applied but it doesn't allow

to increase intelligibility sufficiently

5° far /1,2/. The aim of this paper is

to develop the effective processing me—

thOdS by using Markov filtering.

Se 14.3.1

A.V.MININ

nstitute, USSR, 111024

FORMULATION OF THE PROBLEM

In interval the duration of which is

about 20 - 50 ms the mixture of signal

and noisg is

2t=x(l.t)+nt , t_=o,:1,:2,..., u)

where Y= (7H 91:... ~- rAm )T— is a vector

of parameters describing the articulation

apparatus state (ArA);‘x.(A,t),flt :- the

sample sequences of speech signals (SS)

and noise. Because of the low accuracy of

articulatory organs the parameters take a

continuous set of values.

For the automatic recognition (reception)

of corrupted speech the values of parame—

ter A should be classified. However, in

the process of extraction it is quite

enough while using it to formulate such

signal (101311) on hearing of which the

maximum intelligibility is achieved:

5513)::- Sm), where 5(1), 5(“)_ is the intel-

ligibility of signals 2t and £03,“

respectively. Since} vector for an

unlmown function g()~*)is classified fix"

the process of human perception, the

value of A shoulda‘be chosen 13,} such a

way that £2=E[N-11TQA[A*’ A 1 = min

where E — mathematical expectation opera-

tion, 01,- a weighted coefficient matrix.

The minimum attainable valuefiA is defined

by Kramer-Rao' s inequality.

So the problem of speech extraction is

interpreted as the construction of the

277
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best estimation of}: and the creation of

the signal 11.01212) with 5“”:max A gene-

ral diagram of the extraction device is

given in fig.1, where CD is a controlling

human ear perception system device.

z. EVALUA 35* d“
TION t CD 4“,},

Fig.1. A General Diagram of S « -

traction PeeCh Ex

SIGNAL AND NOISE MODELS

F:r the best evaluation of 7C the ad
-

e -a e models of Signal and noise are requ
:re:. The simplest model of the broadqu-

an noise is 8 Gen 'ssEn=oE#_Gl imlmmmmenwfih

n: t- Wow”, V W t )precise model is the r 1 .
autoregression p 06885 Of

L

on); OLEUt,i+‘/lt, L=2+10, (z)
::::e a; is-evaluated a'priory by the

e realization by means of a lea t
square technique with limitations. Sn;
can use the orthogonal projecti
forms of limitations/3/. 0118 as the
The signal is modelled by a nonl
autoregressive process 111931“

yt LPWyt-f) + 69PM ’ (5)
m

It =§aixt4+cybi+g§t41 (4)
L

A =(fi,a,,a1,...,am)7, m=2+10

The function (p is found on the synthesi8

stage from the condition:
mm E|£x(t)51(t-T)I,

Tret) = xt’fi ‘P (x£-') , 7:: const

.6: result is shown in fig 2 I
W51)

4

Fig.2. The function of Excitation

Te"oaieduce the number of the parameters
in 1iuated model (3), (4) may be written

he following way:
1 =2: 4- .

writer: é=g(xt‘hxt1,m,xbm}+git, , ‘
:21 :2: found experimentally. To do this
ker thes:::chfSignal of a concrete spea-
defined in mzd the parameters values is

autoregressio 9'13 (3),”), then a set or11 functions is given
‘f’x(t-t-zr-nrxt-m),

and the Karunerrloev basis is built for it.

THE EVALUATIOt .
BILITY ‘ OF THE POSSIBLE INTELLIGI—

The ' zatedi::elligibility 5,231 may be evalu-
avera the presence of noise with an

ge flat spectrum. Consider
3(4): “ ”t 1(A,t)+nt, ztml-flxmiumt'

Chose the function 5! so that 5011).. 561;)
~ max

For exflm

functionplzgi mzy be the “Mr31 clipping
' Or

.

1Fests 3‘31) 5(2318 to the articulatory

ferent SNI’? 3 may be found for dif-

the clippin“ NR1 and the threshold of

mar-Rae's 1:91“? Putting down the Kra-

£;g(5/VR) quaiities the formulas for

‘ an” ( SNR
ned. In th M 2) can be obtai-

e Situation Where 5:! (SNR1)=

-6 and the orthogonal functions

.4
--

._
._

.‘
—

-.
_
_

: 5:1 (SA/R) we can find a family of our-

ves with the equal reception accuracy:

SNR, = 935(S/VR1) Aawijth parameterxuu.

Now the estimation 5min: can be obtained

in the following way: by using SNtt

and function We we can find SIVRZ, where

mm” = of, (SA/Ry) . Then 554.1%

=s<1z>csNRps 3%; and Asafhsnfigg—

' 5“" is a possible benefit in intelligi—

bility in digital processing of the cor-

rupted speech it“) .

THE FILTERING ALGORITHMS

For the simplification we can take 9M)

as a mutually unique continuous (unknown)

function. It can be shown that in this

case u(A*,t)=x(A*,t) and

instead of CS we may use a speech synthe—

sizer operating according to (3). (4)-

Thus, the extraction of speech is per-

formed according to the algorithqon:

"estimation of x - synthesis x(7t*,‘t) “

(analysis—synthesis). If 8Etgf<<Exi :

then the algorithm No.1 is very close in

effectiveness to the mutual evaluation of

I, A, y, or to the "adaptive filtering" -

the algorithm No.2. If there are pauses

in conversation and the consonants in

Speech, then the algorithm No.3 "a mutual

evaluation of parameters, filtering of

speech and classification of tone-conso-

nant-Datum" is quite optimal.

The above mentioned algorithms are syn—

thesized by the maximum of a'posteriory

probability criterion in /4. 6/ by using

Markov filtering technique /5/.

EXPERIMENTAL RESULTS

Testing of algorithms No.1—3 are performed

on the speech signal with the sampling

frequence 15 kHz and with the number of

quantizing levels 212. In fig.3 the power

spectral densities of the initial (61'),

the processed (6;) signals and the noise-

added speech (G!) are shown for the word

'Igeflcmbuc" (algorithms No.3. 1). In fig.4

the curves of likelihood function A and

the current signal power E at: recieved

on the articulatory tables of syllables

without any pauses are shown. The proba-

bility of a classification error of tone-

consonant-pause is about 3'10‘ with a

zero threshold. In Table No. 1 the results

of tests are shown, where ASNR is abeneflt

Gm)‘5 357 4D 2 5 450400 23‘4‘—

Fig. 3. Signal spectrum C;,C; ,Gz

fitnflflhMWVMWflfl“B
WU H.U30 UUSOVM‘ UW‘ \m II.

thinnnnhnnnlnn
W wuuuwuvwwvtm"
£3: E a

1t

OdB

4ft

no

t/VWVVVVW
D"

10 20 3040 saw 70 8090100}!

Fig.4. Likelihood Functions A

Table 1

No. 3"1 2 3
ASNR 7 5-7 10-12

db
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in S/VR , the number of algorithm 3-1 is
a sequential application of the algo-
rithms N3 and N1. These results are
achieved for the noise with close to an
average flat spectrum and model (3). (4).
In pauses the mixture of 3t is multiplied
to a coefficient $ < 1 . The coef-
ficient of noise power in filters is chain
experimentally.
‘In Table No.2 the signal-error prediction
ratio (SER) for models (4), (5) which is
achieved on the initial speech signal is
given. There the results of algorithm No.
2 with (5) in noisy environment because
of the engines operation.
In Table n is percentage of the real
favours given by the listeners to the
processed signal. The number of listeners
is 20-25.

Table 2
Model SER, dB, for N n ASNR

2 4 6 % dB
(4) 21.3 24,7 26.5 - 2-3
(5) 26 27 27.3 85-88 3-5

CONCLUSION

The method of intelligibility improvement
in noisy environment is worked out. The
theoretical benefit of the digital pro-
cessing for noise with long-term average
flat spectrum is evaluated. By using the
Markov filtering techniques the algo-
rithms of mutual speech filtering, the
parameters evaluation and the classifica-
tion of tone-consonant—pause are deve-
loped. The algorithms provide the improve-
ment of the corrupted speech intelligibie
lity in broad band noise and can be tech-
nically done on the mikroprocessor devices
Am 2900.
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QUALITY CONTROL OF SPEECH BY MODIFYING FORMBNT

FREQUENCIES AND BANDWIDTHS

Hisao Kuwabara

ATR Interpreting Telephony

Research Laboratories

Twin 21 Bldg. MID Tower

2-1-61 Shiromi Higashi-ku

Osaka 540 Japan

ABSTRACI‘

An analysis—synthesis systan which is capable of

independent manipulation of acoustic parameters

has been developed to investigate the contribution

of these individual parameters to the Speech

quality. Formant frequencies and their bandwidths

were used as the acoustic parameters - to

characterize the vocal tract configuration, and

pitch frequency as the voice source. This paper

describes a way hm to control the voice quality

of natural speech by manipulating the formant

frequmcies. Formant trajectories extracted from a

natural Speech were modified to alter their up-

and-dcwn oscillation to sane extent, and the

resultant Speechwave was synthesized by the above

mentioned method to present to listeners for the

Judgment of voice quality. It was found that the

Speech intelligibility was improved to some extent

when the movement of time-varying formant pattern

was slightly emphasized, but too much emphasis

would cause degradation of the voice quality.

1 . INTWDUCTION

This paper deals with a way of controlling

the VOioe quality of natural speech. An analysis-

synfi‘eSiS m9thod has been developed which is

capable of independent manipulation of such

acoustic parameters as formant frequencies, their

bandWidtbs and pitch frequency [1]. Using this

SYSten, voice quality of natural speech has been

commfiled by changing formant trajectories that

are supposed to have a close relation to such

V°ioe qualities as intelligibility, clearneSs and

SO m.

Accoming to our previous, study [2], acoustic

CharaCteIiStics of professional mars speech,

“hich is omsidered to be the most intelligible

or the Clearest, lies in the dynamics of pitch and

fmt frequenCies. The dynamic range of these

features for the amwncers speech is signifi-
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cantly large empared to that for the non-

professional speakers. Correlation analysis

between psychological and acoustic distances

reveals that the formant trajectory has the

largest correlation with the voice quality of the

axmlncer's Speech sounds, followed by pitch

frequency. This result suggests that the quality

of Speech sound of non-professional speakers may

possibly be improved by altering the dynamics of

formant trajectory patterns.

and improve the quality of natural speech making

use of the analysis—synthesis system Fonnant

trajectories are extracted first from voiced

portions byLPCmetmdandthedynamicsof these

trajectories are altered depending on the formant

pattern itself. The method for altering the

formant pattern is thesame as that we rave

proposed earlier for the nomalization of vowels

in connected speech [3]. This nethod is applied to

the formant trajectories extracted fran natural

speech, and the quality—controlled speech sounds

are synthesized using the analysis-synthesis

system to present to listeners for perceptual

judgment.

2. I-‘NPLYSIS-SYN‘I‘HESIS SYSTEM

Fig. 1 illustrates the block diagrampf the

analysis—synthesis system. Low—pass filtered input

Speech was digitized in 12 hits at a rate of 15

kHz. A shofl: time LPC analysis based on the

autocorrelation method was performed to obtain LPC

coefficients and the residual signals. Formant

the spectral envelope is equivalent to a

manipulation of the coefficients that W16 result

inafrequencyrespmseofthefilterequaltouae

modified envelope. These acoustic parameters

{I
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lg. lsBlpck diagrarn of the analysis-synthesis
ys em to modify formant frequencies

(pitchfrequmigsperiogs, . LPC coefficients, formant
stored f , andwidths, residual signal

or later synthesis S) were
Let 21 = r .i exp(jwi)(i = l 2

for :e roots corresponding to fldeformait): :and
. Formant fr ' s be

chang equencles and
bandwlgtlgs are modified by ins/yer refi:. Chang a

magiaaeiésmfifsmwiffl“ the “m“ ‘1‘ mles ~ so that the
po 21 become the roots of a new polyrmulrjfified

2.9 + a’ 29-1 " I1 + . . . + ap..lz + '52) = 0. (1)

Calculation of 31(i=l, 2, . .., p)is performed
Simply by marry

. terms of the
both Sides of the following equationsame order on

(z—E’l)(z-'2'2)...(z-'27p)=
zp+'a'129'1+ +'a’p_1z+a"p (2)

The n'Ddified vocal tract mod N
by, el V(Z) is then given

(3)

$131) are the solutions of equation (2) The
frequ vocal tract model ’Wz) has the des

ency characteristics. If the ired
mienipiaim is too large, some discmtsiglocligal
Whicneven:aoccura1:theboundaryofeach from:s
With thi 11y cause a typical buzzing. To I
been per? rm;simple time domain manipulaticncfr’ase
analysm o . In this experiment, half the
Shift. windowt is set as the period of frame
tract mortpul ’9’ speech wave from the modified vocal
tri 1 (z) for each frame is multiplied
triangu ar time window. The amplitude of by a
theangular window is composed so that the this
portignain at any instant within the overs?“ Of
The between two successive frames becamsapped

resultant speech is obtained by addrig

N P '

V(z) = 1 / (1 +Zaiz-i)

.=|
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k-th FRAME
WTPUT
SPEECH

k + 1-th FRAME

SYNTHETIC
SPEECH WAVE

In] h . '

successfr .ifiy speech .waves between adjacent two
ames 3 process is illustrated in Fig. 2.

3. ALTERATION 0? mm WHY

3-1 Fpaflmant Trajectory Extraction
at a r pass filtered input speech was digitized
anal . a e of lSkHz, and the linear' predictive

1Au $125121: made to find formant frequencies-
adoptocoted With on method for the inverse filter was
and the fr order 14, the analysis window 20 ms,
voiced/voice? period 10 ms. Silent intervals and
the ass distinctions were made based 0“
coeffiscpeeChient power and the first order PARCDR

each frame, respectively. Formant frequencies for
usmg the m:ere extracted from a set of 7 poles
a thodproposedbyKasuyaeta1[41amd
werS‘DOUIing was made by averaging formant data

three consecutive frames.

3.2 Fomant Trajectory Charge
Nbdif ozman

Omducted iciztizu‘ch Of f t trajecwry wasa way that the eceding andsu pr
c(Jeectiil'lg‘;31acoustic features contributed to the

presendiff tfle with the same weight if the time
the mt from the present were equal, and that
diffm of ccniz‘ibutim was proportional to W
msezm fun the present acoustic feature [31'

pmcesaxm be s illustrated in Fig. 3. suppose the
(=m t f an actual time-varying pattern of a

as the sum :ncy, the new value Y(t) is defined
0 the original value X(t) and the
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Fig. 3 Illustration of how to change the formant

trajectory.

additional term of cmfi'ibutim by cmtextual

information. The contribution is assumed to be a

weighted sum of differences between values at the

present time t and at different time t-r‘c. Thus.

Y(t) is given by
T

Y(t) = x(t) +&w(1)(x(t)-x(t+’c))d’r (4)

whem MT) is the weighting function which is

given as

w(‘t) =o(- aim-1320’). (5)

In this study, T=150ms and 5‘ =52ms were

experimentally decided. Given 0L >0, the dynamics

°£ the original formant trajectory is emphasized,

While for oi <0, it becomes (is-emphasized.

Equation (4) is applied to each of the three

fomam: trajectories without vowel/omsmant (but

except voiceless consonant) distinction.

4- PERCEPTION or QJALITY—CDN'I'KDLLED Spa-sci

AS described in the previous section, dynamic

"“Vemem: of formant frequency is one of the most

important acoustic factors that characterize clear

and intelligible voice. Change of voice quality

t° improve the clearness of intelligibility

Should. therefore, be done by modifying the

dWamics of formant frequency. In this section, we

describe a perceptual experiment on voice quality

for ferment-modified speech.

W
Based on the analysis—synthesis system

described above, several formant—modified speech

signals were obtained to present to listeners for

quality judgment. Following is the process of

speech synthesis .

(1) Speech waves are digitized with 15kHz

sampling rate and lits accuracy. Analysis is

made basedonthesystensrmminr‘ig. lwith a

20ms analysis frame multiplied by the Hamming

window and lOms frame period. The orders for

analysis are 14 for male and 10 for female voices,

and the predictor coefficients and the residual

signals for each frame are stored.

(2) Formant frequencies of the first three are

calculated from the predictor coefficients for

each frame, and their trajectories over the entire

word are estimated using a tracking algorithn [4].

(3) Equation (4) is applied independently to each

formant trajectory and new frequencies down to

each frame are calculated, and the resultant new

coefficients are obtained by the method described

in section 2. However, formants higher than the

fourth and voiceless consonants remain unchanged.

(4) A vocal tract model is formed using the new

predictor coefficients, given in equaticn (3), and

the speech signals are obtained by inputting the

residual signals to the model.

Arrlnsensemrd/aciue/Miichccnsistsof

a concatenation of five Japanese vowels was used

as the speech material. As mentioned before, some

discontinuity would occur at the boundary between

two successive frames if we simply connect speech

signals from the two frames without overlap, which

may cause degradation of speech quality. Fig. 2

shows amettcdhowtoavoidthissort of

degradation.

In equation (5), constant 6 represents a

scale factor which controls the ancmt of formant

modification when it is applied to a formant

trajectory as in equation (4). The dynamic pattern

of formant movement is emphasized for oL being

positive, unchanged for oL=O, and de-emphasized

for negative value. Fig. 4 represents an example

of formant trajectories of a speech sample used in

the perceptual experiment before and after

applying ELI-(4)-

4.2 Result of Perceptual miner“:

The abovementionedrrmsensemrdwaSusedas

the speech material and two speakers, male and

female each, .read the word with a normal smd.

Seven different values, ranging from -15.3 to 15.3

including zero were selected as the factor (X to

Se 14.4.3
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Fig. 4 An example of formant trajectory
modification: original(solid lines) and
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get synthetic speech samples to be examined. Five
female listeners, who never heard the speakers
voices before, participated in the experiment. For
each speaker, seven speech samples were paired and
the listeners were asked to judge whichcne of
a dyad sounded more intelligible or clear by
comparison.

Speaker R.S. (female)
2 .—

-5_.l
0:53 -lb.2 5.1 16.2 used

Fig. 5 Results ofperceptual experiment on voice
quality for male and female speakers.

Fig. 5 shows the result for speech samples of
each speaker. The abscissa represents the factor
d and the ordinate is a psychological distance.
This distance is similar to JND (Just Notioeab1e
Difference) distance, and 1 means that the
perceptual difference between the two stimuli is
greater than 50 percent chance level.

Being 4% =0 the reference of comparison, the
results show that, in general, the voice quality
Manes intelligible as the factor 0! increases.
For male speaker's voice, lunever, it goes maidnun
when 0! =10.2 and goes down rapidly for larger cl.
This speaker dependencyiscaused bytl‘e
degradation of quality by emphasizing the
frequency movement too much and partially losing
the phonetic quality.

In general, voice quality was found to be
improved for the factor sanevrhere between 5 to 10.
The factor greater than 10, however, sometimes
gives the speech an improved quality mt sometimes
degraded quality depending on speakers.

CDNCLUSIONS

Time-varying dynamic pattern of formant fre-
quencies which is the main factor to contribute to
the cleamess or intelligibility has been modified
using an analysis-synthesis system and perceptual
experiment has been performed on the voice quality.
It was found that the voice quality was inpzwed
to some extent when the dynamics was properly
emphasized.
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ABSTRACT

There has been considerable interest in recent years on

the problem of enhancing degraded speech. This interest is

motivated by several factors including a broad set of impor—

tant applications and the apparent lack of robustness in

recent speech compression and recognition systems. One

objective of this paper is to provide an overview of various

techniques that have been proposed for enhancement of

speech. Another objective is to suggest some directions for

future research in the speech enhancement problem.

I. Introduction

. The objective of speech enhancement may be to

Improve the overall quality. to increase the intelligibility. to

reduce the listener fatigue. etc.. and there exists a wide

Variety of contexts in which speech enhancement is desirable.

For example. environments such as offices. streets. and motor

Yehicles in which the interfering background noise has been

introduced are common. and the interfering noise generally

degrades the intelligibility and quality of speech. Other

examples in which the need for speech enhancement arises

"‘CIUde correcting for reverberation. correcting for the dis-

tortion of the speech of underwater divers breathing a

helium-oxygen mixture. correcting for the distortion of

speech due to pathological difficulties of the speaker. and

lmPTOVement of normal undegraded speech for people with

“Wired hearing.

Engineers and researchers in various disciplines have

ShOWn considerable recent interest in speech enhancement.

Among these are engineers working on speech communication

problems such as developing robust vocoders and audiolo-

{4'5“ helping people with impaired hearing. This recent

mlerest is due in part to rapid advances in hardware technol-

°8X that allow sophisticated signal processing algorithms to

b? ‘mPlemented in real time. This interest is likely to con—

tinue as speech enhancement systems find more practical

applicatior‘s. One main objective of this paper is to provide a

revnew and survey of past and current research on speech

enhancement.

. The approach to speech enhancement taken varies con-

sTerably depending on the context in which the problem

arises. For example. the type of processing indicated for

enhancing Speech degraded by additive noise is difierent from

that suggested for enhancing speech degraded by echoes.

““5 paper addresses speech enhancement in three different

' This Paper was previously published as I pie—conference lecture paper for

lCASSP 86 held in Tokyo. Japan. in April 1986.
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broad contexts which were selected for their commori

occurrence in practice and for the existence of some major

research results. Section ll considers the problem of enhanc-

ing speech which has been degraded by additive noise. Even

though this problem has received considerable attention in

recent literature and is rich with sophisticated signal process-

ing. major unsolved problems offer considerable room for

further research. Section lll considers the problem of

enhancing speech degraded by reverberation or echoes. Sys-

tems that are successful in reducing room reverberation or

telephone network echoes have been developed and discussed

in this section. Section IV considers the problem of slowing

down or speeding up the apparent rate of Speech. Potential

applications exist in which even undegraded original speech

is enhanced by such processing. For example. people with

impaired hearing or who are learning a foreign language may

prefer the slowed-down speech to the original undegraded

speech. Section V concludes this paper with an attempt to

identify some of the potential future research topics on the

Speech enhancement problem.

11. Enhancement of Speech Degraded by Additive Noise

The problem of enhancing speech degraded by additive

noise received considerable attention in the literature in the

past ten years and a variety of systems have been proposed.

Such an interest in this problem was motivated partly by the

desire to improve the robustness of vocoders such as linear

prediction vocoders which degrade quickly in performance as

noise is added and partly by the impression that reduction of

additive noise in speech appeared to be a relatively simple

problem. In this section. we discuss some of the representa—

tive speech enhancement systems which attempt to reduce

the additive noise. We first discuss the case when the degra—

dation is due to additive random noise and then the case

when the degradation is speechlike noise.

Let 5 (n ).d (n ). and y (n ) denote speech. additive noise.

and degraded speech. respectively. so that

y(n)=:(n)+d(n) (1)

where d(n) is uncorrelated with s(n ). One approach to

restore 5(n) from y(n) is to exploit the long-term charac-

teristics of .r (n) and d (n ). Specifically. the average speech

spectrum decays with frequency at approximately 6

dB/octave and assuming that the power spectrum of the

background noise is known or can be estimated such as from

the silence intervals of the degraded speech, a time—invariant

Wiener filter may be used to estimate 5 (n ) from y (n. ). The

Wiener filter is the best linear filter in the sense that no other

linear filter leads to a smaller mean square error between

5 (n ) and 3(n ). the estimate of s (n ). under the assumption

that s (n ) and d (n) are samples of stationary random
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processes. I he freq uenc p I ~
. \ es on. .‘ . .V v ’ l \e I] ((1)). of [he no” Cfluh‘dl'

P,(w)
11(10):“. (

1’, (w)+1’d (to) 2)

in ‘[ruenqujitiogegl 1,310.0) and P, (to) represent the power spec—
med With 1h igna and the additive random noise uncorre-
qune efiective signal respectively. The Wiener filter can be
Signal a d e in applications in which the spectrum of th

n the background noise do not overlap significant];
or the background ‘ ‘. . n0ise is narrow- ‘
of Sinusoidal interferences. band SUCh as m the case

Ansome ”3331;223:223;?rip§;°§.e““‘"§°’“3m is ‘° °"‘”°"
was proposed by Drucker [l] Baspeec I “9 SUCh system[es . sed on some
inlziiiglgsictkeli concluded that one primary causreerfcsrtrliilel
naise is the Zonqss .in speech degraded by wide-band random
which is par” :smn among the fricative and plosive sounds
the plosive so‘y‘dgm go the loss of pauses immediately before
sounds. the /s/ . y high-‘pass filtering one of the fricative
ploswe sounds Is)ound. and inserting short pauses before the
intelligibilit .Thrucker claims a significant improvement in
that the 1 y.. e system considered by Drucker assu

ocations of the plosive and fricative soundsrzg
accurately known. which“on for degraded s h. may not be a reasonable assump—

Another class of speech enhancem
. . c . enl .fifuggtghghathn is principally the short-tirfiissgz‘cirzll‘gilions

gibmty and r t an phase that is important for speech int :18-
Spmh is fl quality. in this class of systems. the de ed1-

rst Windowed. the short-time spectral magilituiei:
of speech is estimated fmm the wind
and then enhanced speech is obtair‘iegeggy‘IjEdir-cim.

- transforming the estimated. ‘ short-time t '
riggigfirugéhdtge phase of the windowesgecclelgiladrxgslpteuie

i erent methods to esti c I
S . mate th - ‘
spectit'lalhari\1,ag:;teude of speech from the windoweedSlgefl tdme
capeec11y In e it developed both theoretically and h gra ed

. one method referred to as I'power spectruieiimsi:su
traction". the short-time ‘lsw(u)|2is estimated by spectral magnitude of speech

lg} ll2= ‘ 2—_ (u I)“ (an El lDwiwllzlfor ll'wiai)lz>EllD (oil’iw

0 otherwise (3)

In equation (3) IS ( 2. ,. w)l is an '”I. estimate of 2
“lacing! hand.lD...(w)l are the Fourier transf |S.,.(!»)|..

t e Windowed noisy speech and the winggm magni-
t] e noise. espec . y

‘
V I llVe] . and E I '1) (w)' denoles the averw l

89 Din. (w) I . A Speech ellhallcefllellt system based 0
a I

n ageneralization of equation (3) is show '. n ,in F‘fig:;ezeilfothi¢:l result after subtraction of [51.581225151 in thefigure equgk ;s set to zero. When the constant "a" ils less"um sum . .. the system corresponds to the pow n theevaluated gactligii method. The system in Figure"! SpeC~When the yi dusing nonsense sentences as test mat wasa =2. 1. 1,2 le/g;a $1.10!! is wide—band random noise erfmligibimy is,n0t .. e results of the test show that the int (ifimeui ibim improved at the S/N ratios at wh‘ h e ‘, belwegn 20 y sdco7res of unprocessed nonsense sentences»c thea =1 or 1/2 :2 d0 percent. T-lowever. processed speechrm"8efly. at relax/“1n distinctly less noisy" and of 'hi her WithWith “=1 1 e y high S/N ratios. The system 'gF’ qual—
was also evaluated [3] m igure I. . when h ' '

age to :elicopter n0ise. The results based :egrgoauon is
yme est indicate that at the S/N ratio at whilch Irgnostice intel-ligibility score of unprocessed speech material is abo 8ut 4
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Figure l. Generalization of Power Spectrum Subtr
tion Method for Speech Enhancement ac-

percent. the system does no '_ _ t improve intelli 'b"
iiir’irperosves tqulality. .Other methods of estimating1 tlililetys'ho‘i-uE
evaluap: :aginrgizgrSiSEde of speech have not been carefullly

. Jective test. but a ' '
performance to that of the system in FiglE-eeall to have Similar

Athe ob:::3:;::pr;am to speech enhancement is to exploit
periodic S ifi tnat waveforms of voiced sounds are

manifests “23f ca y. the periodicity of a time waveform

the fundament lmflhe frequency domain as harmonics with

the time wavefa requency Corresponding to the period 0f
shown a se menqrn} as shown in Figure 2. in Figure 2(a) is
2(b) is shoEm th 0 a periodic time waveform. and in Figure
dent in Figure 2(ebiissomated magnitude spectrum. As is evi-

trated in bands f f the energy of a periodic signal is concen-
in general have 0 requenCies. Since the interfering signals

the extent that energy over the entire frequency bands. to
quency is avail abclcurate information of the fundamental fre-
reduce noise wane. a comb filter as shown in Figure 2(c) can
which is based or e preservmg the signal. An adaptive filter

tially accounts Ifdretfitmgcfitnetlhintg concept and WhiCh par—a _ _ . a voiced s ech is' n]

[:frmffl'hmiztela); periodic has been developed bprazier. eot a1):
evaluated in [gsolrithrn With a small improvement was

when the d using nonsense sentences as test material
egradation is due to wide-band random noise.

Figure 2. (a) A Periodic Time Waveform

(b) Spectral Magnitude of the Waveform in (a)

(C) Frequency Response of an Ideal Comb Filter
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The pitch information used in the processing was obtained

from the noise—free speech. The results of the test show that

even with accurate pitch information. the adaptive filtering

technique tends to decrease the intelligibility at various S/N

ratios. Despite the decrease in intelligibility. speech pro-

cessed by an adaptive filter sounds "less noisy" due to the

capability of the system to increase the S/N ratio.

Another approach to speech enhancement attempts to‘

exploit the underlying'model for speech production. In this

approach. speech is typically modelled by the response of a

linear system. representing the vocal tract. driven by an

excitation function which is a periodic pulse train for voiced

sounds and wide-band random noise for unvoiced sounds. as

is illustrated in Figure 3. Since the vocal tract changes its

shape as a function of time. the digital filter in Figure 3 that

represents the vocal tract is in general time-varying. How-

ever. over a short interval of time. the digital filter may be

approximated-as a linear time—invariant system. In a speech

enhancement technique that exploits the underlying model of

speech. the parameters of the Speech model are first estimated

and then speech is generated by a synthesis system based on

the same underlying speech model or by designing a filter

with the estimated model parameters and then filtering the

noisy speech. Several different speech enhancement systems

have been developed by using this approach with the vocal

tract modelled by an all-pole or pole-zero system and with

the speech model parameters estimated by the maximum

likelihood method that accounts for the presence of noise.

The performance of these systems has not been evaluated by

a subjective test. informal listening. however. indicates that

the quality of speech is improved while the improvement in

speech intelligibility is not clear.

The speech enhancement systems discussed above are

applicable to the case when there is one degraded input.

When more than one input is available for processing.

further enhancement may be possible. For example. each of

the individual inputs may be processed separately using the

Speech enhancement systems discussed above and then

appropriately combined. In addition to processing different

inputs separately. Signal processing algorithms have been

deVeloped in which the correlation of noise in several inputs

is exploited and dramatic improvement is possible in some

limited applications. One such algorithm is the adaptive

noise cancelling algorithm discussed in [6]. Specifically. con-

sider an environment in which the primary input has the sig-

nal 3(a) and noise d(n) uncorrelated with 5(a) and the

reference input has noise r (n) uncorrelated with s (n) but

correlated in some unknown way with noise d(n ). The

adaptive noise canceller adaptively filters the reference input

'(n) to estimate d (n) and this estimate is subtracted from

the Primary input to form the signal estimate. The adaptive

noise-cancelling concept is illustrated in Figure 4. The adap- -

tive noise-cancelling filter which is typically a upped—delay
\

PITCE l’ERIOD DiGiYAL FILTE' COEFFICIENYS

r- -- ~ J...L..L-i.wi
1' AMPULSE lL-JU ~'mam
L. .. -‘ ' ‘

7."; vaaViNG _... 22.3535
, oIGIflL riLTER

Vin
_,?__ {sir-l]

IAND‘OTM‘ " AMDLiTJOE .-

NOISE
L. ...._. x111111,.JI".

Figure 3. A Speech Production Model
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line (or finite impulse response) filter adapts the filter »

coefficients by minimizing the power in E (n ). It can be

shown that minimizing the power of r (n) in fact minimizes

the mean square error between 5(n) and 3(n) and algo-

rithms [6] have been developed to estimate the filter

coefficients. The adaptive noise-cancelling algorithm has been

applied to a simulated environment in which a person spoke

into a microphone in a room where strong acoustic interfer-

ence was present. The signal at this microphone formed the

primary input. A second microphone was placed in the room

away from the speaker and close to the source of the acoustic

interference and the signal in the second microphone formed

the reference input. The S/N ratio improvement achieved in

this experiment using the adaptive noise-cancelling technique

is quite dramatic. The noise canceller has been demonstrated

[6] to reduce the output power of the interference. which

otherwise makes the speech unintelligible. by more than 20

dB, rendering the interference in the primary input barely

perceptible. Despite such a dramatic improvement in perfor-

mance and the system’s capability to adapt itself to changing

noise statistics and movements of microphones, the adaptive

noise-cancelling technique is limited in practice since the

reference input typically contains the signal 5 (n) as well as

the noise. in which case the noise canceller will attempt to

’ cancel the signal as well as the degrading noise. Various

attempts to improve the performance of adaptive noise—

cancelling techniques are currently in progress. Some

researchers attempt to develop new algorithms for adaptive

noise cancellation. Some researchers attempt to identify

environments where existing noise-cancelling techniques may »

be used with minor modification. The results of these

current research efforts are expected to be available in the

open literature in the near future.

in the above, we have discussed speech enhancement

systems applicable to the case when the degradation is due to

additive random noise. The problem of enhancing speech

degraded by speechlike noise such as in the presence of com-

peting speakers is in general considerably more difficult than

the additive noise degradation case for various reasons. The

speechlike noise has the long-time spectral characteristics

similar to those of the Speech and consequently systems such

as the Wiener filter which exploit the difierences in the

long-time spectral characteristics of speech and the back—

ground noise are not effective. in addition. the speechlike

noise varies rapidly in its characteristics as a function of

time and estimating the characteristics of the degrading noise

is quite difficult. Since speech enhancement systems which

attempt to estimate the short-time spectral magnitude of

speech of an underlying speech model generally require a

good estimate of the characteristics of the degrading noise,

they can not be used effectively to combat the speechlike

noise.
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Figure 4. An Adaptive Noise Cancelling Algorithm
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. One approach which has
snpfeclirfically the interference frte: ade‘c/gir‘igzijinlgo Scot}?!t
been 3:39;: eigpllpit the periodicity of voiced speech as: he:
is Windoweze an: Parsons [7]. in this system. voiced speech

obtained. In the :h:i§i1t_iliieised:;:: Short—time SPeCU’um is.. . rum. the r' “
imieeiinbgts itself as local spectral peaks 8521;031:315:
due to a come tmain speaker and some others of which are
in th eagle mfg speaker. Parsons developed a technique
resolution sho t o. the local spectral peaks in the high-
main speaker r :ime spectrum is distinguished between the
elated based :1? t1the competing speaker. Then speech is gen-
peaks of the ma. e spectral content that corresponds to the
tem is locatio in speaker. Since the essence of Parsons‘ sys—
from the hi hit- and selection of speech harmonics of a speaker
be approxg reslolution spectrum of degraded speech it can

implementatirtii‘iteoif aypeiihc’gdinlfrm21‘ frequency éomainada ‘ . . ‘ ion extracto
sonstgz: 33%;: eFramer. hven though the systenri 23(11)::filter by Frazier h vabigzted by a subjective test. the adaptive
nonsense semenc as n evaluated by Perlmutter [8] usin
due to a compmersga:p::sl:epiat1e;ieal when the degradation i:

With accurate pitch information. tfizszd?pii‘felcfiifegi: tee‘cfinn. . . . .nilqeuienpeefigiabsesil-lthe fintelligibility at the S/N ratios at which
i y 0 un robetween 20 and 70 percefit, cessed nonsense sentences ranges

The adaptive noise '_ -cancelling s stem
xhephthe degradation is due to a com5peting $12,113:? Xe used

g at a reference input contains only the speech 311::-. ecompeting speaker it is expec peec. . . l '
can be Significantly reduced. Cd that the competing s h

111. Enhancement of Speech Degraded by Echoes

In this section we discuss some. . of t ‘
2:22;“ Owhich attempt to enhance speeic‘lei $53223“:
Rimes}, Sli'le approach which has been applied to re yby Oppenh‘gir: SS? based on the homomorphic system nine:vea Signal comb. hafer. and Stockham [9]. In this ap ro Ihyfirst transf ined by a convolution of two compon]: tac'.
live and wormed-so that the two components becomends ISponem frog? :hlinear filter is applied to separate one: d]-denme a Si n 1 e other: Specifically. let :(n) and h?“—degraded bg a and a train of pulses. Then y (n) ' n)

y echoes. can be represented by I the Signal

y (n )=5 (n )‘h (n)
I I

where 8 represents the convolution
when y(n ) is a sum of s (n ) and its
expressed as

(4)
operation. For example.
delay. then y(n ) can be

y (n )=s (n )+ars (n —n.,)=s (n )t(8(n )+a-8(n —n 0)) (5)
where 8(n) is a unit sam. . ple sequence. 8 —
both Sides of equation (4). applying the 1y 2.
tion. and then inverse z- 0821"
expressed as

transforming
. thmic opera-

transforming. equation (4) can be

y‘(n )=s(n )+I? (n)B . . ‘ (6)
fynlSnzizry‘ 13111:"? y (n ). this approach attempts to rec:(n ).suc11 as s ic h: (n) is recovered. For a typical slow,sum as When pix) and fora rather restricted class of 1188“]1 ~ n is a minimum phase signal w' h n)equa spacmg between the two consecutive puls; a large. a goodestimate of :(n) has been demonstrated. For exampl f \-e. 0speech artificially degraded by equation (5) with «1‘05 d— . an
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no corresponding to 50 msec a *' '.. si nifica t '
has been demonstrated. Even tghoughn tleii:0212322319“

istheoretically interestin ' '. its “ ‘ ‘ '
rather restricted class ofgprobleilnpsghcablmy is limited to a
develjntligcaippia-pfchf to suppress echoes in speech has been
. .‘ y or the purpose of su ~ '
:20;n 1distance telephone communicationSI.)ruilibsirgagsgchi:es
1 1 h 0 speech degradation due to echoes in lon d' na 18
e ep one communications is given [10] by - g lSlance

y (n )=5, (n )th (rt )+s (n) (7)
where 3(n) is the speech signal to be re .‘ cov r
:;$::::slhe speech of another speaker, h (n ) reepreei'enstdsgii:
time and tponse of the echo path. which may be varying in
In this a m: :t canceller has access to sd (n) and y(ri)

mm 6;". fagpl? Sceifypii‘: "Elms???” is “ppm“:‘ . e ter ' n an
:z‘eifgicceieptt: (it)! (n ) are constantly updated by atgeriirpetiitiyfi
intervals 5 (n )or between y (n ) and 54 (n )8h '(n ) during the
then obtained :ppears to be absent. The enhanced speech is
succés‘ of th‘ y subtracting rd (n )th '(n ) from y(n ). The.

~develdped is gsslgorithm for the specific purpose it was
who cane n Vi enced by the fact that a single chip VLSl

e er that implements the algorithm has been fabri-
cated [10]. The ch'35,000 “Vices. ip measures 313 by 356 mils and contains

When 'degraded spa-:52“? is) degraded by room reverberation. the
with h (n) re y n . can again be expressed by equation (4)

. tunately hompresenting the room impulse response. Unfor-

applied £0 th' morphic Processing discussed above cannot be
h(n) does n: pgplblem. smce the room impulse response
homomorphic orig to.the restricted class for which

different a r PTCe-‘Awng' is applicable. Among various
approach “13:13? es consrdered to solve this problem. one

notion that the al‘l’ear's to be quite successful exlpoits the

characteristics zoom Impulse response h (n) has different
tions and W en the Signal is picked up at different loca-

requires Signals from two microphones. More
specifically. let h ‘denoted by t e Signal at the second microphone be

z(n )=s (n )tg (n) (8)
B re 'y presenting h (n) and g (n) in terms of earlier arrivals
h (n) and g (n) an I‘ V I1 andf d I . (ll ) ( I), a‘e arr] als hl( ) g] ' y

y (n )=.r (n )8h, (n )+s (n )*h, (n) (9)
z (n )=: (n )tg, (n )+: (n fig, (71) (10)

B ex 10' ' ‘ 'y p iting the empirical observation that there is a strong
correlat’
correlatiiiiiI 23:69:: :((n )5?” (n) and 5 ('1 )‘ge (n ). but little

“Him that reduces :(nn h,(n) and 3 (n )'81(" )- an 8180'

' )‘h (n) and ( )a -
biness n a ' 3 n g,(n ). but com

has beef: (fez/1;]? )dalfiili (n )‘g' (n ) in an appropriate manner

has been evaluapteed b ' The Performance of this algorithm

hearing and hea . y.Bl°°,m [12] for people with normal

classroom envimnrmg lmpa'rmem in a very reverberanl

cate that intelli brief“.- Preliminary results of the test indi—

to the Processedgl ‘ 11y Is not improved. Empirical listening

Speech clearly demonstrates. however. that
"l? echoes due to l V ()1) ha 6 bee.i i Cv aSSI'OOm re erberau V

W. Time Scale Modification of Speech

In the ‘ ‘that accountprefiéious two sections. we discussed algorithms
r a spec1fic type of speech degradation-

Se 14.5.4

namely additive noise and reverberation. In the present sec-

tion we discuss a specific class of signal processing algorithms

. that can potentially enhance speech in various contexts by

changing the time scale of speech. slowing down or speeding

up its apparent rate. Examples in which speech is enhanced

by changing its time Scale include slowing it down to learn a

foreign language or to communicate with a person who has a

hearing impairment. and speeding it up to read written

material to the blind. Even though the original speech is not

degraded in these examples. speech is enhanced. in the sense

that the listener would prefer the processed speech. by

changing its time scale.

Probably the simplest method of changing the time

scale of speech is to record speech at one speed and then play

it back at a different speed. Since this has the efiect of scal-

ing all the frequencies. the method is useful in practice only

for a very small change in the time scale of speech. When

this method is used to produce only a 10% time-scale change.

the pitch change is easily perceived and speaker identification

can be impaired. A time-scale change greater than 35%

results in rapid deterioration of Speech intelligibility.

Another simple approach is to cut speech tapes into seg—

ments. repeat or discard the segments periodically. and then

rejoin the segments later. It has been reported that such

methods preserve [13] both intelligibility of speech at a

time-scale change of 100% or more. Retention of such high

speech intelligibility is due primarily to the fact that Speech

has a high degree of redundancy. and the retained speech seg-

ments preserve the short—time speech spectrum to a certain

extent. An ingeneous electromechanical method to periodi-

cally discard speech segments has been developed by Fair-

banks. et al [13]. and has been used in practice for some time.

As a result. the method of periodically discarding speech seg-

ments for time compression is often referred to as the 'Fair-

banks method". Using the current digital technology. the

Fairbanks method can be implemented in a very straight- .

forward manner.

Even though the Fairbanks method preserves the intel-

ligibility of speech at high rates of time-scale modification,

the quality of speech suffers noticeably. Since speech seg-

ments are periodically discarded Without any consideration

of ”‘6 Speech waveform. the resulting speech often has

discontinuities at the segment boundaries and speech is spec-

"any distorted. To reduce boundary discontinuity and

sl’ectral distortion problems. Scott and Gerber [14] developed

a .mflhod in which speech segments are discarded or repeated

Pltch'sYnchronously. In this method. pitch information is

flTSl obtained from the speech waveform and an integer

“,“mbel' of pitch periods are repeated or discarded. The

lCh'si’nchronous method noticeably improves both the

quality and the intelligibility of the processed Speech over

the Fairbanks method. Various commercial systems

CUrren'tly available are variations of the pitch—synchronous

method.

A different approach to the time-scale modification

problem is to first filter speech by a bank of bandpass filters.

modify the time scale of the output of each filter. and then

combine the resulting outputs. This approach has several

‘mPOI‘lant advantages over those discussed above. For exam-

ple. any distortions caused by processing in one band of fre-

quencies has little effect on other frequency bands. and thus

the short-time spectral components important for the intelli-

gibilily or quality of speech can be better controlled. In

addition. any periodic signal can be decomposed into a series

0f complex exponentials. and the output of each channel can

be made to contain at most one exponential by prOperly

Choosing the bandwidths and center frequencies of the bank

Of filters. Since the time-scale modification is simpler for an

Se 14.5.5

exponential with one frequency than for a general speech

waveform. this can be exploited in the approach. Malah [15]

presents a method in which the speech is decomp05ed into

complex exponentials. and then only the frequency of each

exponential is modified by the same ratio in each channel

without affecting the amplitude and time duration of the

exponential. This is accomplished by a simple time-domain

algorithm. When the modified exponentials are combined.

the resulting Speech has the same duration as the original

speech but all the frequency components have been linearly

scaled. The linear frequency scaling can be corrected by

changing the playback speed. which results in compression or

expansion of the speech time scale. This method is computa-

tionally simple and appears to have good performance.

Another approach to time scale modification of speech is

to consider the problem in the short-time Fourier transform

(STFT) domain. The STFT is a time-frequency representa-

tion of a signal. and its magnitude is often referred to as

'digital spectrogram'. Spectrograms display many features

of speech such as fundamental frequency and formant fre-

quencies as a function of time. which are known to be very

important for speech perception. In one method [16]. the

STFI' of speech is modified and speech is synthesized from

the modified transform. This method is related to the

method by Malah. since with proper interpretation. the STFT

is equivalent to the output of a bank of bandpass filters. In

this method. both the magnitude and phase of the STFT are

modified. For the application to time-scale modification of

speech. the required modification for the STFT magnitude is

very straight-forward. The required modification for the

S'l‘l-‘I‘ phase is quite involved and careful attention has to be

paid to the modification of the STl-‘T phase to achieve good

performance.
. .

To avoid the difficulty associated with the modification

of the STl-T phase. another method was developed. ln this

method [17]. only the STFT magnitude is modified and

speech is synthesized directly from the modified STl-T mag-

nitude. The modification of the ST” magnitude changes the

time scale without afiecting the local spectral characteristics

and will tend to preserve the quality and intelligibility of

speech. An example that illustrates this method is shown in

Figure 5. Figure 5(a) shows the spectrogram (STFT magni—

tude) of a speech signal. Figure 5(b) shows the modified

spectrogram obtained by compressing the time scale of the

spectrogram in Figure 5(a) by a factor of 2 without changing

the frequency scale. Figure 5(c) shows the spectrogram of

the speech signal estimated from the modified spectrogram in

Figure 5(b). This method. although considerably more

expensive computationally than others. appears to have the

best performance among existing algorithms. Simulation

results of this method demonstrate that high-quality rate-

changed speech which retains the natural quality and

speakervdependent features. with few artifacts such as

glitches. burbles. and reverberation. can be generated for

compression ratios as high as 2.511 and expansion ratios as

high as 4:1. In addition. the method is robust to speech

degradation by additive noise in the sense that the noise in

processed speech is not perceived to increase in intensity and

the noise characteristics are not perceived as different. The

method has also been applied successfully to time-scale

modification of the singing voice and music signals.

In addition to potential applications to the speech

enhancement problem. time—scale modification of speech has

a number of other applications. For example. many speech

recognition systems require normalization of speech sound

duration without affecting the short—time spectral charac-

teristics of speech. Other examples include speech duration

change for broadcasting and movies. The algorithm dis-
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Figure 5. (a) Spectrogram (STFI‘ Magnitude) of 'Line up at
the screen door.'I

(b) Modified Spectrogram for Time-Scale
compression by a factor of 2

(c) Spectrogram of speech estimated from
the Modified Spectrogram in (b)

cussed in this section are also applicable to these and other
examples.

V. Areas for Future Research

In the above three sections. we have discussed some
representative speech enhancement algorithms. Even though
these discussions are not exhaustive. they illustrate the gen-
eral approaches that have been considered and indicate some
directions for future research. In this section. we discuss a
few topics for future research related to the speech
enhancement problem.

The objective of speech enhancement is generally an
improvement in some aspects of human perception such as
improvement in speech intelligibility or quality. Since the
human perceptual domain is not well understood. a careful
system evaluation requires a subjective test. which can be
tedious and time consuming. This is one of the reasons why
many speech enhancement systems have not been carefully
evaluated. Further understanding of the human perceptual

domain and development of simple procedures to evaluate
the performance of a speech processing system will be useful
not only for speech enhancement. but for speech processing
in general.

\‘arious speech enhancement systems discussed in Sec-
tions II and Ill appear to improve speech quality. but not
speech intelligibility. lntelligibility improvement when the
degradation is due to wide—band random noise or speech-like
noise. in my opinion. requires a fresh new approach to the
speech enhancement problem. One such approach is to
exploit more information about speech. Even though some
algorithms such as power spectrum subtraction method and
comb filtering attempt to exploit some characteristics of
speech. there is considerably more knowledge about speech
signals that may potentially be incorporated in speech
enhancement systems. Cooperation of researchers with sig-
nal processing background and researchers with speech back-
ground would be important l'or such an efiort.

In the area of time scale modification of speech. the per-
formance of existing algorithms may be further improved by
exploiting the notion that when a human speaks at a slower
rate. not all segments of speech are articulated uniformly
more slowly. For example. unvoiced sounds. which are short
in duration in human articulation. appear to be affected less
than voiced sounds. which are relatively long. Even though
existing algorithms are capable of changing the time scale of
speech at different rates for different speech segments. the
question of what rates should be applied to each speech seg-
ment to achieve a certain overall rate of time scale
modification is not well understood.

In this paper. we have attempted to provide an over-
view of the variety of techniques that have been pI'OpOSEd
for speech enhancement. A more detailed and complete
treatment of signal processing algorithms for speech enhance-
ment can be found in [18. 19].
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ABSTRACT

12:18 proposed that one of the units of speech
ghigepggggstz antingariant auditory word pattern

_ . no 0 t e whole 5 t '
limited number of ' PeC rum bUt Of 8' _ acoustic cues that are audi-
ggiiifitsgttent, together with those that are less

carry contrastive function 'in the
izgguage. Speech processing takes place by pat

cognition and pattern mat h' '-
two levels of represen ' C lug. For thlS_ tation are postul d
phonetic level, LRl and 1 ‘ ate ' alevel, LR2 Cues , a ex1cal-phonological

. . . . are abstracted from th '
Signal and are synthesiz ' e acouSCIC- ed into patternS' th
2;: Ehecked against patterns at LRl. If theyese
Lkzcaadtgsgeazefthen matched with patterns at

n i 1cation of the w d ' '
The organization or 18 achieved.of patterns in a '
shown for a sample of ‘ network 1sa child's phonolo i- cal
sy::em, and how recognition of some words takes
p e is illustrated. An example of a mispercep-
tion is also given to show how conf 'uSi
between words of same patterns. ons occur

It is known that the 're is much redundanc '
:zgwihzt speech processing is very rapid? égnfgifCh
share: isosfezgz lazguage, knowledge of the topic,

‘ , e c., are acknowled ed '
major role in the inter g to play a. . pretation of s eech
igeech process1ng is so rapid, it is glear'tna?se
mezpretation of the acoustic signal segment b 1“-

is not possible. Furthermore, no one-to—aeg-
acoustic correlates have been found for phoneme se8—

::giziagd by word processing is still too slow to
is possible :Eeed with which speech is processed. It
is SiMil e. at the auditory processing of speech
int er in nature to visual processing in th

erpretation of written texts by readin It i
zgczgzgzid that in reading attention is ngf give:
and that :tter of each word, nor even to each word
gression bcinning takes place-not in a serial pro:
they abstru twith the eyes moving back and forth as
the text tac :he most essential information from
visual Shao ma e sense of the message. Words have
one ha Sipe: which aid recognition. It seems that
that CZ" b21 ar y look for auditory shapes of words
acoustic si reiognized in auditory scanning of the
Shapes of sgn: . There may similarly be auditory
the whole :n :nces where attention is not given to
are made a: t.e acoustic signal but abstractions
"hiCh will paints {stressed high information wo d

. give max1mum information for th ' ‘r S)
expenditure of time and energy. It is propSSZdnffiuta
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:Echsngfzoiz :fizdapgttirns that are abstractedat
us 1 ‘

:ugitory patterns are invafiztal and that SUCh

cgmpggzd ggtzfiggiogiiyessintially acoustic skeletom
. sa.1ent cues and such 1

salient cues as have contrastiv f ' ' . ess
language. Thus the pattern wille unction 1n the
the spectrum of the word not thconSISt Of part Of
The cues will involve mainl e whole spectrum.' ' y features such as in-
figfég.giégéepeaifiiezgiyingicate the number of syl-
of . 0 some peaks and lesser

willtzziz :gii Zgiiaiigzng and we:k stress; durauon

mental frequency will indizgfzrthean‘OChers' funda-. . . ’ pitch attern’
igzfifiezgrzgnt will indicate the various dggrees df

open or thevowel' 1.e. whether more close, more
for differentsaTe-as in adjacent syllables; cues
tiate them f c asses of consonants will differen-

nasal a nasrlmfeaCh other, e.g. a fricative from a
in differenta rom a plosive, etc., etc. Such cues
patterns Th sequences comprise the different word
actual inte e cues are relative, i.e. it is not the

ations etcn81thes' actual frequencies, actual dur—
ships between hat are releVant, but the relation-
terns are th tfe cues, which are fixed. The pat-

regardless :re ore invariant and remain the same
pressed as0i viriables such as if speech is com-
very 818” t n ‘ast tempo, or whether spoken at a
pitch or a :3p0,'whether spoken on a man's low

nounced in thman s “18h pitch, and whether pro—
dialect. Worde standard dialect or some provincial
language ma : 1n the phonological system of a
auditory aft e described in terms of invariant
longing t: a erns. There may be several words be-

instance the 53:31? pattern or only one or two. For

clan, may be c1 3. train, plane, prim. cream. tram

tern, plosiv :ssed as belonging to the same pat-

nasal, VN ET; t: fricative release + vowel +
or central -8 de ricative release may be lateral

open. Close St tf: vowel may be long or short,pot, kick dee m; with glide to close. Words like

tern, plosive 2' at, boot, belong to another pat-
forth. vowel + plosive, PVP, and so

Patte ‘ -trievzlsizlil be organized for rapid and easy re-
resentation (getwork which has two levels of rep-

and syntactic :aV1n8 a31de at present the semantic
receiving the evels) the first being phonetic for
patterns and fEEOUEtic signal and for synthesizing

is for storing ths °rin8 patterns; the second level

ing with the h e Ph0n010gical patterns for match-
p onetic Patterns, to arrive at the
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identification of words.

The adult processing system, with a vocabulary of

many thousands of words is extremely complex, so

for illustration, a sample of a child's very early,

very simple phonological system will be used to

demonstrate the proposed network and how recog—

nition takes place. The child, aged between 1:5 and

1:6. had monosyllables and disyllables involving

mostly nasals and plosives. Fig. 1 shows the net-

work of LRI and is mainly phonetic; Fig. 2 shows

LR2 which is lexical-phonological. How such levels

of representation are constructed by the child and

how processing takes place in relation to these

levels of representation is described in detail in

[1]. In the construction of LRl, patterns are syn-

thesized on the basis of auditorily salient fea—

tures of the acoustic level. A child's limited

abilities, especially in perceptual discrimination,

oblige him to pay selective attention to what is

most acoustically and auditorily salient at first.

The patterns are stored at LRl for future matching

when other words of such patterns are recognized.

Patterns of LRl are more fully specified at LR2,

and meaning is included. LRl patterns are matched

with patterns at LR2 in the process of recognition.

If there is no match for the synthesized pattern, a

new pattern is constructed and stored.

Fig. 1 shows the monosyllablic and disyllabic pat-

terns of the child's LRl and Fig. 2 shows the or—

ganization of one monosyllabic pattern, the PV pat—

tern, in LR2. The way recognition takes place is by

following pathways along which choices are made

which constrain the possibilities and lead to the

identification of the particular word. The pathways

for the words are shown by different markings (see

key on figures). It will be seen that the PV pat—

tern words follow the same path up to the point

Where they divide according to the degree of vowel

Openness, marked by a for low vowel, a for mid and

1 for high vowel. The next choice is at the three—

Way contrast carried by place of articulation, viz.

labial p, apical t, and dorsal k. The last choice

is of contrasts carried by frontness y, backness w,

and neutrality as to frontness and backness, a, and

the pattern is then identified as the particular

word.
In the case of a child, the early forms are based

mainly on the auditorily salient features of words

which are fleshed out within his current capa-

bilities and in a way that fits his current net-

work. As he becomes able to give more attention to

less salient features, his forms of words and pat-

terns change and his network is therefore constant”

being re-structured. For instance when [bau] 'boat'

acQuires a final plosive, it moves from the PV pat-

tern to the PVP pattern, and when [guz] 'goose' ac-

quires a final fricative, [gu:6] and [gu:¢], a new

Pattern has to be created and incorporated into the

“etWOIk. viz. PVF (plosive + vowel + fricative) to

which will belong newly acquired words like [bif]

beef' and [gauf] 'cow' and 'calf'. Eventually the

child acquires the complex network of the adult.

This concept of invariant auditory pattern can thus

Offer an explanation of how the acquisition of pho-

nology takes place.

Further evidence in support of the invariant audi—

tory word pattern can be found in studies of mis-

perceptions (see [I]; also for references for sup—

Se 15.1.2

port from other disciplines). Examples show how

much the listener contributes to the interpretation

from what he thinks the intended message is, making

use of the minimum of acoustic cues of the pattern

and the maximum use of any other available infor—

mation. A brief illustration is given of the way

the interpretation of an utterance is made in terms

of pattern recognition, together with use of con-

text, shared knowledge, and other factors. It will

be shown how non—linguistic information influences

the interpretation of a pattern which results in

the identification of the wrong word.

Context: Saturday morning. A and B are in the bath-

room and the bath is being filled with water, so

there is a loud noise of rushing water which has a

masking effect. A and 3 had just been talking about

changing the positions of their parked cars to en—

able A to take C to the station to get the 8.48

train. The following conversation then takes place.

B: We must get the 8.45 cream today.

A: Today? Why today?

B: Why not?

A: Why on a Saturday?

B (Realizing that A has got the message wrong):

I said 'We must get the F.45 cream today.’

A: Oh, I thought you said 'We must get the 3.45

train today.‘

A was still geared to the semantic field of trains

and train times and did not realize the change of

topic, and as B and her husband often came for

weekends, arriving on Friday night and usually

leaving on Sunday, A misinterpreted the pattern

common to 'cream' and 'train', viz. losive with

fricative release + vowel + nasal, VN, as 'traink

She also interpreted ‘E' [i:] as 'three' [6{i:].

Voiceless non—salient [6;] would easily be masked

by noise and a listener would therefore be ready to

'restore' it where needed, as here, where '[i:]

forty—five' could only mean '3.45' in terms of

train times. A having recognized the pattern FFVN,

it is possible that detailed pattern matching would

be skipped as the context so clearly predicted

'train'. In fact, B was referring back to the pre-

vious day's conversation (shared knowledge) about a

cream called E.45 which she had recommended to A.

This example shows how the processing of the in-

variant auditory word pattern in combination with

the use of non—acoustic information can speed up

the rate of speech processing. Because of adults'

huge vocabularies and complex phonetic, phonologi—

cal, semantic and syntactic systems, and their

fast rate of speaking, adults need to use the maxi—

mum possible short cuts in processing. The concept

of invariant auditory word pattern makes it poss—

ible to explain how short cuts in processing can be

made and why speech processing can be as rapid as

it is.
Intonation patterns have long been described as a

limited number of invariant tunes and the problem

of normalization across variables as a man's use

and a child's use of the tunes does not arise.

Similarly, the proposed auditory word pattern is

also invariant and the problem of normalization

across variables such as age, sex, speech rate, and

dialect need no longer arise.
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- ' Phonology: The Theory

N. Waterson, <‘PrgzoiécLanguage Acquisition and

)), Grevatt & Grevatt, 1987.and Its Applicéti
Speech Proce551ng
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INTONATORISCHE MERKHALE IN DER PERZEPTION DER WORTGRENZEN IM SATZ

ZDBHA PALKOVA

Lehrstuhl ffir Linguistik und Phonetik,
Philosophische Fakultat der Karlsuniversitat

116 38 Prag, Tschechoslowakei

ZUSAI-‘IMENFASSUH G

Der 'l‘onhohenverlauf gehSrt im Tsche—
chischen zu den relevanten Ivierkmalen,
die die Wahrnehmung der Wortgrenzen be—
dingen. Dabei charakterisiert er das
Wort als Ganzes, und nicht nur die sage—
nannte betonte Silbe. Diese Feststellung
kann experimentell best'atigt werden.

EI IJLEITUNG

1.1 Unter den prosodischen Merkmalen
in der linguistischen Beschreibung des
gesprochenen Tschechisch ist der Hortak—
zent besonders duroh seine Gebundenheit
an die erste Wortsilbe wichtig; in bezug
auf die Wortgrenzen wird seine delimita-
tive Funktion angenommen. Es fehlt je—
doch eine zuverlassige Erklarung seiner
phonetisch-akustischen I-ierkmale, d.h.
der Beziehung zwischen Sprachsignal und
Perzeptionsergebnis. Zweifellos ist der
Wortakzent 1m Tschechischen eine kom—
plexe Erscheinung /3/. Der Eini‘lu3 so—
wohl der H311e, als auch der Starke und
Dauer des Tones auf die Perzeption des
Hortakzents wurde experimentell best-a..-
tist /1/.

1.2 Andere Experimente haben Jedoch
auch gezeigt, da3 die I‘Iahrnehmung einer
Silbe als akzenttragend nicht direkt mit
ihren Lautqualitaten erklarbar ist, auch
nicht, wenn man sie in Relation zu den
beiden benaehbarten Silben setzt. We-
sentlichen Einflu3 haben offensichtlich
der breitere Kontext und strukturelle
Eigenschaften wie z.B. die Lange des
Wortes /2/. In diesem Zusammenhang wurde
die Iiypothese aufgestellt, (126 die

Klanggestalt der elementaren rhythmi
schen Einheiten auf der Wortebene (Tak-
te) in gewissem La3e standardisiert ist,
d.h. da3 einige Schallstrukturen vom
Harer mehr im Sinne einer Einheit wahr-
genommen werden als andere Schallstruk-
turen.

1.3 Die angeffihrten Erkentniase
haben wir auf der Grundlage von Material
aus der natfirlichen Sprachen gewonnen,
wobei der Eini‘lu3 der syntaktischen und
semantischen Komponenten beseitigt wur-
de. Bei diesem Material sind alle Ton-
qualitaten veranderlich und der Versuch,
eine lingere Silbenkette eingehender zu
analysieren, fiihrt daher zu einer gr03€n
Anzahl von zu unterscheidenden Typen mit
jeweils geringer Anzahl der zugehorigen

Falle. Deshalb untersuchen wir derzeit
die einzelnen Schalleigenschaften 69'
trennt unter Verwendung von synthetisch

erzeugtem Material.

Das Material fiir die im i'olgenden an-
gefiihrten Tests wurde in Zusammenarbeit
mit Dr. Ing. I-j. Ptaéek aus dem F01“
schungsinstitut fiir Kommunikationstech-
nik im Prag erstellt. Die verwendete
Apparatur war der von ihm konstruierte
Synthesator HOP-2.

ME THO DE

Wir gehen in diesem Beitrag von den
Ergebnissen unseres Experiments zum Ton-
hohenverlauf aus.
2.1 Grundlage dieses Experiments War
eine Serie von Hortests, in denen tsche'
chische Muttersprachler (Philologiestu’
denten der Philosophischen Fakult'at der
Karlsuniversitat Frag, Alter 18—21 Jah‘
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re) Silbenketten in die elementaren rhy—

thmischen Einheiten auf hort|ebene (lak—

te) zerlegen sollten. Der lonhohenvei-

lauf in diesen Silbenketten wurde a s

Variable in fiinf aufeinanderfolgenden

Vierteltonstufen realisiert, was die

grSBte magliche Veranderung eines ganzen

Tons darstellt. Dabei verwendeten w1r

zwei Arten von Material.

2.2 In der ersten Etappe (Serie 1A)

dienten als Material Silbenketten, die

durch fiinfmaliges Wiederholen aer '5?“-

t}:etisch erzeugten Silbe SJ sebilaet

wurden und in ihrer Lange .lfurze tsche—

chische satze oder selbstandige Satz-

teile (also in Bezug auf die Satzintona-

tion selbstandige Tongruppen) darstellen

komIlJirc:Serie A beinhaltete 80 verschie—

dene Intonationsvarianten dieser Silben—

ketten. Dabei waren alle Typen der Keg:

anderung von F0, die bei“ einer fnnd

gliedrigen Silbenkette moglich Sln ,

vertreten (unter der Voraussetzung, da3

zwei benachbarte Silben nie dieselbe

Tonho'he aufweisen). Dabei wurden die

H'drer in 1hrer Entscheidung durch" die

Eegebenen Instruktionen eingeschranxt.

Sie- sollten sich fiir eine von drei I-Io-

Elichkeiten entscheidenzu die Gliederung

der Silbenkette im Verhaltnis-Qfl (also

nach dem Rhythmusschema xx xxx) oder im

Verbaltnis 3:2 (also nach dem Rhythmus—

schema xxx xx) oder aber in keine der

beide anten.

Dire1 2:13“ A dauerte 19 Ii'inuten und

Wrde in zwei Gruppen v0.1a insgesamt 31

Versuchspersonen durchgefuhr/t.

2'3 In der zweiten Etappe (Serie B)

dienten als Material kurzeitschechische

satze oder selbstandige Satzteile (Ton—

gI‘uPPen) in denen die Bestimmung einer
t. -

Wortgrenze bedeutulflsS‘mterscheldem1 is

Z.B. "véera to/ pili/ neradi'.‘ - wag;

11°11 fibersetzt: gestvern haben sie

nicht gern getrunken; .. .. —

"véera Itopili/ neradi" - 1‘1:t

lich fibersetzt: gestern haben sie n c

gern geheizt. .. .

Im Tschechischen verkorpert dieses
den

Beispiel den Unter'schi'ed zwischen _

Rhythmusst'rukturen xxx xx i‘md xx xxx-

Ffir die Serie B wurden 13 solcher..

satze mit einer Lange von 2 bis 5 Takten

zusammengestellt. Aufgabe der Horer war

es, sich in jedem einzelnen Fall fur

eine der beiden moglichen Bedeutungen zu

iden.
.

ent;::eSerie setzte sich ans drei vonei—

nander unabhangigen Tests mit einer je—

weiligen Lange von 18 Minuten zusammen;

In einem Test war jeder Satz imner in

verschiedenen Varianten des Tonhohenver-

laufs enthalten. Fir einen einzelnen

Satz wurden also 12 verschiedene Modifi-

kationen von F0 zur Anwendung gebracht,

wobei fir satze mit gleicherma3en vari-

iertmm Rhythmusschema dieselben Varian—

ten des Tonhohenverlaufs verwendet wurg

den. Insgesamt kamen in der Serie B 3

verschiedene Varianten des Fo—Verlaufs

zur Anwendung. Ihre Auswahl erfolgte auf

der Grundlage der Ergebnisse der Tests

e A.

ansJ:::: Test der Serie B wurde von 30

Versuchspersonen absolviert. »Von ihnen

absolvierten 15 Personen alle 3 Tests.

ERGE BNISSE

3.1 Die einzelnen Beispiele sowohl

der Serie A\'als auch der Serie B wurden

in verschiedener Weise bewertet." Der

Vergleich der unterschiedlichen Horgr:

gruppen innerhalb jeder der beiden :-

rien wei'st Eeine statistisch sehr sign

fikante Ubereinstinmungxrvauf (Wilcoxorg,

0,01). -‘In beiden Falleniwar die Aufga e

also fiir die Versuchspersonen losbar.

Die maximale Ubereinstimmung bei der

Bewertung eines einzelnen Beispiels be;

trug in der 'Serie A 83%, in der Sari:er

93%. In den Tests auf der Grundlage [+7

natiirlichen Sprache hatte sie bei 9 0

geliienlaeiden Serien zeigte sich eine

Neigung der Borer, einem der Typen (1:1:

Vorzu‘g zu geben. In der Gesamtbetra:

tung der Serie A registrierenvwiz; e'ne

Bevorzugung der Rhythmusstruktur xx xxx

gegeniiher der Struktur xxx xx um ‘91:“

Demgegeniib'er vaurde in der Serie B e

'Struktur xxx xx bevorzugt und zwar um

fast 207:. Bei Serie B mu3 man allerdings

auch den Einflu3‘ der Syntax und der Se—

mantik beachten. Auch individualle Ein-

fliisse konnen nicht ausgeschlossen wer-
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den.

3.2 Die Brgebnisse der Serie A besta—

tigcn, da3 die Bestimmung der Hortgrenze
durch den Horer nicht auf Grand der Ton—
hohe der ersten Silbe der bei dieser
Bestimmung entstandenen Norter erklart
werden kann. Es zeigt sich diesbezfiglich
eine gewisse Tendenz, wonach die erste
Silbe des entstandenen hortes um einen
Viertelton hoher liegt, als die voraus-
gegangene Silbe. Das allein ist jedoch
fur die Zerlegung der Silbenkette in
worter nicht ausreichend (nur in 28% der
theoretisch moglichen Falle sctzte sich
diese Tendenz tatsachlich durch).

In der Serie A war bei 23% der Bei-
spiele eine Ubereinstimmung von mehr als
65% der Horerurteile zu verzeichnen. Bei
der Analyse dieser Beispiele wurden ei—
nige Tendenzen des Tonhohenverlaufs
festgestellt, die die Entscheidung, ob
sich an der gegebenen Stelle eine Wort-
grenze befindet, positiv bzw. negativ
beeinflussen. Dabei konnen Falle auftre—
ten, in denen die negativ wirkenden Ten—
denzen stérker als die positiv wirkenden
sind. Uichtig ist offensichtlich, da3
die beiden benachbarten worter bezfiglich
ihres Tonhoherverlaufs akzeptierbar sein
sollten. So war z.B. innerhalb eines
dreisilbigen Wortes (zwischen der 2. und
3. Silbe) eine Veranderung von F° um
einen halben Ton fur die Borer annehm—
bar, zwischen zwei wortern war eine sol—
che Veranderung dagegen kaum annehmbar
(vgl. /4/).

3.3 Auf der Grundlage der in Serie A
gewonnen Erkentnisse wurden die Varian-
ten des Tonhohenverlaufs fur die Serie B
ausgewahlt. Die Auswahl war von dem Ver—
sucR‘ motiviert, bei jedem Satz beide
Varianten der Gliederung und damit der
Bedeutung zu erhalten.

In der Serie B wurde sogar bei 70%
der‘ Beispiele 'eine Ubereinstimmug von
mehr als 67% der Horer erzielt, bei 41%
der Beispiele betrug die Ubereinstimmung
fiber 73%.

Die von uns theoretisch erwartcte
Gliederuns der Sitze wurde bei der Ge—
samtauswertung der in Serie B beobach-
teten Ergebnisse eindeutic 'bestatigt
(X2, 0,01). Auch bei der selbstandigen

Bewertung der Sitze im Einzelnen traf
unsere Vorhersage fiberwiegend zu, nur
bei 3 Sitzen war die Differenzierung
zwischen den beiden moglichen Gliede-
rungsvarianten statistisch nicht flifld-
Iikant.

Die hirkun; der verwendcten Varianten
des Tonhohenverlaufs unterschied sich
etwas von den Ergebnissen der Serie L
80 hatuen von 12 Varianten, an Handde-
rer die in'7 satzep enthalteten Ste
turen xxx xx und xx xxx unterschieden
werden sollten, neun die erwartete und
eine entgegengesetzte Wirkung (X2,
0,05). Zwei Varianten fuhrten zu einem
indifferenten Ergebnis.

Die Ergebnisse bestatigen die Rele-
vanz der Wortlange und zeigen weiterhin,
da3 auch die unterschiedliche Stelhmg
des Wortcs in der fibergeordneten Intona-
tionseinheit beachtet werden mu3. Sc ist
in unserem Eaterial z.B. einc Zerlegung
in zwei aufeinanderfolgende dreisilbige
{Srter leicht zu erreichen. Dagegen wird
eine Unterseheidung der Strukturen
xx xxx und xxx xx nur schwer erreicht,
wenn noch ein einsilbiger Takt folgt.

SCHLUSSFOLGBRUNGEN

Aus den Ergebnissen unserer Unter-
suchungen kann man schlieBen:

Der Tonhohenverlauf innerhalb einer
Silbenkette stellt einen relevanten Fak-
tor fur die Zerlegung dieser Kctte in
elementarc rhythmische Einheiten auf
Wortebene dar.

Der Tonhohenverlauf des ganzen Taktes
hat in unserem laterial eine gr53ere
Bedeutung, als die melodisohe Charakte-
ristik einzelner akzenttragender Silben-
Es gibt Varianten des TonhShenverlaufS:
die die Wahrnehmung einer Silbenkette
als einheitliches Ganzes unterstfitzen,
und andere, die eine solche Bewertuns
erschweren. Dabei kommt es auch darauf

an, da3 die beiden benachbarten Takte
bezfiglich ihres Tonhohenverlaufs fur die

.Harer akzeptierbar sind.
In unserer weiteren Arbeit wollen wir

nun versuchen, auf der Grundlage der
erzielten Ergebnisse Formeln anzugeben’
die fur die automatische Synthese des
Tonhohenverlaufs in tschechischen satzen
verwendet werden konnten.
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ARTIKULATORISCHE RORRELATE DES FESTEh UND LOSEN ANSCHLUfiES IM DEUTSCHEN
(ANHAND DES RfiNTGENFILMS)

LARISSA PROKOPOWA

Schewtschenko-Universitfit Kiew
Lehrstuhl ffirDeupsche Philologie

Das Referat behandelt die artikulatori- o: a, eze in der Umgebung der VerschluB-
schen Korrelate der Sprechbewegungen der und Engekonsonanten untersucht, also KvmZunge anhand des Rantgenfilms bei der Deu— wobei der letzte Konsonant zu verschie-
tune solcher Erscheinungen wie der fefite denen Silben angehvren kdnnte: KVK,KV:-K,
und lose AnschluB der Konsonanten im K‘J:K. Das bedeutet, daB alle drei Silben-
Deutschen. typen vertreten waren: offene, geschlossr

ne und die sogenannte quasi geschlossene
Silbe. Insgesamt wurden 6000 Bilder ge-Da der sogenannte feste und lose AnschluB messen.

der Konsonanten im Deutschen als Element
der intersilbischen Struktur des starken
und schwachen Silbenschnittes betrachtet
wird. ist es notwendig, die Deutung der
artikulatorischen Korrelate von dem

Standpunkt der allgemeinen Silben-
struktur ans zu verwirklichen und zwar in
Termini der Sprechbewegungen der Zunge.
In die vorliegende Untersuchung geht die
Annahme ein, daB die Spezifik des konsonan—
tischen An- und Auslautes einer Silbe
durch die Spezifik der Sprechbewegungen
bedingt wird, wobei der feste und der 10-
se AnschluB der Konsonanten sich ebenso

- Abb 1 Das radiale Abb 2 Das MeB-aus den Besonderhelten der Sprechbewegun- . ‘ ' -gen ergibt. Um Informationen fiber die KoordlnatenSVStem gerat von Barlnowa
Spezifik der SprechbeWegungen zu erlangen, Das Hauptziel der Untersuchung bestandmflBte man das Energierelief der Silbe in. darin, um den Moment des berganges VODallgemelnen Zflgen 'rekonstruieren. Es der lasenden Bewegung des Konsonanten amkommt bis jetzt in Frage, wie solche Be- Anfang der Silbe zu der schlieBenden Be-griffe wie Silbengipfel und Silbennaht mit_ wegung in drei Silbentypen festzustellen,zuverlaS81gen artikulatorischen Merkmalen der hypothetigch mit dem artikulatori-zu identifizieren waren.Die Untersuchung schen Silbengipfel identlfiziert wurde.ist gerade dieser Problematik gewidmet und Des radiale Koordinatensystem erwies sich
aufgrund des Rantgenfilms verwirklicht als ausreichend: jede lbsende sowie(Bfintgenanlage "GigantOS" von der Firma schlieBende Bewegung wurde in der HegelSlemens. Geschwindigkeit 50 Bilder pro Se- an zwei Koordinaten figiert- t, d, n, ts-kunde). Es wurde die Methodik der Abmes- °. _ an den Koordin ten 1 ' k - an densung gedes Blldes anhand des radialen Koordinaten 908, 123°5mit Zuénahme von 8Koordlnatensygtemsovon gem gyysiq}q;i§§hen und.° ., weicne ort nur an der KoordinateZeq§rum "b7’5 .015 s 30 , 45 , 60 . 0 , 120 fixiert wurden. Die spezifischen .120 , 150 , 180 (Abb.1) mit dem MeBgerflt Hebungen des Zungenruckens bei der Artl-von Bar1nowa.(Abb.2) das die Zungenlage kulation der Vokale wurden auch an den-in PrOZentangaben fixiert (Entfernung vom selben Koordinaten beobaghtet: u:,v ’ anZungenrucken bis zum Gaumen), wodurch ver- deg Koordinaten 90°, 120 ; 1:, I - 7.5:schiedene geometrische Konfigurationen der ‘ 15 . Fur die Kurzvokale der mittlerenMundhdhle bei verschiedenen Sprechern auf- Zungenlage 3,; waren oft die Angaben angehoben werdene' _ Grenzkoordinaten wichtig. Fur die Vokale.Als Sprechmaterlal dlenten deutsche Warter a: a war die Konsonantenumgebung entschervon Bmannlichen und 2 weiblichen native dend und zwar in der Umgebung von t, noSprechern gesprochen.. Es wurden die soge- waren die Angaben an der Koordinate 60nannten Schlusselvokale- a: a, u; v, i: I, ausschlaggebend.
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‘

- Mund-. deren T611 der _
. - ‘ Bewegungen 1m.vor - d r Vokale 18. 'schen SllbengIP-_ dle - Artlkulatlon e .

Zia gddisvzigifigiggggla: a, wo die Maxl— ¥5ht? beimdgzringerem MaBstab, wodurch
felsin e 9 ‘' ‘ 1 an-

“ nkun den Sllbenglpfe

malvtve‘xt‘t: digsogekungegdAres Merkma} dlertxtis

deu Emgtellung des vorderen Art}ku%a 3nd,

itezuerst die VergrdBerung der Her e

ruck

' Umstellung nicht so krag zgm fignen

figgmt und an der Hauptkogrdiggtgdem tre—

' ' ' tens au .

d1e megkfiziimgiesder Umstellung an den
di- inderung. Der ten_ dinaten auf. .

z :16 sii‘zifiififéer‘ifimm ginszzrsgkiizg dazu‘iimiéz-Momen er ~einUmsc 88 on an en ~ ,
des maximalwertes'Fusammfigézggkalen mit der Ums?e;1u§g Sghden peripheren Koorglna

beatatigte' Nunigrdifio 60 meek) fehlt gazegritfifiefiuéh sekundare Me§kmaégoau go
einer geringen .9 kmal. "e . . d e Koording en . 9

in der Regel gzilszfi:yggzgtgggzierung deS gigg: Egagigge?2o einhe%t1%°€1§;;'bei
Ein schwere? hlages stellt die _ tifizierung der me e D'e Ma-

artikulatorlSChen Umsg d Verbindung D1e Iden- t ahnlich wie be1 a: a: l
' nde Bewegung 1n e: ' Vo- 0: 9 15 ' die max1male

Sggligggonanten mit dem.goii?%anigfheger ximilwert21:92::figgaginerkmale agddggikal ‘ “‘3' “k’ v5 ’ SOWI ‘ % darin daB Sen ung. d' aten tragen zur . e -. .- ch besteh 9 rlpheren Koor In . d s Max1mal—eigentllche Wlderspru aniSChe Konsonant P? . g bei. Der Begrlff e . a 0.9
der Vokal und der r'wmorsBewegung produv ‘ fIZIerunlso ist gultig nur fur a llan. ,

. . ~ ' . gs- .mlt elner elnheltllChen Verminderung wertes a Vokale gelten d1e UWStezier; wirdenbingeiiigafiiiggefur die Fest- agitzngigeMerkmale des SllbenglpfelS.
der ‘er e g1

k
I 51nd . Pla-

d k 68 Me.r II
. Ergebnlsse der

5 Se ‘lln ['8
Auf der Tabelle

1 gung der Umstellungo

' torischen Silbengdp—

fullt die zierung destifiiikuigraus folgt, daB dle
mal in den Vord?rgrundn€n%m:§30 Der Aus- fels‘dargesgar nicht stabil ist_nnd in

Funktion deStP§imaZegnhgzr Hauptkoordina- £§§§2§r§2%1 mit dem zeit§ii€en tgfizie

fall der ums e um tarken Koartiku— Vokals zusammen 3 en t 'n

te ware als Ausdruck der 5 d S Vo- punktdes ' d r PlaZierung hang v0.

. . hmelzung e D‘ Vertellung e . ffenen 311-

latlon 1nfolge der Vensc nanten 1e ' .tt ab: in der 9 .

- hen Konso ‘ m S11benschn1 _ _ 1 1n der er—
kals mlt dem homorganlsc d1 noch de d Sllbenglpfe

. . are notwen g, be entsteht er .n der ge-

mllnterpretleren. E? WI tion zu unter— ' alive der Vokaldauer, 1 _ f l
zwei Arten der Koartlku a der peripheren sten n nen Silbe ist der Sllbenglp e

‘

‘ Vokals

SChelden und zwar Anpgssgig Senkung B°h1°s?e eiten Halrte des, . _

Teile und allgemefingbgebund figgznkoordina- Sggggeig 6%: Zgr quasigescgiggggne2881l

der Zunge an den a ’ die Bewegung p 'nd . . chte zuge vor . ‘

. I
I gemls t n daB dasten.Per1phere Telle kbnnen stfirken oder be 91. Bau laBt vermu e ’

.
trlscher

an den Hauptkoordlnaten ver me -

-
' Plazierung

- . rtlkula- ‘ f der Sllbe zur 1-

sdl chen. vfirf035:2te fizgfiiaigznd der Be— EEET§E§§ZiE§pfels im glnfiéang ggih2g6§:_

tion an der Cor l I I d die ‘ hlieBende ew un
-' Strlch Sln 1te' d1e sc

Wegung von u:. Mlt dem
,

Bes - - s ‘ der geschlgssenen.
Werte fur die letzte Phase des Versohlu rg§bEne:%::l$§$1grg%erer Geschw1nd1gkelt
angemerkt: 'ttel) 51 ?’ . t warden sollte. ‘ _

20¢ 40’ 40’ 33' 3%, :3 /?O aggéfigehen ) $igwggéiiggsse der Eiigggggfigfi gzieggngO O O ’ chS - - ‘ der 5° . '60/ 28: :0: 30: 30: 10 /0 zugaggg(° ?°tndl§::;§ossenen Silpelm Verglzigg
60/ 50, 50" 45’ 2" 18/0 ( ; t(ekommen) lgtdzzrgoffenen und quamfiggcgtgsgungen-u Eu m - ls Zahlenansa0/15, 19, 12s 19 /6O 2 sllbe 51nd 8 k vor dem Ver—

‘ tzten 20 mse. Hebung des 1a e 1n den 1e an spunktNiedrige Werte kgnnze1°h§?§ugiiion u: im scfiluB agrgeStgfiig’ 3:; ggnbgrwindung
Zungenruckens bel der Ar 1 dem EinfluB diente dle Ann t§ rnung eine grUBere
Wort (zu)gut(ek°mmen) “Etirts in der Ver— einer grugeieptEgereSprechbewegung beata‘ges vonangehende¥n§tt¥gfgre zungenlage Gesihwigglfieitmale der Zungenlagg i: den

indun n Zu - el ti . B ea 00
hervorifift. g . . zifische Besonder legzten 20 mafigezeggggnvdg: aber nicht
Ubrigens waren e}n1ge epe zu vermerken. einen Untersg-ldungen Eultig ist. Tateachr
heiten der KOartigiiiztzgn entwickelt sich fur a11e Ver 1n
Eine starke Koar 1 ‘ Bewegung eine

antische 1ich, wenn die Behlingggindungen a:t,

tarkeren EinfluB auf den sruBeri Eflife§?%ngat wiedergibt. 8: €nt’Auslaut ubt einen s teht im at u: ’ ’ , , t Resulta 1n

den Anlaut als umgekehnt. ZOEArien EinfluB stéht d3? entgege?§§se§: ewas bedeutet.
Wort mutig t unter e}ne$ it Mntti keine den Verblndungenrziaéiv érGBere Entfers

des g-Lautes, wflhrend.lm g‘on zu finden daB gerade elngan okal ube den w1rd.

Spuren so einertxgargiguéielKoartikulation nung nach dem 8V zwun
sind. Das bedeu e , dem Kon-
nicht von dem Vokala 50ndiinwzgg.
sonanten regressiv gerege
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Tabelle 1

Plazierung des artikulatorischen Sil—
bengipfels in drei Silbenschnitten,
Mittelwerte der Zungenlage in den let
zten 20 msek vor dem VerschluB und
Tragheitsverzdgerung

Homorganische lfisende und schliefiende
Bewegung der Konsonanten

KV:-K 52% 43,4350 20 msek
KVK 75% 48,59>O 40 msek a: a
KV:K 66% 25,30>0 60 msek

(V2t1,Tat,Schatzi...)
KV:-K 40% 26,30>0 20 msek
KVK 85% 60,60>0 20 msek u: u
KV:K 57% 29,36>O 60 msek

(mutig, Mutti, tut...)

KV:-K 30% 19,20>0 20 msek
KVK 85% 15,18>0 40 msek i: I
KV:K 57% 29,29>O 20 msek

( Viehzucht, Lied, litt...)

KV:-K 30% A 22,22>0 40 msek
KVK 78% 26,29>0 20 msek e: 6
KV:K 40% 12,16>0 40 msek

(D-Zug, Beet, Bettooo)

KV:-K -
KVK 60% 53,5690 40 msek o: a
KV:K 40% 50,48ko 60 msek

( _ ’ P01, tot, Otto...)

Heterorganische lasende und schlie—
Bende Bewegung der Konsonanten
KV:—K -
KVK 70% 20,15>0 40 msek a: a
KV:K 53% 28,29fi0 60 msek

( Tag, miBachten...)
KV:-K -
KVK 60% 12,1550 20 msek u: z.-

. KV:K 40% 10,08>0 60 msek
(Zugang, Zug, gut, Zucht...)

KV:-K -
KVK 83% 20,2010 40 msek 1: I
KV:K 60% 20,19>0 40 msek

( Pieck, Pick, antik...)

KV2—K 80% 45,48>0 20 msek J
—’ Gott’ -,o-o)

Ebenso zweideutig sind die Ergebnisse
mit dem konsonantischen Auslaut g/k.Aber
zwei Erwagungen gestatten nicht, diese
Ergebnisse ohne weiteres auBer Acht zu
lassen. Erstens, wenn diese Erscheinung
in der Kontraststellung, d.h. 1m Rahmen
einer Silbe Oder eines Wortes betrach-
tet wird, so tritt eine rel .’ schnel-
1ere Bewegung auf 1m Vergleich mit der
16senden Bewegung. Der Unterschied gilt
nicht nur fur t , sondern auch fur :
toll 0<40,46 53,56>0; 0(36,38 55,6070
Gott 0<18,18 38,43>0; O<18,0§ 25,30V0
Schatzi 0<43,46 5570; 0.31,38 35,38>0
Zugang o<1o,2o 48,4270; 0428,20 48,38‘0

Sogar ffir die quasigeschlossene Silbe 1stéhnliches Verhéltnis oft vorhanden:
Li o<18,2o o 26,29>0
to 0(37,41 0 60,60>0
Weitere Beispiele in der Kontraststellung:Bettgcke 0 16,20 und Bettdecke 0 20,22;Zuggng 0 28,20 und Zuggnke?0 20,18 zei-gen, daB die Sprechbewegungen fein ge-
schliffen sind und es ist nicht ausge-
schlossen, daB eine geringe Verzdgerung
auf die Silbennaht deutet.
Ans der Tabelle 1 ist es auch ersichtlich,daB die Tragheitsverzdgerung in Betracht
gezogen wurde. Diese Erscheinung folgt
auch aus der Ungleichméfligkeit der Sprech-bewegungen. Abgesagt davon, daB einige Ter
1e des Zungenrflckens wéhrend der Artikula-
tion stabil bleiben kdnnen, vollziehen
sich die Bewegungen sogar an den Haupt-
koordinaten nicht gleichméfiig, d.h. nicht
gleiche Entfernungen 1n gleichen Zeitab-
schnitten, sondern mit Hemmungen. Einige
Hemmungen sind entgegengerichtet, aber
lassen sich nicht an allen Koordinaten
scheinen.
Betrachten wir diese Verzbgerung bei der
Artikulation des Vokals e: im Wort D-Zug:
Hie; gerdgn die Werte von 40 msek his 100
mse er uer d s V kals ang geb n:

o8 7 53 158. 30° 458 608 9o°120°
40 msek 22 24 22 24 23 20 13 16
60 msek 26 24 23 22 22 20 19 15
80 msek 22 g; 23 25 26 28 20 22
100msek 24 24 23 23 23 29 30
Die unterstrichenen Werte bezeichnen die
allgemeine Senkung des Zungenrfickens an
bestimmter Koordinaten , nach der wieder
eine Hebung des vorderen Zungenrflckens
eintritt, die mit dem VerschluB in weites
ran 20 msek endet. Diese Tragheitsverzd-
gerung geschieht immer nur nach der Um—
stellung, also nach dem Silbengipfel, und
unterscheidet sich 1m Zusammenhang mit dem
Silbenschnitt. In der offenen Silbe ent—
steht eine Trégheitsverzbgerung gegen das
Ende der Vokaldauer, in der quasigeschlos—
senen Silbe - nach dem Mittelpunkt, in der
geschlossenen Silbe kann fiberhaupt aus.
pleiben, was oft geschieht, oder in derEndphase der Dauer. Manchmal kann man die
Spuren der Verzfigerungsogar 1m folgenden

‘ Konsonanten finden, z.B. wéhrend der Ar—
tikulation ts m w rt 8 hat 1: '

0° 7,535 158 308 45‘v3 60° 96°120°60 msek 12 o o 50 60 64 65 60
so msek 12 o o 52 62 65 68 64100msek 12 o o '56 5'9" 65 55 '55
Im Zeitabschnitt 80 msek senka d r gunggnrucken an den Koordinaten 30 45 90 12°beim vollen Verschlufl und in den nachsten
20 msek erhebt sich wieder.
Es kommt 1n Frage, ob mit dieser Verzfise'gun? iiue Silbennaht oder eine Folge der

ms e un an edeu
D1fferenz§ert§ Plagigrxégddes Silbengip‘
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-' ‘ t die bekannte Beschreibung

felSEb§:::::g, der den Effekt des festen

vonhluBes darin sah, daB der entspxechen-

mm; kal am Gipfel der Schallfulle .abge-

dehngtten worden war. Man konnte melnen,

SCB eine schnellere schlieBende Bewegnng

E: Moment der naximalen Schallfulle v1el

zu diesem Effekt beitragen kann.h icht

Die Ergebnisse gidersggiigzgtzgiennUnter-
taten er ex . _ _

Sighfigggi von O.Eseen und E.Flscher-gg:B

ensen daB der nach dem fiesten Qnsc ie

golgende Konsonant mitdggogggzg kggziluB.

erzeugt wird als nao d losen

' ‘skussion uber den festen un _

gigcgluB der Konsgngntenogcggzgtdig gzgn

de genommen der D15 ussl D utschen fihn-

deutung der Vokaldauer 1m e D r ist

' sein. Das Merkmal der aue

:%:Es:uschwach wie das Merkmal desdfiszgn

'AnschluBes, weil beide keine Sgururedurch

soluten Eigenschaften haben un n Die

dmIVergleich zum Ausdnuck kemmin.le hfingt

endgultige Bewerfiun%1%le§2§§%§§%§§t mm
m Auss rac es 2

Egg Egkalen gesonderhelten der Spgegggr

ab.Als Element des Kunzvokals finn kann

folgenden Konsonanten 2m Denfisc eilbische

der feste AnschluB Eu? aiidtfiters

E scheinun betrach e .w . .

Die Erforsghung der feln gegchléfieggge’

SprechbeWegungen verlangt elne wgeges

mug des Sprechmaterlals, aber e-

sdmn in dieeer Pilotuntersnchungmgrkmale

zeigt worden war, konnen welter; zen wer-

derSilben- und Worttrennung ge un

den.
.

DieSprechbewegungen werden nicfigngfir von

dulphysiologischen Faktonen e n Silben-

sondern auch von den spez1f1ecn§ tion un-

Prosodik geregelt. Die KoartlkuD:r beste

terliegt auch dieser Regelung. der umge-

Beweis dafur wfire ein Vokal aus S enten

kflufien Reihenfolge der klelnen kgsfl ge—

zu SYnthetisieren. Z.B. es kannder umge-

lingen. aue u: im Wort Zug belt ein u:
kehrten Reihenfolgz derrgggmen e

im Wort ut zu ro u21e . . _
Akustiacie Korrglate des fasten uggiig-

sen AnschluBes anen durcn ate iegt

SChen Perzeptionsversuche i‘es ge

Werden.
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(1) all the stressed syllables are ac-:

TWO ISSUES IN ESTONIAN PHONOLOGY - QUANTITY AND PALATALIZATION Examples:

1 l1. 4 2 5 1'" 5“”51

MATI HINT k a 1 a 1 e m i n n a k s e '0 h t u

f

canted, but if there is a difference bet—

ween the main and secondary stress, and

'to fishing one goes in the evening'

2 5 3 5 2 5

k a r j u s 'k a r j u s m e t s a s

'shepard shouted in the wood'

if both the accents and stresses are un-

' fol-

.

' in the word then it

E ' Department Of Estonian Language and Literature
predictable with .

nts should be
Tallinn Teacher Training Institute lows that the number of acce

doubled according to the number of stress

ABSTRACT The following principles are involved: stress)-
In this scheme the phonological stress degrees (main and secondary ’

“i
:1
1;

,
.n

.

There are tw0 problems in the Esto-

nian phonology, solutions of which are

typically non—unique - quantity and pa-

latalization. Both contrasting quantity

and palatalization occur in stressed

syllables and affect morphophonology.

The non-unique interpretations of quan-

tity and palatalization reflect various

phonemic qualities of these phenomena.

QUANTITY

The scheme of phonological analysis

should give a classification of syllables

with regard to their segmental and prose-

dic structure.

» In the recent years several new schemes

and descriptions of Estonian prosody have

been presented. These schemes express dif-

fering conceptions of their authors about

this complex subject. Leaving aside the
descriptive adequacy of different

schemes, it is possible to examine their
phonetic naturalness.

304

(1) the binary branching is more natural

than a tertiary one; (2) prosodic modifi-

cation of long syllables is more natural

than the modification of short syllables

therefore, it is more natural to give Beg

mental specifications of a syllable before

the prosodic analysis, not vice versa.

The following is an attempt to estflmte

some schemes of prosodic analysis of Estr

nian from these points of view.

HINT/2/

Syllables

segmentally segmentally

short long

+stress

(Q1)

-stress +stress -stress

-extra Q +extra Q

(02) (03')

Types of syllables:

(1) short stressed syllables (Q1);

(2) long stressed syllables (02);

(5) long stressed syllables with an extra

quantity (tense pronunciation. QB):

(4) short unstressed syllables;

(5) long unstressed syllables.

Se 15.4.1

and quantity are treated as two separate

prosodic phenomena, the phonemic stress

being a precondition for quantity distinc-

tion in long syllables /2/; +stress may be

either a main or a secondary stress (this

additional branching does not affect the

system of quantity contrasts).

VIITSO/A/

Syllables

’////,///”"“;
;accented:

accented _unstressed

light heavy short long

short long long long

(0") (Q2) (:25) (QM?)

syllable types:

(1) Short light-accented (Q1) syllables;

(2) long light—accented (Q2) syllables;

(3) long heavy-accented (Q5) syllables;

(4) long extra heavy accented (Q4) sy1.;

(5) short unaccented syllables;

(6) long unaccented syllables.

In this scheme stress and quantity are

incorporated into a unique prosodic comP‘

me in-
lex - accent. There appear to be so

herent difficulties in this scheme:

Se 15.4.2

(2) long syllables need for their three

different accents tertiary branching - if

. . e

the first differentiation in this schem

were between short and long syllables,

then the long syllables would clearly

need tertiary branching;

(3) Q4 has been suggested by Tiit-Rein

Viitso for several years but it has not

been proved experimentally (descriptive

hat this doubtful

s not fit into
inadequacy); it seems t

quantity (accent) degree doe

an ordinary prosodic scheme, either; with-

out Q4 the scheme would look much more

plausible.

EEK & HELP/1/

Syllables

accented unaccented

flat sharp short long

/\ long-‘03

short long

Q1 Q2

This scheme is essentially identical

with the Viitso's analysis, except the

terminology, and Q4 which Eek. and Help

have abandoned as unsubstantiated. During

been sug-
many decades this scheme has
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gested by Valter Tauli (whose terms were

light and heavy stress, cf. /5/).

The comparison of these conceptions

underlines the following pecularities of

Estonian prosodic system:

(1) there are both short and long syl-

lables with light accent (lax pronuncia-

tion); this is the main point in the

schemes by Valter Tauli, Tiit-Rein Viit-

so, and Arvo Eek & Toomas Help; in Hint's

conception these syllables are considered

to be unmarked in respect of syllabic

quantity;

(2) short syllables do not participate
in quantity contrasts; this is most dis-

tinctly revealed in Hint's scheme;

(5) it is possible to interpret the
Estonian prosody as having only one ac—

cent or extra syllabic quantity (Q3);
this is best revealed in the scheme by
Arvo Eek and Toomas Help; in Hint's con-

ception this is expressed by specially
marked +extra quantity;

(4) extra syllabic quantity is pos-
sible only in long stresSed syllables;
this is clearly pronounced in Hint'
ception.

8 con-

PALATALIZATION

Palatalization in Estonian is a phono-
logical correlation (in Trubetzkoy's ter.
minology) of limited positional occurence.
Its realization in different Estonian dia-

306

lects brings forth the different aspecm

of its phonological nature.

The palatalization in Estonian is he.

racterized by the following:

(1) the list of palatalizing consonmm

varies greately in different dialects:in

South Estonian dialects /fi m t a é Y éi/
may be palatalized; in North Estoniandis

lects palatalization occurs only in den

tal consonants; Standard Estonian palaw-

lizes /t's 1'd/; there is no palataliza-

tion in the Northern Costal dialect;

(2) the pattern of palatalization be-

fore /-i/ or /-3/ differs in various du-

lects: in the Mulgi dialect (South Esto-

nia) and in the Islands' dialect thereis

no palatalization before an overt /-i/0r

/-j/; in other dialects there is an mne-

matic palatalization before /-i/ and /d%

These differences cause great varia-

tions in the functional load of palatali-

zation in different dialects. At the same

time, the paletalization or non-palatali-

nation before /-i/ and /-j/ is an overt

reflection of various phonemicizations of

palatalization, that is, whether in a PO'

sition before /-i/ or /-J/ the phonetic

palatalization represents a palatalized

or non-palatalized phoneme.

It is easy to see the morphophonemic

c°nseQuences of one or another interpre-

tation. Compare, for example, the pattern
of palatalization in the word Eggj 'box“

Se 15.4.3

In Standard In Islands'

Estonian dialect

N m as /'kadt/ +pal /'kast/ +pa1
o O D

/kasti/ +pal /kasti/ -pal
Gen. 88-

Part sg. /'kasti/ +pal /'kasti/ -pal

Part. pl. /'kaste/ +pal /'kaste/ +pal

The palatalization in Estonian deser-

ves attention for its low functional load.

The following table illustrates the per—

centage of palatalized consonants in the

only position where distinctive palatali-

zation occurs — in the position after a

nucleus of main—stressed (first) syllable

(where both single consonants and the

first components of consonant clusters

may be palatalized: /'klaase/, /'lol’le/,

/'kaste/).

The data are based on a statistically

reliable sample of literary texts (total

0f14.563 words: Q1 — 4.249, 02 - 2.898,

Q3 - 7.416). .

In the table +pa1 max stands for maxi-

mum count of pa1atalization, that is, Pa-

latalized segments are interpreted before

/'i/ and /-j/ and elsewhere as realiza-

tions of palatalized consonants;

+pal min indicates minimum count of

Palatalization, that is. automatic pala-

talization before /-i/ and /-j/ is inter-

Preted as realization of non—palatalized

consonants;

'Pal min presents percentage of non-

palatalized counterparts of this Ph°n°1°‘

gical correlation.

Se 15.4.4

In the table only +pa1 min represents

distinctive palatalization; its rate in

Q1 and Q2 Words is practically zero.

Palatalization percentage

/t/ /S/ /n/ /1/ E

.2
Q1 +pal max 0.6 5.4 2.2 7-0 13

-pa1 min 8.0 5.# 8.8 14.5 54.7

11.6
Q2 +pal max 1.9 2.1 2.1 5.5

—pal min 11.5 6.2 15.2 16.6 47.5

6.4
Q5 +pal max 1.0 2.0 1.4 2.0

+pal min .28 .46 .14 .27 1.15

.2
-pal min 17.1 15.9 10.2 10.0 51

Both ways of counting may be of inte-

rest for the low reading of palataliza-

tion. In spite of this there is no ten-

dency to eliminate the palatalized icon-

sonants from the phonemic inventory of

Estonian. In the lexical system the pala-

talized consonants obviously have more

pronounced role (contrasts such as Eflll

'lamb' and talLl ‘stable', 5933 ‘large

shoe' and kot’t 'sack').
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THE ORGANIZATION OF A PHONETIC WORD AND SENTENCE PROSODY
IN BIBLICAL HEBREW

ALEXANDRA YU. AIKHENVALD

Institute of Oriental Studies,
Moscow, USSR

The main principles of a phonetic word
organization in Biblical Hebrew are

discussed, with rules for vowel chan-
ges as to the place of the stress
formulated. A basic analogy in the
structure of a phonetic word and that
of a sentence is postulated, for spe-
cific .accent properties alongside with
a speCial vowel change paradygm depen-dent on different positions as to
the word-stress vs sentence prosody
are characteristic for both.

1.1, There exists more or less 6
agreement about the importance gfngggi1yZing the pronounciational structureof a text and its constituents, i e -sentences, tacts, or syntagms, phone-tic words etc, see for discussion fl1/Nevertheless , the rules Operating .Within such units as phonetic words andconcerning their pronuunciational stru—cture have remained rather a terra in—cognita for an overwhelming majority dflinguistic descriptions (thus, very fewattempts,if any,have been so far madeto propose a calculus of phoneticwords possible in this or that langua-ge . The present paper is concernedwith an attempt to formulate the rulespf the organization of phonetic wordsfsee 2.1.,2.2,), to prepose the rulesor constituting bigger pronounciationalunits out of phonetic words,with theirspecific prosody, i.e. accent characte-ristics,and to discuss specific pro-sodic patterns of a sentence, with therules for distribution of phoneticwords and/or syntagms according to theirposition Within a sentence (see 5 ) allon the material of Biblical Hebrew (hen-ce EH). Discussing the organization ofa phonetic word, we'll offer a classifi-cationnof BH morphological units as totheir constructive class" (see 2 112/). To describe the structure a; 5’phonetic word and to classify specificpesitions within a sentence and/or a

phonetic word as to its prosody andthe
type of vowel changes, it appears necesmr
ry to provide a fragment of BH morpho-
nemics (or archiphonemics, see 2.2.,3 L

The main conclusions of our study
which might be of a certain interest for
future Hebrew studies as well as for stw
dies in the field of typology of sentence
prosody are presented in the last sec-

tion (see 4).
1.2. The BB material is of a great in-

terest for the analysis of sentence pro-
sody and other pronounciational charac-

teristics of the text, for the texts in
DR are not only supplied with vocaliza-

-tion marks, which is a rare thing for a
text in an ancient Semitic language, but
with accent marks as well. The BH distin-
guishes two systems of accents - poetical

ones (as in Books of Job, Psalms, Pro-
verbs) and prosaic ones (as in other

Books of the Bible) (see flor details /5A
/4/), Our study will cover the system
of prosaic accents only, basing on the

text of the Tanah in Tiberian vocaliza-
tion (early X cent, A.D,) without taking
into consideration minor problems concer-
ning specific vocalization marks (f,ex”
dages, swa medium etc) and other slight
inconsistencies within the text of the
Bible, for on the whole it appears obvio-
us that BH possesses a common system of
.rules for phonological, prosodic (See
figst above) and morphonological organiza-

on.
2.1. To study the structure of phonetic
words, it is necessary to classify the
units of the language into constructive
classes, according to their behavior as
as to accentual independence and t0 Ph°‘
901081031 processes operating on the
inter-unit boundary (a common stress be-
ing held for a main parameter to distin-
guish a separate phonetic word). In EH,

we distinguish three constructive clas-
see of units and three types of inter -
unit boundaries respectively: I. Bases,
3.6. the only units capable of constitu-

ting an independent phonetic word all
alone, which fall into accented ones
(here belong a great many lexical units:

Se 15.5.1

drbér 'word‘, ésmér 'he kept')and
Sfiggcgzntgd ones (here belong some prepa—

sitione as (a1 'upon', tahat 'underJ'et

alia, and some adverbs, as gam also );

' 051 .

Egggazgg level (the interunit boundary for

bases will be marked With #7? ). 2. :ifi——
xes, falling into declenSienal(or deeinig

tial, such as noun pl.masc. -im, fem.ao'f_

and word-formational ( as verbal stems gt )

fixes(prefixes), noun suffixes —on,—a¥ c

The affix boundary is marhed With + (tgr

lack of space welll not discuss hered te _

Opposition of prefixes, suffixes an_ tra

nsfixes in EH). 5. Clitics, falling in o

proclitics (as ha- (definite article ,pg;

'and',§e-'that,which', prepOSitions: 13-,

laJto',k aJlike',m1n ‘from'(traditiona .

1y denominated: prefixed prepositions)tanu

enclitics (here belong direct Obael't'

pronouns used with thihvgrb), the c 1 1c

‘ r is marked wi ‘. H

bouggfihytype of boundary is chareiteria—

ed by specific processes in ppera gen.

The-peculiarity of a clitical bounbary

is that another phonetic word may .e n

inserted into the phonetic word giveli-

only before it. Unlike - bases, 0

tics and affixes can not alone form ad

phonetic word, Within a phonetic gog ,

both affixes and clitics are ascri e d—

a rang as to their place. Thus, ¥?red

formational affixes tend to be p din

nearer to the base than desinencesgta

a set of clitic, each cll?lc_his i 1

specific rang, cp, an admissib e ggr

mwnce of proclitics, With the num bra-

of the ran; as to the base given 12(1)-

ckets: wa(1 §e(2)l§(5,4)‘ir fromtVAthe—

§é(?) 1a (5 ha(4)<ir ' and—Which— °2nce
t0WD...',as opposed to a wrong sequl- .8

“g “ the rocess laha > a i
Elli/alpha. ir ( p . era-

an example of a specific process 0? the

ting on a clitic boundary e- (comp.es in
rangs for clitics in clitic comp ex

Hittite and other Anatolian langfia»egfie
as well as in Berber, Cushitic e e atibi-

sPecific rules regulate the CEmPaffi-

lity 0f different types of cliticn, ore

Xes and bases with one another; a lies

tailed discussion of the prob em
, . or

outside the frame 0f the present pap 1d. . d 'dm1581ble wouAn ideal phonetic wor dAff(1)Aff(2)B’be: 01(1)01(2)01(5)01(4) _
nff(I)Aff(2)Cl, where 01 stands f°§f?-p$or
sition reserved for Clitlcs onlyf 2 Base
that of an affix, B— for that ° n“fl ‘gt;a_
figures in brackets Stand forty: 53%d
nsely enough. a normal phone l )hone-
can consist also of CLifi +Aff a 2s we
tic word of such a structur? :ehiv_i)7in

an unacccntod base). f,ex. b1( i or
me‘. So, we may use the form? ?ES and
'allocations with repetit1°“? Qords pos—
obtain the number °fo ph°net1°11 not

sible which equals 2 . .Natura 'fi’ beca-
every sequence possible 18 811°w° ’

Se 15.5.2

use of the restrictions on compatibility

* units (see above),Here>

between separate allowed phonetic
.ome exam les of '

wiizs: 1/ B #PCL: samarfi§_'he preserved

her', 2/ B+Aff :sfim2r+a‘she preserved',

tion is relevant but for a syn- @p-different phonological processes of vowe

' r. on the a: and + boundaries!),31

ggiy%lfi CLitB+Aff:vosebas11r+enu 'and-

' -in—book+our . .

ghgch for the further study in the prg;-

sody of phonetic words,it would betnec

sary to study the main stress pat erns

preper to it. In general, the maig of-

stress would tend towards the e? e is

a phonetic word.When the stress p ll

changed, there occur phonologicah y as

conditioned vowel changes. Thesedc a g

can be given in a special para ygg%'s

called an archiphonemic paradygm. t nit

call ' an archiphoneme' an abstrac .u

to be interpreted with any phoneme (in)

the sense of Prague School soundtypet d

belonging to set of phonemes dlstrlb: et

according to purely phonological gen :fiml

The units (i.e.archiphonemes) Wit .8 om-

mon set of honblogical rules (or a chi-

mon context) are united into one arcmic

phonemic paradygm. So, for archiphone to

paradygm of BH vowels the position is

the stress (see below) together Wit

Openness of the syllable is the main on-

'context—forming'feature, One mor: 9n—

text —forming feature 1; thelfiype o 1

—unit boundary see _. ,, ,_

different vowel changes on + boungary bra—

and # boundary).(0ne should remar in o—a

ckets that distinguishing between E ond

logiCally conditioned vowel changes andes

morphologically conditioned ones pgov30_

us With a most pewerful tool for helov

scription of morphonology and morp g 0

of BH, as well as that of Jodern He riw,

allowing,f.ex.,to reduce the number about

noun declensional classes to 4 fromta14)

l0 and verbal ones to a from abou B .

MOSt phonetic words consisting of abl

only are stressed on the last sylla_ 2.

except for words in(aCYCeC,V being e, ,

0 obtained by phonologicalLrulesa.rom

@fic and similar, like seper < eip§,ns

melek < *mnlk etc, some aramaic_ a.

(as 1amm§ Iwhyl) and a few real exceptions

(as léyla 'night', kodkod 'skull ). 13/

a phonetic word contains a clitical ant

or an affix boundary before the base'th

does not affect the stress and thus tn:

vowels (with an only exception being e-

verbal declensional prefix we-waw 39“?

cutivum‘). If an affix boundary’ ies w

after the Base, follow1ng Situations can

occur: a) affix belongs to unstieege1

ones us,f.ex., noun locative -a, ver a

1 Sp’rerf.-ti, 1 Pl Perfg-nu etc; then
no changes occur; b) affix belongs to ed

'stresaed'ones, then the stress is mov

to the affix, as with affixes liLe mast.

Pl.4im, fem.Pl, -6t,j Sg Fem Perf -a e c.
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(The information as to whether an affix
is 'stressed' or 'unstressed' is due to a
special morphological dictionary.) When
the stressed is transferred to the suffix,
vowel changes according to an Apchiphone-
mic paradygm take place (let's call it
AP I).For lack of space, the whole AP I
will not be presented here. We'll but
bring some examples: I (an archiphoneme):
it ~9‘5 in an Open syllable immediately
pteceding the stressed one, A
syllable not immediately berets the stress,
applying the rules to an AP ver‘ion
DA BA R of débar 'word' + ply- m, we
obtai a coprect form deparim,e~being
an automatic vowel; A 3 9 in an Open
syllable immediately Before the stressed
one, A -+ a in a closed syllable not
immediately before the stresaed one, so
from 3a Ma Q +-§ we get a correct form
samara (s e 2/), with an automatic 2

( The AP rules are to be applied begin-
ning from the stressed syllable),
If a clitical boundary lies after a B,
or B+Aff, the stress is removed to the
clitic ,-and the vowel changer opera—
ting come from a different Atlparadygm,
thus(let's call it an AP 2),'A ~> ina syllable not immediately before the
stressed one, and A -e a in a syllable

immediately before t e stressed one, and
according to thesg_ru1es welget a cor—rect form out of SA Mi;R #t-a: sam§r#5
(see above, ex, ll), Therefore, it
is absolutely necessary to distinguish
between, two APs for a phonetic word,5. NOW let's pass to the analysis of

the structure of bigger units, i,b. syn—
tagms, or tacts, and the sentence pro—
sody prOperties, A syntagm may be equalto a phonetic word, or excede it. Within
the frame of a sentence ( in BB, the endof a sentence is usually marked with ' )
several positions Can be identified,andif we regard a sentence as an accentual
or prOSodical unit, these positions can
be treated as analogous to the positionsas to the stress place within a phoneticword. These positions in a sentence are:an unaccented pOsition, a strongly stres—sed ( or a 'pausal') pesition and a nor-mally stressed (or a 'non—pausal')one,The Opposition of s.c. pausal and non—pausal forms in BH ' has been knewn sincethe earliest descriptions of BH (see/5/,/4/). but no evaluation of a pausalposition (i.e., a position, for which apausal form is required) has ever been
proposed, Every position in a sentence
is characterized by a specific set of
cent marks used to identify it. SO, a
phonetic word ' ; within a syntagm oc-cupying a normally stressed positions hasno special _ accents, but for a
secondary stresa (the accent mark meteg)on every closed syllable with a long vo-wel, as in battim 'houses', the seconda—

BC-

~>Q in an Open

ry stress not affecting any nlfi The phone-
tic word within a syntagm in the position
under constderation may combine with so
Called 'weak disjunctive eccents' marking
the role of this or that constituent in

the logical organization of the sente ce
(here belong accents as Zakkef, geres and
some other), If a phonetic word occurs in

an unstressed position, it is automatiCally
united with another phonetic word or a
syntagm into a new syntagm, Moreover, an
unaccented base (see above) may not con-
stitute a separate syntagm. The unstres-

sed position is marked by the s.c, ' conju-
nctive accents', lying on the second(i,e,
stressed) constituent of a syntagm, the
graphic marker of the unstressed position
being also a horisontal line —linea makkef
between the constituents. a secondary
stress may appear on the constituent in an
unstressed position, unless it is an un-
accented base. F.ex., 3/ Gen.I,5 wayshi-
—(greb wayAhi-boker ' evening came and mor-
ning Came e _ . y -
makkef, f is éetggrgn asgfigggtigrwttdefn
an unstressed position, X - a conjunctive
accent merha marking an unstressed position
for yohi'be, was').

A phonetic word and/or a syntagm stands
in a strongly stressed (pausal) position
before a pause, i.e, in the very end 6f
a sentence and/or in the end of a logical-
ly complete passage. S.c, 'strong dis-
junctive accents' (atnah and silluk)
are used to identify the pesition in ques-
tion. The moat interesting property of
BH from the point of view of archiphone—
mics consists in the fact that there are
independent APs with Specific v0wel change
paradygm for each position., Thus, in a
strongly stressed position no vowel chan—
ges occur and the stress is never removed,
whatever structure a phonetic word may
possess, and another vocalism is charac-
teristic of it in comparison with other
pOsitions. Cp. following examples of syn—tagms in strongly—stressed pOsitionsz4/
Kings EI, 11, 14: wattikrac (atelaya ’83‘'dqha wattkra' keser kaser 'Athalia tore
he? garments and s'houted:"l Treason,treasonN

X —sillfik, kaser-a specific form used
in a strongly stressed pesition fif the
Wgrd gesgr); 5/ Jer. 22,29: 'erec 'erec'z. e. S' ' ' — '251581.813]. tlo dflt’éirwgrhg’ ofOYzJifivrig! ,land, land!

( A - tfih, '5rec- a strongly stressedposition form of erec); compare the dif'ferent V0W€1 patterns in : pausal:’Em§r-
ti, nongausal;'5mérti 'I said',’5m§r§vs'amaru ' they said'.

The unstressed position
a specific vowel pattern; its AP is close
t9 the AP I of a normally stressed posi—
tion, The only complication about the
VOW?1 patterns occurring in unstreSsedpeeltions is that they partly coincidewith the morphenemes;§ set of noun declen—
Sion, for there are specific morphological

also pOSsesses

31o Se 15.5.3

forms of nouna(those of construct state)
high are found only in this posing];1 in

wfi (, the position OI a phonetic w ..

luc’ ad/Or that of a syntagm) sp-

a sentence notitute one more 'context-ior—-

p?arsut?igothe above sense) parameter for

mlng? In this respect the prosodic or—

an A Ltion of a sentence in BH is analo—
ggaizto that of a phonetic word, comparee

also the analogy of the Operation 350: Z

Eondqry stress withinta gyntfigmnd: 'week

“‘- the o a. .
phonetic word and ‘: sentence A spe-
disjunctive accents in a d is characte-

cific archiphonemic para ygm i; a phone—

ristic for different pOSitionswell as for

'0 word as to the stress, as _ -

different positigniogfi C:qg§°:fi§lfg¥:§i£_
' .- n c l ,__, ‘

i; 2,;::::§?eis the _wcrd've sentence

' l osition. _ _ :-

ifnaBypthe way of analyz1ng the EEZECL
ples of a phonetic word organifan" and

and its functions w1th1n synrugogclucion

sentences we have arrived at a Etructure

of a basic analogy between t2: ; sentence

of a phonetic word and that‘ level of

at least on the archiphonemic be of some

presentation, This analogy mayt dies but

interest not only for Hebrew s gorical

perhaps for historical and typo ell The

studies of sentence prosody u; 2f as ana-

10 in the s rue »_ - :9 - -,

leiilated units of different :1“: diégfi,
limhcaex, morphemes, words e c tural

by some linguists. Can a Shyzillyc
amflogy between the hiere¥gaénk type _

regulated units OI a dig Li “I or

those connected with_ a linee% the lan-

ronunciational organization ?d WmatiC'
game, and not with the pafufgstke sen-

Organization of the languao: :1. (Anyway,

se of /I/ — be maintained : 91‘26 from
it might be interesting to agaggd matternfi
this point of view other lawa “of ; senten»

0f pronounciation orgunlzflgéonwficigfl
ce, as well as the rules Lc— 1,3825: within
Phonetic words of differgguru]; for pla-
them; consider, f.CX.). ear—rved p0-

Cing clitice in a spec1a11Y i‘tion in
sition, usually a second DOG: _pun
the sentence in many Indo-eulopggh for
and Afro-asiatic languages; the tence-
unstressed bases to occupy a Senqnd“so on).
final pOsition in Modern Hebrew c
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AVIHAMVIKA ATTPAKHVII/I YI'IPABJIEHVIH

(Ha maTepnaJIe JIVITOBCKVIX AVIaJIeKTOB)

HABPE>KA IOOBAC

Ezrymnjicrgm‘i nemHCTMTyT m". K. Hpeiixmaca
in; CJDamJMTOBCKOI‘O Hsurca
mullUO m'r. CCP, {Hawaii

9 . ncero, one} eamcm 0T OHpelleJIeI-IHHX (Ime-;.e3mme mqecxux (gamopoaz c ,uom'nx oxomaxmfi
ynapem/Ie He OTTHI‘L'IBaeTCH. 3H8‘MT8JILHO name,
q c xpawxnx, 30 BTOpl, cmxwoe marine
Ha aTTpammo ynapemm mm eé orrcytrcwnne
OKaBHBaeT rvaoqOJzorzweCKI/m (Eamop, Ko'ropufi
MORHO gnpenem'rb Kax Tennemmm K KOJIYM—
HaJIbHOI/I azcueHTyamm, Hanp.: pes'YJIbTaTH
aTTpaKLL‘MH yuapezma B MGCTOKMeHI/IHX cymeCT—
BeHHO owmqamcx o'r ere o'rrfimm B npymx
KMeHHHX cmnax, IIOCKOJILKy MHorne mecmu-
Memm HBHHIOTCH uemxom oxcmoxmqecxm no
caoefi npnpone; I‘JIaI‘OJIbIe geopmu 3—ro JMIIa
dynymero BpeMema MCKJnqTeJILHo qac'ro co-
xpafiam KOHetIHoe yna eme, moomneanomon
egaueficwgneyx I-ro PI -ro Jnma (cp.: 13g:-
pwg, usRiksi n uépggs "paccepxycb. .pac-cepmmbcs, paceepfiwca"); Hensmefifiemue
cnoea donee I{ac-1‘0 coxpaHmo'r Koaequoe yna-
peHHe q neMemese M TJI.

fiommoe (PI name, mome'r OHTL, pemalo-
Iuee) 3Have1me 11m rexesmca K pasnwmn aT-_
Tpaxnym ImeJm ZHTOHaIU/IOHHHe @amopu. Yna-
perme name Boero He OTTHI'PIBaeTCfl B TOM
cmae, Roma 0.71030 mmee-r normecxnfl ax-
ueHT, PI OCOOeHHO, em»! 0110 npouaaocn'rcx
canocxonmuefi MHTOHaImefi, Hanp.: ka,jauv
mere maréle, 6; ,pa 53k 1 ruréle "Roma 3”,,

9pm MapHJle,'I/rgfii‘§rovT He noneJIaemb-
o - BYLEWOMY, npemne BCGI‘O a'eaKIIHH

ynapemm Haqanacs r3 cnaoux nosmq (IJDa'ea, me. E cnoeax, JDIUIeHHbti Jzorvmecxoro
aKueHTa; 3aTeM awo'r npoqece oxsa'r‘m n
oxomama aKueHTHpOBEHHHX oxcz'roxmqecmx
cnoeocpopm, eCJm can He mam oupeueJeHo-
I‘O ,uonoxm'renworo cmmcmqecxoro orrrrea—
Ra (Haqpmep, 014353071 amiasu). Haxoaeu.
oxcursmueexoe ynapeaue c TB‘IQEMGM taper/1e-
HM nocreneHHo Tepae'r gage cvmmc'rmecxlm
glyimmm m BHTeCHHeTCH n3 Bcex 110314119151-

Jremi a'roro npouecca 1314111151 PI B conpemea—
HEX CeBepOKemafiTcmx roaopax: 13 10mm”!
uac'm coxpaHeHHoe oxcmommecxoe ynape‘me

ma snaaebofi TeppHTOpMM EflTafiTCKO-
r0 nmaxeuTa aTTpaKHKn ynapefiun HpGKCTaBflH-
CT 0060a HOBOS ganenne. OnHaKo aaponemm
eToro npouecca MoryT GHTB oqL npeaMK M
BocxgzMTb K nepnony HHTQHCKBHHX Kypmcxo-
HHMEMTCKHX KogwaKTOB. Kypmxnfi HBHH morflaTB nepBHqHHM nmnync Lug aTTpaKunm ynape—
323, onHaKo, 90AM M HDMHHTL "xypmcxym" PM—
HOTeay, TO ECG me onenyer HpMSHaTb, qTo
aTTpaHflMfl ynapefiun B cesepomemafiTcxom Han
peumm doxee HpOCTO H yGenMTexLHo OOBHCHH-
eTcn He asuxoammn KOHTaRTaMM, a anywpmasa—
KOBHMH MOTHBEMM, cpenn KOTopHX rflaBHHMH
aaflamwcn penyxgun Oesynapaux rnaCHHx, on-peneneHHHe mgpgonornqKne @aHTopu, a Tax-me xapaKTep qpasoeofi MHTOHaEKH.

Onngfi us Bamaefimnx Hepw npoconnn ce-Eepomemanwcxoro Hapeqng HBAHeTca aTTpaK-nna ynapeuua -vero OTTfixxa c Koaeqaero uneaQoro nnpuyywnexrmpoeannoro cxora,uagp.:$5531. f.— geré 'Xopomafi", véké' (— vaikaineTM . -oaMHCTBo flMTOBCKMX nnanexroxo-roe caaeT, uTo aTTpaKnnH npencwaannewcodofi coaepmeuao perymflpuoe M 3aK0qHHoeHBJBHKG He nonycxammee nhM Huxaxux MC—Kfimnennfi. OnHaKo npx Conee Oxnsxom oaccmo—Tpenzz omasusaeTCH, qTo flaHHaH saxohomep—HOCTb Ha yponHe CHOHTaHHOfi, mnaofi pawn HeHBmHeTCE accoaHofi, T.e. aTTpaKHMH yuape»Hun B conpemeHHom ceBepomemafiTcxom HapeummupeHCTaaeT 0060i He CTaTuqecxoe (BaKOH-qHoe), a nnHamuqecxoe Heneume. B HaCTOH-meM nccnenosaauu pacemaMBamTca umegnoTaxae cnyqam Koxedaflmn aTTpaKnxx napeuna,
7 w:

W323.22%232351.ageisgeaflgemam: 2:21:33? 35% mamCTMVCCKZMM HeTOHaMM Hg ocnoae cucwemaTuqe- Hen none —eB?pomeM33TCKHX POBOpa 9M-cxororanaxnaaumarnnToggflnmx sanucefi cnon- @awnqecxggo) gggggggfioggcggfiggggfiogofl 06’TanueA CBflEHOflfipq. » e CTaTucwzqecxue Bepfiofi qacTu cxafi gayonofiepaocéb npaK‘ggggfigegggggogggg c Homombm afleKTpOHHO-Bfl~ Txuecxx Tepflefcé — oxciTOHqcxoe ynape-
' Heayqefiuxe ogg§aaTH uoxanusavT qTo Hue nognflfieTcfi flflmb 33“ upafine penxoe ac-
apans ynapeufix u eé owcyrcmfinetfi ' Kflmqeflze' 03335 ”GRAY “OHedaHKEMH ynape‘.. .~-,, . . 0939'- - am (an ax 'mer‘i n n ' H'I'orramlle"?I33:9”???$1933:fi‘lfiflungnrmmemfi ILOEEOJILHO owme‘qeuapn 318nzfic«gnaeafiomgupgnfivscxm /2/. . 1 11.1.2. .. J p L. .. an 01.0.i1epHOCTHM. :LGRIIC 3‘}m FICKOM /3/’ HOJIBCKOM ’/2i/’ éflaMCKOM
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/5/, gopeficxom /6/ n 80 muormx :pyvmx g3;—

max Mgpaeoneneunom ucenenosauux n . meHa

sanouomepnafl CBHSB meflnypeTTpaeEMeéaflgg%E_

any H penyxunefi oxouwandn. no Lappgvuuéa:

c rva Ha ceBep penyxyaut nocweneuao yekw.‘

3ae%CH, a CTGHQHL awwpaxumm Taxxe‘noeyene—
HHO BospacraeT. Cnenonarexeao,_momne ym:

Bepxnaw£, qwo aTTpaKfiLH ynapeeéflufi3159313

csoeodoaaM npoxnxemiem :en3fi1gfg'geage5_

donee épx axmn flBmHnfl TO da?flTd$m¢BX,

aoficom, Kowopae coxpaafinw Kouegnoe "33113.

zmé h nmemw OTQBTuMBO upoqoefmeS Sk'ga-

rue (neomeayTqoe agnomenje oa§d$?3.{&t‘

puaHTu c aonymnaxbnom nexoueuuoanafi§e113

:nmefi). C ycmncexem penyxuud 39023;.eégcfl
qecxne BapflaHTH aaxpeHflHETCH n c 3?03 £39-

adcoxmwno npeodnafiammmmm. AT?QaK¥fi£ figvfi-
HMH c genyxunefi cexsauaww TgKb?”AE.?£ .e .

ouuue maxTopu deflee oomero AapgeTgpgfie
onaom n TOM me owpeaxe TeKCTa anaéegw ”De

Bauma uacwo He OTTHTHBaeTCfl 3.39?.;“Z3: ,

Korna cxoeo HaxonnTCH non XCTM1pAue ‘RB-

uamom, a OTWGTflHBO ”QOHEHOC?M09-£31H5 b

pemnmooeaHHoe) OHOaHHQ.T°5?,?f3“§ any

Gonee excupeccneaw MHTQiLwOBf‘MTAflaggi-’

Hanan: tikvialtéw qmguervu ine'bap VIP-Dai-
«Tohbxo, mepsannu, mnewaa Hepgi}¢e§r "ge:
Ten, daba’rr jauvversggT r/géflgv VI Ho B

rmns-fifiewfiwo c immanm flGT 3 haxweag ufio~
mfiom z TOM 38 nmcnasmmaHYJ omen efle&nT

HaflBHO oxpameHHHe CJOEa ggcspogigggs
oxm *uecxoe naeeune \&flifié3‘gM~g . ‘
npyggfieAcoxpafigzoé Hepgzggflpoeamoe 01(03—

‘1 = niervu :‘Eim a, me 3. . .. ..

ameCér’n r";'5o‘fiéc c‘ “ ' :‘1’T"rfipa§fifim , map ehm , 30:16:)“
B'IE'LHO, Izaq'aucn B camper); \C‘r.>*-;.~x»..=e -: . é,
Fa" - r ?) qaowu nuaxeKTa A hOCTrT'
-“L’O 38.53.6101 ‘4”"1 'y ”avfpa-Bxehfll.

HeHHO paCHpOCTpaHfifiCfl B extom‘dm;w P R ua‘
30553 aTTpaKumx npoaenraemyfl £P?*ia*liggg-

CTomzee npema. 30 BpGMQHE 11. 113.110.. "Vim.

19 E) -“ 70‘50M xeenapaexom ropofiewc?
U B 04.0 :J J1. K” vowwgqglher"

TpaKuI/m napeam He mm (ea...m.fiu.1€m t-"e

18H HasynaeMofi nmmonxw , )’":YE’i“ w
STOT roaop yxe nmeer Hoxnym ":Par~“Tefi
H0 Koneéxmmyxcn) awmnaxumx. U uhornx
Ha cauom gefle aTTpaxfiflfl yx§99L593 HOHYP
wee-Tax upegc'rarmne'r 0060::- 135%.{1 “mt-$1153} 5"

ATTpaKLflfl ynapeuflfl ”9 ioflhfiuqiifiv%cz
CTDaHHQTCfi reorua$fifi303“’”HUrdOLEQELw. fie:
sme Gonee HOCLeEOBaTefiBHOH' “¥,0 3.2;:9g;
ncu BO BCGX odCflenOBQHHEX Hdkflfiggqgigm.
HEX HYHKTEIX COBepOKBMBEETCKOTO Iggy-$1: .Hedc‘f

penue uanéoxee peryflflpflo 0T?§T€§E“Mnyouuenee cTapue, 3: ”aOGOPOT’ nan O“e«c¥é§n%eflfi
’M"iopmaHTH. Hanpmmep. B D?““ “9 ; =g€fi T.)
sefianbcxoro roeopa. paflfifimgr0039;flg“fijysg
Ynapeane Ha mowne engaa coxpanx.§fi eefléé
Bcex oxcnwoexqecxnx epgm a B ggn )_ 5, fl,
moxonoro nnfiopmanma (lLU' T: p 33% gemafi-
3 peqn onuoro H3 CTaDefimM% fiflTe“¢bxbaueH—
var-1 (112-90. r. pom.) 030304790913 9.0.. m 921.,
masuoaeqnum ynapeHMeM ncqpegugovgevpéaO~
a 5 pawn npefiCTaBKTeflbHHu5 9.0? gown. _
pa onenymmero noxoaeama (194% 'ukd u pe-
— Toasmo 12.4%. Sameweno Texkefio;5nmx ce—AYKHHH oxenuanm? a 99““ 0°*§§,mpfibg‘ amen»
:enx wemafiwon awpafiefla 3Hu4A.«

{a u=. v noecwa'eflax uxfiopmanmon, a 3T0,

AbgéomC%HEDehL, Mgfiew CHOOOGCTBOBaTP Gear

exubfiofi aT%paxImu ynapeana. Ho-agmo%¥fi-
Vonnefiue aTTpaKUMH B HaCTgfigee Bpgmfi ._

J ‘ n “ lumen 01—May , E303
MVHMDJGLCH .mnepxoppe reuua

nkxwen non exnflunem nnTepaTypHogo dfiaé fio—

Cnenoeaweflbno, npomcxonnm caoee R?3 R xx—

Afloneanua /8/ unaflexwa uo owflomehne

'fl" «"1 E'K .

T09“T%333¥§a§ : fiOMeHT Hanana :pouecee

awwoaxznn*ygapegna Ho nmemmmmcn geggmfiDo~

pxuo. Lneafle flHHTBHCTOB no swam; 30"ia-

Cy caHo paoxogaTCH: 0134 @TT98§L;b“Jv—

pagan caamT Lpesuwm HBfleflde% néxggfiu
rme — conepmeHHo H3352 wg/eeeifiweqbaofi

name MCCHGHOB ;V, b. u . “

giggnTopnx meMafiTcxoro EfiafleKTa awgpgfiggf

ynabenna, BHe BCHKgigaggmnggggfiongagoflfl_
fi HOBoe a . _

gfiegwgggoupouecca B caMOM neHTpe e33 303

anxaoaeanfl moryT dgTfiaggggfinfig§B§§3mcxo-

BOCXOEMTL K nepnon . i ,'K NOT

~w 'Tcxux KOHTaKTOB. Kypmcxn as? . _

gaggagepnmqnufi nmnynbc nnx aTTpaKuggflgna

Denna, onHaKo ero Banauue Bpan 3% HO

eaxmm HpHMOflflHefiHHM, Kaxnm ero 0 He

« npenc'ranmrr. 3JIBCI> BaJKHOG sflaqerme MOI‘JII’I

' Ha—
? m aanzqaue KOCBeHHde annanns.
figfifigp gnoune odocaonanflo caaeTcafi 2:3

”9"“? (“5“ “3fi°§a.2§“%§§:: 71f??”fioamy
Tumn coxpam . qTo y a

1cmmme'rca coaceM peaflBHHM, _

figgéa OHTL nosanTngggagengegggg gqge
ma Kenna cnoa , . ,

fiiig, morna BusaaTb pa3BATMe arrgexggg
vneoenzq. Taxme Bosmomno. qwo ye %§Tona-

Bunn neeammornoegggngngggggggguakueHTMDo-

rn :1: e'\ nauwesriz _

Sgéngx:are§nenwnpoaauaax cnon mor agigggf

Bflfifihxe Haw Hafipenygunm, Tag “.23 moraa
gum Vfltyeflflfi. J KypflCKHM Bagsna H a fipa—
BuTe“ear3aHa x geaxaa Kaneadna KO u £0”-

5f w vopae czneodcweoaana penyKuMu o
iafiviuu aewnauuxr yzageuna 3 Koaeuaux

eEdéix fiia u. Rea ngxaeaflo Hame nccxeno—c
:Svée é’CHBecoxemamrcxnx goeopgx cnoago
5344wanxnecxofi uaqenryauuex apauHe peg .

'Jd’ w1= s 06?cxmreom Eouue HDGAJOme‘

- ‘43 ‘, E'Eagsaafi (onmuwgga§gg§;

“ ‘Té‘ 'fi5;! fie‘*'m 1n ceBepo. ; -

~ 54x 3!”?‘32 +6;pgfigg c COXpaHeHHHM KO—
lL‘ nape Mil, 2' .L 111' {- (mm 7 6’5) Ha-

axe-1mm! gigapeHAem T “mtg", _. . [,1 , 'm’na
,nvw.ycg B Rogue figfififluaeHAfiNKnp;. 96%-

1.” “I; éebfis mergéutuo pwrdie m- .1" e o
nOKHUé 6730? HocL aesmqhg @3M¥§“£ 'a—

,“ “Egshne gauxoaae KOHTagTu ykpaTenBI—

Umen E n Teanenunnx yupmneumn, dopmgghq-

egnmx" moofiononornu, B HeKOTOpHX BflpaaL'

'v 903 c . m 1 , _

g3§§fi§n§g§g&cn, ETD ododmenne nepexgfig
Ebéeuuux g, g B e, o (T.e. ynpaammK

écenmnnaunm rnacfimxf'n ermx roaopaxré KOH’

oas n oéycnoennn nfiggggfignmgflfieggggsmx

eamwu c Taxumn unas. % 3 BHTL HVVEHM.

anxeaue accumnnagnm non H. vmv "f Eii

h 1 x mcxnm cyficmparygo- BmSB
Egggéfigfineyg ynpasnnenxm aawpuxaw, T.@. n

.3
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@yHKumosanbsom ownomeHuz Hengnecoodgqsao-
ro IiepeHOBaHLM comacuux L’:g’— g’ugg’ B
sananssx roaopax. IndonuTHo, HTO ncqesao~
Beams eToro qepenoaasna, Kax M awwpaunwg
ynageann. ecé donee pacnpocrpangercg ié/
.fiaefi n snny 3TH @axTu BHOflHe OOOCHOBaHHO"
moxao noennonaraTb, qTo u "arpeccnaHocwb
mopéoxornqecxmx @axwoooa, TEHKGHHHH K KO-nymsanbuofi asuearyauuz moryT odiscgnTbcx
Temm ye npnqanamn — ynpomeem maggonoao-
rnqecnofi CMCTems, csssasnmm c ESHKOBHMM
KOHTaKTaMK. ”

Csenosawenaso, npsmoxunexno OTSQO—
CMTL BJHHHHB Kypmcxoro cydcwpaTa Ha aT-
Tpaxunm ynapeHux HHKOKM oopasom HQflLSH,
onnaxo, ecnn M HpMHflTL "xypmcxyn" rxHOTe—
3y, TO Bcé 3e cnenyer npusgarb, qro aTTpa—Runs yxapeHMfl B cesepomemafiwcxom napequs,
ocoOeHHo caM ee npouecc n reorpa§uqecxoe
pacnpOCTpaHee, doses HpOCTO m yoennwexb-HO oosnoHanrcn He sasxoauxz KOHTaKTaMM, aBHyTpsflsuxosuMM MOTHBaMH, cpezx KOTOpHXrxasummn HBJHmTCH penyxuxn oesynapusx PHcsux, oupeneaeufiao uogéoaorxqecxne waxwo—pu (Tenneuuxz a xoxymsaxbuofi aKueHTyannxX T.H. a Taxxo xapaxTep Qpasosofi HHTO—sauna/Ié/.

/l/ Rudzfte M. Latvieéu dialektologija,315a. 1964.
/2/ Leon P. Patrons expressifs de l’in-
tonation. - Acta Univ. Carolinae. Philo-logica I. Phonetics Progensia III, 1972./3/ Bolinger D. L. Accent Predictable.—
Lungusge, 1977, vol. 48, N 3.
/4/ Dogil G. Autosegmcntal Phonology in
Contrastive Linguistics. - In: Theoreti-cal Issues in Contrastive Linguistics,Amsterdam, 1980.
/5/ Benediktsson H. The Non-uniquonessof Phonemic Solutions. - Phonetics, 1963,vol. 10, IV 3—4.
/6/ Honxnanoo E. E. CTaThH no odmemy 33H—KosHaHnm, Mocxsa 19 9.
/ Jaunius K. bialektologiniui durbai,Kaunas, 1891~1900,
/8/ Girdenis A. Zemaiéiu dzfikavimas: da-bartiné padétis ir istorija. — Baltisticq1980, t. 16(1).

Grinaveckis V. Dél lictuviu kalbostarmiq kiréio-atitraukimo kilmés.-LT31 mi _ __‘~darbai. Ser. A, 1977, t. 4(61). " ' ‘/10/ Girdenis .13., Rosinas A. ‘Ieletas Szam- ..
protavimq dialektologinés fonetikos klau-simais. - Baltistica, 1976, t. 12(2)./11/ Girdenis A. Kuréiu substrate proble—ma siaurés Eemaiéiu teritorijoje.- Kn.:I§lictuviq etnogenezés. Vilnius, 1981. V/12/ Girdenisvfi. Baltiékujq tj, dj reflekssai 1759 m. "Zyvate". - Baltistica, 1972,t. 8 (2).
/13/ Pabrééa J. Diachroninés pastabosapie kiréio atitraukimq siaurés éemaiéiqtorméje. — Baltistica, 1986, t. 22(2).
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O HEKOTOPHX @YHKHMHX PYCCHOFO

CflOBECHOFO YflAPEHMR

EHEHA HCOBA

@aMTonaurme 8

34800 Caamwamnane
@Mannunma

BBEJLEHME

Ikxbm eTofi CTaTbM ssnnemca pacaMBaHMe

¢yaxumm cuoaecaoro yaapenmx B omorpa¢ax M

a axueHTonorwqecxmx Eapnauwax, sanammmxcs

Heomwemnemofi uacm cmcwemu conpeuenxoro

PYCmmro asmxa.YnapeHme, KEK npoconmqecxmfi

“pummx pyccxoro cnosa, no cymecmsy peaflm—

syemca a sayqamefi peqm M, KaK npaamno, B

nummenamx meKCTax He oéosnaqaeTCH. bnpo-

“EMsUpM BByKOBOM o¢opmnenmm pyccxmx nmcb-

Mmmmx TeKCTOB Hepyccxme B nepaym oqepenb

CTaflKMBamTCE c pnHOCTEMM, CBfiaaHHHMM He-

KOTODHM oépaaom c HOCTaHoaxofi ynapeums, ow

KOTOpOfi aaamcum Becb asyxoaofi oépaa cnosa,

B TOM uncne n ero pmmxa.

MSBGCTHO, qmo pMTMqCKafi opraamaauMH pyc-

cIKOW cnosa cssaaua c cmjbgouenmpaflmaymmmm

TMHOM KBEHTMTETMBHO-EMHEMMHGCKOFO pasao-

MeCTHOPO M nonsmmuoro ynapeama M c penyx-

HMSfi Pnacaux no cmne M nnmmenbaocwm AByX

B oc—
cwenenefi s Geaynapfimx enorax. Mmax:

“059 DMTMMKM pyccxoro cnoaa nexmm KOHTpaCT

Ynapuocmm m GeaynapnocTM cnoroa m pmmmm-

L1ecxafl cwpyxwypa a oémeM onpenenaewca K0-

Se

flqcTBOM CflOFOB M mecmom ynapeama. Boxe-

KCTEMG pasflomecrnocwm M HORBMMHOCTM CAO-

BGCHOFO ynapeHun cymecmayem B pycOM Ham—

xe M euaqmmeflbaoe KOHMHECTBO omorpa¢os. M

C passwmmeM HSHKé TECHO CBfi38HO M paasmmme

HOpMH aKueHTyaumm, amamsammee cocymecmso-

Benme axueumonormuecxmx BapmaHToa a npene-

flax HOpM cospeMeHHoro Amwepamypuoro gamma.

Tax HaaMep, paSBMTMe aKueHTyaHMOHHofi

HOpMH MflflDCTpaTMBHO MOKHO noxaaamb y cy—

)

mecmammenbaoro "nyma". B Ppammammxe pyc—

cKoro asuxa 1952 r. /l/ HOpMaTMBHafi pexo-

MGHHEHMS ynapenna 8 new., npex. M TBOpo

I

nan. MH. q. Ha OKOaHMM, T.e. "nymaM -

nyméx - nywéMM: B npmmeuanmm nonycxammca

M "éoxee Hoame" ¢opmm - "n§maM — n§max -

n§maMM" c ynapenmem Ha ocaose. B cxoaape-

cnpaaounmxe ABaHecoa M Omeros 1959 r. /2/

yme KonMQMumposaHa aKueHTyaums cymecTBM-

S

TeflbHOPO "nyma" Ha ocaose. M éonee cmapaa

@opma‘axueHTyauMM yxaaaua Toxbxo a @pase—

’

onormame "rosopMTb no nymaM". AxueHTyauma

9

Ha ocnose cymeCTBMTeflbHOPO "nyma" pexo—

meanyemcn M B Hosofi AxaneMqcxofi rpauma—

me 1970 r. /3/.

16.2.1
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(DYHKLIMVI YZIAPEHI/IH

Ryccxoe cnoaecuoe ynapeHMe, Max cynepcer-

meHTaoe caoMCTBO cxoaa, B cMMy caoefi pas-

HOMeCTHOCTM M nonBMxHOCTM BEUOflHfleT M He—

KOTOpHe @yaxuMM. Tax Haamep, c Toq

SpeHMH Hepyccxoro qTeua pyccxmx xynomec-

TBeHHHX TeKcTOB, xax a nMaHe BupaxexMa,

Tax M B nMaHe conepmaHMa, EBHHDTCH aamxm-

MM cnenymmMe @yHKuMM cMOBeCHoro ynapeHMgz

1/ ¢yHKuMH 0 p r a H M a a u M M MMM n0-

CTpoeHMH pMTMqcKMX CpKTyp /M0nenefi MMM

npoconeM/. ECHO, QTO cTeneHM pényxuMM 6e3-

ynapamx rnacxnk SEBMCHT 0T ueCTa ynapeHMs

B cnoae, 0T0_aHaqMT, qTo ynapeHMe opraMM-

ayeT Becb ero aayxosoM 06pas. Cp., Hanp.,

aOJIOTo = - v v [30.7mm] , GOJIO'I‘O = v - v

ESAJIOTTJ , I'IOJIOTHO = v v - [n'bJIA’PI-IOJM T. n.

2/ ¢nuMs M n e H T M ¢ M K a u M M M-

MM onpeneMeHMk, pacnoaHaBaHMs cnoaa. HBHo,

MTo Kamnoe cacao OTflMqaeTCS onpeneneauofi
pMTMqcxoM cyKTypOM M ee HapymeHMe a-

BonMT K HenpaBMMbH0¥ pMTMqcxoM peanMaa-

uMM, qTo BO ecnxom cMyqae sayaeT MAGE-

TM¢MKauMM cnoaa. Cp., Hanp., 30M0T0 ¥.-- v

[3AMOT'h] , GOJIOTO ;’ - u v LGOJI'bT'b], HOJIOTHO

# v — v [hAMOTHTJ M T.n.

3/ ¢yHKuMs n M ¢ Q e p e H u M a u M M

MAM pasaeHMs, npoasnanmascs B paaamx

nMaHax aauxa, yxaausaeTcs a ouorpaa M

axueHTonoqecxMx BapMaHTax. TaKMM 00pa—

80M, ynapeHMe momeT BHHOMHHTL ¢nuMm MM¢-

¢epeHuMauMM onaoapemeuao B pasamx nMaHax

samxa. a/ nxaH pMTMMKO-asyxosofi M cemaH—

316

TqcxMM. Hanp., aTJaC = aTMac - qoneMHafl

MfleHTM®MKauMH, H0: - .- # v - Emu]?! ”MAE

m: c60pHMK reorpaqecxMx KapT # copT mm-

HM --pMTMMKO-asyxosaa M cemaHTqcKas mw-

QSPEHuMauMfi’MflM cpeny = cpeny, H0: - v#

v - Ep’azyj 7! [Cp'MILYJ M: TpeTMM 1191-11: He-

neMM # oxpyxeume, 060TaHoaxa M T.n.

6/ nMaH pMTMMKo—sByKOBoM M MeKCMxo-CTMMM-

CTqCKMM. Hanp., Moxogeu = mononeu -¢o-

HeMHaH MMeHTMéMKauMH, Ho: v u - i - v v

Ea'mn’OuJ 7! [MOJI'blI’I/Iu] M: HeMTpaJIbIM

CTMflb i HapOnHO-HOSTMQGCKBR CTMJMCTMQECKfl

oxpacxa MflM KOMHEC = KOMHEC, HO: - v g v'

ECOMI'I'bC] ;’ [MAMHAcJ M: HefiTpaeHbIfi CTVIJII:

# np0®eCCMOHaflbHHfiICTMflb M T. n. Bxéop'm-

r0 MMM MHOPO axueHTonoqecKoro BapMaHTa

aaBMcMT 0T xapaxTepa TeKcTa. Tax Hanpmuem

a qTeHMM pyccxMx OHMMH, qT06H cosnaTb

Haponno—noeTqcKym CTMMMCTqcxym 0KP8N%

Kano BuépaTb M peaMMaoaaTb aMueHToxorwwc-

KM? BapMaHTH c ynapeHMeM Ha nepaom enory

"mononeu, néBMua".

6/ nMaH pMTMMxo-asyxoaofi M ceMaHTMKO-Fpmk

maTqcxMfi. Hanp., caHH = caHH - ¢°‘

HeMHas MaeHTM®MKauMa, Ho: v - ¢ - v

ETPAHQ] ¥ [CTpAHM] M: pon. nan. en. “'

i MM. nan..MH. u. , T. e. pMTMMxo—aByKOB”

M rpaMMaTqcKaM'MM®¢epeHuManMs MAM Hear

naTb = HacmnaTb, no: u - v i v v ‘

[HACHHBT?]# [H'hcunAT’] M: coaepmeaxufi BM

¢ HecoaepmeHHmfi EMA M T. n.

r/ nnaH aByKOBO-pMTMqcxMM. Hanp., r33-
Mocb = PHafiOCB, Ho: . — i - a'ErHAfloc'

¥ [TH ’Aflbc MMM TBOpOP = TBOpOP - @039”-
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H85! MMeHTMdauMM, HO 2 u — i .. V

EgnpOM] ¢ [EBGpEM] - aayxoao—pMTMqcxas

nM¢¢epeHuMauMa. M B TaKMx onyqafix cymec—

TayeT MneHTM¢MKauMM He TOflbKO a ¢0HeMH0M

c00TaBe cnoaa,Ho TaKme B CGMaHTMKe, CTM—

MMCTMKe M rpaMmaTMKe.

MHTepecHO, uTo B pyccx0M COBpeMeHHOM nam-

xe uaxonMTca aHaqMTenbaoe KOflqCTBO paB-

HoueHHux B OTHOmeHMM K Hopme aKueHTOflOFM-

qecxmx BapMaHToa, T. Has. nyéMeToa. Ha

ocaoae cnoaapa—cnpaaoaxa /4/ MM c00Ta-

BMMM ccox axueHTonoqecxMx BapMaHToa M

oénapyxMMM, qTo M3 oémero qmcfla l 200 ax—

ueHTonorMMecxmx BapMaHTOB'550 AyéfleTOB.

flyéneTu Mame acero BceuaTTcs, Hanp. :

a/ a mmefiax cymeCTBMTeaux B MM. M pon.

nan. MH. q. : mpM¢Tm = mpM¢T§ - mpM¢Toa

= mpm¢T03; @MéTu = ¢M0Té — ¢M0Toa = @Mo-

TsBi ¢p0HTH = ¢p0HT§ — ¢p0HToa = mponT0B

M T. n.

5/ B MMeHaX aMaraTeamx qame acero B

KpaTKoM @opme cp. pon. M MH. M. = 6éflo =

Gels - 60am = Gen; M B aMaraTeMmx,

BHPaHammmx npOCTp8HCTBeHHHe 0THoweHMH:

’ ’ ) D )

AAMHHO = nMMHHo - flflMHu = nMMnm; BHCOK0=

’ 9 I

BHCOKO - BHCOKM ' BECOKM M To A.

’

B/ B rnaroxax z-ro MMua en. q.: pMMwb =

’ 9 v ’

pmmmb; ropoab = ropoab; sanpyab=

’

38“P3nuwb. H Gonbme Bcero nyéMeTOB Bce—

qaeTca a BoaBpaTHHX ruaronax a Qopme npo-

wenmero BpemeuM cp. pox. MH. q. - H3338“

! , ) 9 ’

fic = HaaeaMOCb — HaaaanMcb = naaaanMcby

, 9 g
3

“POOPaAOCb = npoépaMOCb - upoépaMMcb

1

flp06paMMcb M T. n.

Se

r/ B Hapeqx: smcéxo = BHCOKé; Hééeno $

, i ’

Ha6efl0; aMo = aflo M T. n.

Ec, Haamep, B CTMXOTBopeHMM BCTpeqa—

DTCfi MyéneTm, MN Moumum BuépaTb M upoms-

HeCTM TOT BapMaHT, KOTopmM TpeéyeT sapa—

Hee aBTOpOM aaMaHHaa meTqecxaH cxeMa.

WHEMM CJOBaMM /5/ meTp CT :OTsopeHMx pe-

maeT 0 Bufiope Toro MAM MHOPO axueuTonorm—

uecxoro BapmaHTa. HTaM, METp SBAHGTCfl B

HeKOTopoM CTeneHM npaxTMuecKOM onopoM

uTeua a co6nmneHMM npasmnbaoro pMTma.

Haamep, B cTMXOTBOpeHMM b. ConoyXMHa

"fiénoxo" a 0Tpmaxe BO sTopOM CTMxe BCTpe—

9 ’

MaeTcs ny6MeT: ponMnocb = ponmaocb. M a

TaKOM cflyqae MMGqcxaa meTqecKas exe—

ma aauaoro CTMXOTBOpeHMfl pemaeT 0 éu60pe

!

aapMaHTa: ponMnocb. Cp., Hanp. :

9 9 l 9

To aénoxo - nMTa 3eMflM M Conaua

V“ VV U‘V-V- V

’

PonMnocb,

fl, 9

Bupocno Ms aaanaM

- v v v - V V

S

Coapeno...

U ‘V

TaKMM 06pasom, pMTM fiBfiHeTCH XOHCpKTMB-

HEM @aKTOPOM CTMXOTBOpeHMfi M Kaxgas He-

npaBMflbHO HOCTPOGHHBH pMTMqCKaH monenb

noeneueT 5a 0060M xeéopmaumm, McxamenMe
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asvxoaoro ohpaaa cfloae m pxmma Hooéme. M Bapb—cnpauoqumx, RCA

5 cmo .a&ax are G®O“MHUMR MORGT GNTb qa fleHMHPpEfl, l973.PP . R . y ~ :

pen. K. C. Fopéaqeau-

— L.~" P »J 4- ‘_ ;h -cassafia a onpeneflouuofi cwmnenw n c cemau— /o/ J. “ybafi, neaztuueme p0 rucky, Liatl-

Tuxofi, cmmxficrnxofi MAM rpaMmamofi, He- slave, 1977-

cuowps Ha TO, qwo KOHTeKCT MAM onwyaums

conemcrayrm npasmnbuomy onpeaenenmr 3H8-

qeuMn M nomnwms umcxaawaaHMs.

BAKflqHME

OqesmnHo, qmo B HEMSTM uenosexa XpaHflTCfi

HeKOTOpH€ pMTMMqECKMe‘CpKTypH M BCBEEH

c BTMM Haze yuenswb Gonbme summan B

npouecce ofiyqeamn pyccxomy gamxy, KaK M-

Hocwpaaaomy, smpabomxe npasmaofi pMTMM-

KM pyccxoro cnosa. M eaqsaume pummmqec-

xmx Moaexefi, no nameMy npaxwmqecxomy o—

numy, nonesno M Ha ocnoae CMGHH, KOHTpac-

Ta pMTMqcxMx cwpyxwyp a omorpaéax H ex-

ueHTOflOPqCKMX BBDMQHTEX-

EMTEPATYPA

/l/ Ppammawmxa pyccxoro samxa, Mecxaa,

1952.

/2/ Ryccxoe nurepamypxoe npomsnomeume M

yxapenue, cnopapb-cnpasoqawx, non pen.

P. M. ABaHecoaa M C. M. Oxerosa, Mocxsa,

1959.

/3/ Ppammammxa coapemeauoro pyccxoro AM-

TepawypHoro xsmxa, non pen. H. V wgeno—AL.

50%, Mocxaa, 1970.

/4/ pnnocmn cnoeoynompeéxeama M BapmaH-

TH HOpM pyccxoro numepaTypHoro £3HK8,CflD~
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RELATIVE IMPORTANCE OF ACOUSTIC EEATURES

}CR PERCEPTION OF LITHUANIAN STRESS

ANTANAS PAKERYS

Dept. of Lithuanian Language

Vilnius State Pedagogical Institute

Vilnius, Lithuania, USSR, 232034

ABSTRACT

The relative importance of acoustic

features for perception of word stress in

Standard Lithuanian has been studied by

method of artificial substitution using

a computer. .

Like in most languages, in Standard

Lithuanian word stress is based on a

number of acoustic features of sounds, i.

e. duration (T), fundamental frequency

(F0). intensity (I), spectrum (3). Direct

instrumental analysis of speech, however,

is unable to reveal relative importance

of the above features. In our Opinion,

the relative importance of acoustic fea-

tures for perception of word stress may

be effectively studied by method of arti-

ficial substitution. The method suggested

may be defined as intersubstitution of

acoustic features between members of an

accentual opposition. Such modification

of words makes it possible to reveal a

certain competition of‘features.

To this aim the words kit s ("other" non.

sing. wage.) and highs "others", acc.p1.

fem.) pronounced as statements by male

Speaker were fed into a BESM-G computer

V18 8 digital converter (sampling fre-

Quency-50,ooo cps). The prosodic,features

Of both vowels in the word kites were

modified according to the model of the

word kites and vice versa. The features

were substituted one by one, in pairs and
all the three together. In addition, the

vowels of kitas were transferred to the

word kitae and vice versa. The variants

of natural and modified words were re-

corded in random order and presented to

45 listeners. These were asked to find

Which of the two words (Eligg or Eilflé)

is heard and which of two intonations

(statement or question) was used.
The results of auditory experiments are

Presented in Table l. The data obtained

show that the feeding of the words into
the computer followed by a reproduction

do not distort“ the word stress: non-

modified words (kitas l, kites 1) were

perceived adequately, When the stressed

and unstressed natural syllable nuclei of

the Quasi-homOnyms were replaced paradig-

Table 1

Perception of stress and intonation (%,
N=90). Variants of stimuli: 1 - (T,FO,I,

3/-), 2 - (Fo,l,S/T), 3 — (T,I,S/Fo), 4 —
(T,Fo,S/I), 5 - (l,S/T,Fo), 6 - (Fo,S/T,

1), 7 - (T S/FO,I), 8 - (S/T’F091), 9 -

(-/T,Fo,I,SS, where in brackets unchan ed

features are presented before a slash %/)
while the modified features are given

after it. Statement is marked by a point

(.) and question - (?).

Perception Adequat%

. . stress

kitas kites percep--

Stimuli . I ? . I ? t1°n

kitas 1 97.8 2.2 — -
kitas 1 - - 93.3 6.7 100'“

kitas 2 97.8 1.1 1.1 - 97 8
kites 2 1.1 2.2 92.2 4.4 '

kites 3 6.7 78.9 10.0 4.4 86 7
kites 3 7.8 4.4 71.1 16.7 '

kites 4 46.7 5.6 44.4 3.3 63 3
kites 4 6.7 18.9 50.0 24.4 ~

kites 5 11.1 44.4 36.7 7.8
kites 5 58.9 7.8 27.8 5.6 44-4

kites 6 25.6 7.8 61.1 5.6 37 2
kitas 6 1.1 57.8 27.8 13.3 '

kites 7 - 18.9 57.8 23.3 11 1
kitas 7 92.2 4.4 1.1 2.2 -

kites 8 1.1 3.3 88.9 6.7 2 a

kites 8 91.1 7.8 1.1 — -

kites 9 1.1 1.1 93.3 .4.4 1 1
kites 9 80.0 20.0 - - -

matically, the perception of stress undere

went a radical change:the listeners heard

kités instead of. kites and vice verSa.

Consequently, we believe the main carrier

of information on word stress to be the

syllable nucleus.

Having changed the acoustic. features of

vowels, the perception of stress varies

to some degree.The percentage of auditory

responses i.e.in how many cases one or

another feature is helpful in perceiving

word stress) can be considered an indi-
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cator of relative importance of those
features. Thus, the decreasing sequence
of separate features was found to be:

I>Fo>S>T
36.7% 13.3% 2.8% 2.2%

As in changing any separate feature the
words were preceived adequately in more
than 50% of cases, no individual feature
can be considered as a relevant one since
it is unable to rival the complex of
other features. luch more effective are
combinations of two features whose rela-
tive importance for perception of stress
is as follows:

(Io,I)>(T,I)>(T,Fo)>(I,S)>(Fo,3)>(T.S)88.9% 72.8% 55.6% 44.4% 37.2% 11.1%
Especially effective are complexes of
three features:

(T,Fo,I)=(Fo,I,S)>(T,I,S)>(T,Fo,S)
97.8% 97.8% 86.7% 63.3%

The data presented in Table 1 also mmwthat stress perception is related to per-
ception of intonation. When listeningtothe stimulus kites 3, for instance, most
subjects basing on the non-modified fea-
tures (T,I,S) heard the first syllable
stressed while the contour of the funda-mental freguency(Fo) transferred from theword kitas was evaluated as the indicaflmof interrogative (rising) intonation.
The present experiment shows that itis
combination of acoustic features wiflia
different degree of relevance that mama
a phonetic basis of Standard Lithuanian
word stress. It has been also found thm
in the process of perception a distrih»
tion of features between word stress mm
intonation does take place.
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THE TURKIC WORD PROSODY PROBLEM

A.DZHUNISBEKOV

The Institute of Linguistics of the Academy of Sciences

Alma—Ata, Kazakhstan, USSR, 480021

ABSTRACT

The hypothesis of a word-stress lack

in the Turkic languages phonetic system

is being put forward. The constitutive,

culminative and word-distinctive functi-

ons of synharmonism as well as the role

of synharmonic co—articulation both in

Turkic syllable formation and in syllaba-

tion are being elicited. Synharmontsm

predetermines the linear size of a morphe-

me, the latter being less than a syllable

does not exist in the Turkic languages.

The Turkic word prosody has been comp—

letely reduced to the Indo-European word-

stress, vowel—harmony being neglected as

the result of thereof. Besides, vowel-hark

mony is a phonologically unjustified and

Phonetically inexact term. However, the

idea of vowel harmony which presupposes

the presence of at least 2 syllables in a

word, has played its misleading role as

far as research is concerned, monosylla—

bio words being excluded from the field

of Study.

It is inferred from the present situa-

tion in the Turkic prosody that synharmo—

nism has been denied a proper place in '

the succession of known in general lingui—

Stics prosodic units. Being theoretically

hhe mOSt thoroughly elaborated ones, st-

ress and tone remain nowadays in general

linguistics as the only generally recogni-

zed prosodic units.
"Europocentrism" has not solved and is

not in a position to, cardinal problems of

the Turkic phonetics, the reason thereof

being the transference of the accentual

(DOn-synharmonic) languages phonological

analy31s principles and means to the none

accentual (synharmonic) ones. ‘_

Accumulated experimental data have fai—

led to lay down the basis for creating-the

Turkic phonological theory as it is, becau—

99 0f their "europocentriot" interpretati-

°na the latter, in the final run, confir—

wing the result obtained by traditional

acoustic methods.
Attempts to produce evidence for the

existence or lack of Turkic stress and its

place only by means of experimental phone-

tics' methods are bound to fail.

To our mind, the reasons thereof are

as follows: all the linguistic functions

of synharmonism are, this way and that,

attributed to word—stress, the latter ac—

quiring the status of an important lin—

guistic unit in the eyes of researchers.

The identity of both word—stress functi—

ons and synharmonism as the same level

prosodic units presents illusive logic of

such a substitution, and the hypnotic in-

fluence of word-stress ideas still rema-

ins an insuperable obstacle.

The problem seems to envisage a Turkic

word either having accentual nature (and

this means segment analysis being carried

on phonemic level) or synharmonic one

(thus, obliging us to find the predeter—

mined by it, principles of division into

functional synharmosegments and synharmo—

segments proper).
This problem still remains obscure as

researchers fail to understand the fact

that phrasal words and words in a phrase

are intonationally alike as far as sen—

tence prosody is concerned. However, re-

seachers differentiate phrasal words as

isolated words proper, in contrast to the

same words in a phrase. As a result, vari-

ous manifestations of phrasal word intona—

tion are interpreted as acoustic stress

correlatives. Taking into consideration

that both phrasal words and expanded phra-

ses can be pronounced with various logi-

cal, emotional, expressive accessory into-

nation in dependence of the phrasal word

contextual semantics, the difficulty of

word-stress unambiguous interpretation

is quite understandable. In effect, rese-

archers are oblivious of the fact that

isolatedly pronounced words, allegedly

proving word-stress presence in the Tur-

kic languages, are, in fact, contained

in a syntactical unit with a more-than-

word volume, and, thus, they bear partly

this units' intonation.

Hence, the Turkic "word-stress" does

Se 16.4.1
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not posses the Indo—European word proso-
dy's main characteristics of being the
word acoustic image's obligatory element.

The analysis of results in various in-
vestigations into the Turkic languages
"word-stress" nature shows that one should
speak of phrasal, rhythmic-syntagmatic,lo—
gical-expressive prominence of this or
that syllable in the word rather than of
word-stress, and this makes quite a diffe-
rence. Phonemic stress significance in
the Indo-European languages and tone sig-
nificance in the syllabic ones is known
to win recognition from all researchers.
As far as synharmonism in the Turkic lan-
guages was concerned, phoneticians did not
pay Special attention to it from the func-
tional analysis point of view despite syn-
harmonism being recognised as a really
existing acoustic phenomenon.

Partially this occured due to the fact
that turkologists-phoneticians as we have
already told cherished their pettheory of
word-stress.

Thus, the leading phonological functi—
on of synharmonism pertains to keeping ho-
mogenious synharmotimbre of the Turkic
word's whole image, this being the obliga—
tory element of its phonetic image. Viola-
tion of hemogenious character of timbre
disrupts the word, grates upon the ears,
impedes perception or makes it absolutely
unintelligible.

Thus, the constitutive function of synp
harmonism provides proper recognition of
a word. For example, such Turkic words as

I

[has], [12's 5'], [505°], [6°65 5”]
etc. are characterised not only by a cer-
tain linear combination of sound but also
by unique quality of each word's synharmo-
tibre, both vowels and consonants alike
being synharmonic timbre bearers. The im-
portance of synharmonism constitutive fun-
ction is also proven by the fact that any
synharmonically properly organised word
is easily and correctly pronounced by Tur-
kic languages native speakers. A word sou-
nds familiar though its meaning may not be
clear, such as dialectal or professional
vocabulary.

Another function of similar importance
is the culminative one, i.e. unification
of word image forming sounds. Provided
the word is polysyllabic, all syllables
are organised according to one of the syn-
harmonic timbres. This function plays an
important role in the Turkic word general
phonetic image formation and it proves syne
harmonism being characteristic not only of
polysyllabic words but monosyllabic ones
as well. It means that the terms ”synhar-
monism" and "vowel harmony" are not syno-
nyms, the latter being inexact both as a
term and a phenomenon. Vowels play but
syllable forming role in the Turkic lan-
guages without being "harmonisers" and,
moreover, without performing word-distinc-

tive function.
From the phonetic point of view, the

set of synharmonic allophones (synharmo-
sounds) proper is of great importance.
Correct recognition of a Turkic word un-
der unfavourable phonetic conditions of
communication, as in case of vowel devoi-
cing, depends on the audibility of the
whole syllable, i.e. on consonant synhar-
monism.

Word-distinctive function of synharmo-
nism is significant as well. One can pro-
ve it by taking minimal (and polysyllabic)
synharmonic pairs or quartettes of words
widely used in the Turkic languages. (One
can say that Turkic vocabulary contains
systems of s nharmonic pairs or quartet-
tes of words . For instance, the words

I IO ..

[Zys1,[t¢stl[1°w5il[t as?)
are distinguish not only through vowel
synharmonism, but also by consonant one.
Participation of all sounds comprising
the word in word distinction (contrast)is
strictly obligatory. It is impossible for
any synharmonic variant of one consonant
to be replaced by another one. In other
words, the above words should not sound
as [figs/J or [t'cs] or[{,°u_5]
etc. Such a violation brings about unna-
tural sounding of profoundly Turkic words
which become inconvenient to be pronoun-
ced by native speakers of the Turkic lan-
guages.

Since spectral characteristics of
sounds comprising a syllable (a word) is
acoustic correlative of synharmonic timb-
res, and its general spectral picture is,
in a certain way, retentionary and cons-
tant, one can speak of register character
of synharmonic timbres. These timbres are
distinguished from one another by this or
that order of placing vowel and consonant
formants. A certain type of synharmOnic
timbre (its characteristic acoustic con-
tour) begins with a consonant preceding a
vowel (if a syllable begins with a conso-
nant) and is expanded over to a consonant
concluding a syllable (if the syllable
ends up with a consonant). Thus, synharmo-
nic timbre is a property of the whole 531‘
lable, both vowel and consonant included-

Existence of synharmonic timbres is
proven by their functioning as word-dis-
tinctors, word formers and word-dividers:
thus the difference between them being 0f
phonological significance. Since Synharmv'
n10 phonology allows to distinguish 4 syn-
harmonic timbres (hard, soft, labial: non-
labial), Turkic languages can be called
polytimbral ones.

Thus, the language functions inherent
in stress of accentual languages and in
tone of syllabic ones are found on the T111“
kic languages in synharmonism. This shows
their functional identity in general lin’
guistics plane and seems to represent im-
portant leading typological features poin-
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rinci a1 differences rather than

:?%igglgrriti£s of these language groups.

In connection with these typological

differences one should distinguish, in

consecutive order, phonetic (universal)

co-articulation, characteristic of all

languages as a result of mutual influence

of ajscent sounds, and phonological (par-

ticular) one, where it is preconditioned

by the Turkic languages synharmonism. Vio-

lation or some inconsistency of co-arti-

culation in the first case is quite pos-d

sible, while in the second case it shoul

be strictly observed, for each synharmo—

segment, synharmosyllable included, is 31d

phonological unit. That is why, one she

look for syllable division types, syllz-

ble boundary features in synharmonism.

Turkic syllable is the smallest pronounr

ced language unit, acoustically strictly

limited by one of synharmonic timbres.

Such limitation is sostable that synhar-

monic co—articulation violation within a

syllable is absolutely impossible. hiicu-

feature of syllabic synharmonic co—ai ho-

lation is that very linguistic signs a

mi v s llable-boun ary.

nTo zur mind, a morpheme less than a1 n-

syllable does not exist in the Turkic a1

Suages. The morpheme linear size is :qua ,

atleast, to a syllable. It is prede ir-

mined by the very nature of synharmon sm,

fortimbral characteristics of synharmo-

rnsm can be realised only in a syllabte.

Itexcludes the existence of consonanhe-

morphemes, while vowels comprise morpnde-

mesbecause they can form syllables

endent . _

p Traditional concepts of generzl lfgct

Suistics were unable to explain h: ter—

that the word's first syllable pretg an-

mined the synharmonic accesory of hogeti-

tecedent syllables, their stablitpon of

0&1 homogenity, i.e. strong pos d b all

the first syllable and recognise dywhich

researchers fixed stress at its enh o 0—

means another strong position at t ecogp

site and of the word. This led tots strgng

romise: the existence of 2 opposi is re-

Positions in the Turkic structurenharmo-

°°8nised, i.e. word-stress andtsy ch othms

nism which allegedly complemen eaould

Such a paradoxical compromise wrd ro-

not have existed, if the Turkic wo agi-

sodic feature were scientificallfiiju ree-

fied and were not attribggggdgo sas

able wi t ccentua p -

We hggegfogmulated the following main

rinci less _ _

g. Worg-stress, word-tone and word i%316_

harmonism as the same level unitgfie uni-

ment analogical functions, 1.6; to fine

t9 acoustic segments of words n dical

wholw. While word-stress is pros:1c le-

means of a word unity on a phone word

vel in the Indo—European languaseiiabic

tone is the same means for the BY

a ages and word synharmonism — for

thfiugkié (and, possibly, for all the
Ural—Altaic) languages. These means age

equal in carrying out constitutive an

word-distinctive functions. Therefore,

each of these means contains prosodic

feature, characteristic for a certs n

t e.

éénfiligiheyg means, being prosodical fea-

tures of the word, regulate phonetic gra-

dation of syllable, i.e. word-stress—ac-_

centual (stressed, pretonic, counter-pie

tonic, posttonic, etc. syllables), wor

tone-tonal (low, medium, high, rising,

falling and the like re isters), we:i 1

synharmonism - timbral hard nonela 31,1

hard labial, soft non-labial, soft 1a a

timbres).
f the means originally regula-

EesEgggigulatiogracoustic interaction (co-

articulation) of sounds in a syllable£1

4. Each of 3 means accomplishes spec c1

word division into minimal (in functions

plane) sound segments, i.e. word-stress-

into phonemes, word-tone-into tonemes, ts

word synharmonism - into synharmosegmen

(synemes). . f 11

mon basic phonetic unit or a

§.mg§:scg: a syllggle, gut their phonetic

'on is di eren .

gfaiiégfii opinion, the existence ofallt

or 2 identical in function but diffierzn

in realisation types of word prose y 2

one language or a related languages gr up

phonetic system is impossible..There :re,

the word-stress existence in the Turk c

languages should be considered false.
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ACOUSTIC VS. LEXICAL JUDGEMENTS IN THE PERCEPTION 0F FALLING ACCENTS
IN SERBO‘CROATIAN: A PRELIMINARY STUDY

VESNA MILDNER

University Computing Center
University of Zagreb
#1000 Zagreb, Yugoslavia

ABSTRACT

This paper concentrates on the difference
in duration between the long falling and short
falling accent in Serbo-Croatian. Another aim
of the study was to determine whether listeners
who do not speak the language would be able to
make acoustic distinction between the two, and
if they would, whether they would shift their
judgements from long to short at the same point
or along the same lines as the speakers of
Serbo-Croatian.

INTRODUCTION

In Serbo-Croatian (SC) the word accent consists of
three elements: stress, length and pitch. The com-
bination of these elements gives four accent types:
short falling (s~); long falling (f\); short rls-
ing (\ ) and long rising (/).
There are some restrictions with regard to the dis-
tribution of the four accent types: In monosyllablc
words only the falling accent can occur; the last
syllable is never accented; polysyllabic words can
carry the falling accent only on the first syllable
While tonal patterns (pitch) are associated with
stressed syllables, "the quantity system Is rela-
tively more independent, since quantity contrasts
also occur in unstressed syllables” /1/. Apart from
numerous dialectal variations, two variations are
acceptable In standard SC: optional short tonal
distinction and optional or non-existent posttonal
vowel length.
The fact that only the falling accent can occur in
monosyllabic words has probably lead J. Gvozdanovié
[2/ to an imprecise conclusion that "monosyllabic
prosodic words have no tone and accent, but can on-
ly have prominence in a phrase or a sentence”. The
very fact that a word has prominence (stress) re-
quires that word to have one of the accents (hence,
tone). A more precise statement pertaining to tone
In monosyllabic words is given by Lehlste and Ivié
III: “Monosyllabic words do not show tonal con-
trasts.“ This statement strikes closer to home,
since In monosyllabic words, bearing only falling
accents, the contrast can be primarily found In
their duration and, possibly, fundamental frequency
peak location /3,k,5,6/ and final fundamental fre-
quency value of the accented vowel /7,8,9/. Lehlste
and Ivié /1/ state the following: "From the point
of view of the system the short and long rising ac-
cents differ from each other in terms of duration;
In the same way, the two falling accents differ In

LEIGH LISKER

Department of Linguistics
University of Pennsylvania
Philadelphia, PA 1910“, USA

terms of duration. The cue value of the difference
in the placement of fundamental frequency peak on
the stressed syllable thus seems dependent on
length...”.
Most authors studying SC accents have dealt mainly
with disyllablc or polysyllabic words and concen-
trated on the distinctions between long falling and
long rising or short falling and short rising ac-
cents, probably due to the fact that these dIac-
tions are richer, and depend on a number of vaHa-
bias.
The main aim of this study was to concentrate on
the difference in duration between the long faIHng
(LF) and short falling (SF) accent, keeping a“
other parameters constant. That the question of dw
ration In these two types of accent is not trlvlfl
was shown by the studies of Magner and Matejka /10/
who, among other distinctions, tested the percep-
tion of native speakers of SC In an attempt to de-
termine how much of the accentual system developed

by V. Karadiié in the early 19th century and adop-
ted as standard for SC, is In actual use and wheth-

er native speakers of the language who may not use
all the distinctions in their own speech can stiH
detect those differences and make lexical judge-
ments based on them. They found that not all of
their listeners could identify the distinction be-
tween the short and the long falling accent In the
word pas when presented with the natural prodgc-

tion of these words in sentences éiji je to pas hr
mo (Whose dog is that there) and éiji je to pas td'
mo (Whose belt is that there). Unfortunately, the
authors do not provide any acoustic measurementsi
so it is not known from their reports what the du-
ration of the accented vowel In the target words
was. However, their results show that speakers of
SC In most of the major cities can identify the
difference between the long and the short accented

vowel and conclude "that in their speech accentual

quantity ls meaningfully utilized and appears asa
functional prosodic system“. The authors have also
found that even speakers who do not distinguish
these two accents In their own speech (big cltleSL
”are capable of Identifying distinctions which theY
themselves do not Implement...“.

MATERIALS AND PROCEDURE

Preparation of test material: Two native
Speakers of SC from the city of Zagreb, who both
utilize the long-short distinction In their speech
recorded several tokens of the word pas (belt) and
phs (dog) in medial and final sentence positions
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' ion, via a Crown 700 series tapere-

zggd;:,i:2I:; an EIectro-Voiie microphone (model

ic Omnidirectiona .

Ittgzghz were then sampled via an analog-to-digi-

tal converter with a rate of 12,500 samples pi‘erI I

second. The samples were stored In a PDP-li d g ta

computer. A low-pass filter with the cut-off fre

quency of 5000 Hz and a slope of -48 dB per octave-

was used to filter out the 12,500 sampling freque:

cy. Using the ILS package for acoustic analySIZ - e

tokens were displayed and the duration and fpn ad

mental frequency contour calculated and disp ale .

Table I shows vowel durations for different to ens

of pas and pas. a

' d
1. Duration of the five tokens of pas an

Table five tokens of p33 (in msec) In ascending

order

Accent type SF (\\) LF (A)

90 I70
120 210

l 0 220(msec) 12° . 2h0

IQO 250

be seen from Table 1.. the I°”9e5t V°wel
:2aiin332he SF accent was IMO msec and th? Sh°rt55t
vowel bearing the LF accent was 170 msec on:i ta

These data are In agreement w'th those cf Le b5 r-
andlvlé /II/ for di' afld pOIYSYIIabIC wordid :Iso
Ing short and long falling accents- It shou have
bereported here that. although m°5t authogs f the
found a slight rise. Peak a“d then the fa f gallln
fundamental frequenCY °°“t°ur I" samples 0 enc g
accents, no such movement Of fundamental freqube Y

wasfound in any of the tokens here. This can din

exMained by the fact that the consonant prileandg

theexamined vowel was a voiceless stop (/p f
It has been found (/12/ and an earlier study ° am-this author) that in that cise :hfnzeak occurs

mediatel after the onset 0 V0 c ' -
One of the originally recorded sentences. 02:01:”

krasan p23 (This is a beautifuz belt), wasst sen'

as the starting point for all the other tewei in

tences. In that particular sentence the vgf these

the word pas had a duration of I85 mseC- oiced
185 msec 138 msec was the duration of tgetheinterval and “7 msec was the duratlorl‘lob identi-
tsper-Iike portion which could stl he relation’

fied as vowel (/a/). I" order 9° keep t e tal fre-
ship between the initial and final funga:e:hortened

quency value constant. the V°"°I was t eltch peri-
In such a way that individual compiete p itch pe-

ods were removed from the stimulUS- These p in
rlods were extracted at "9"“r interiall' uVSIENIl
the in-house program for acoustic ana yS shew Havén.

on a VAX computer. at HaSkI"5 Laioratory'erlods
CT. For each magnitude of reduction the P d over

were chosen so as to be equally dIStrIbhte arame-
the voiced period. By this method all t 6': this

ters except duration were kept constan Ined all

way 8 different tokens of pas "Tre Obta nce'Ovo je
incorporated into the same carrier sente h of these

krasan (This is a beautiful __—)' Eac which
sentéfiEEs was then recorded “ more tImes’re ran-

Yielded 40 test sentences. The sentences WES be-
domized, with a silent interval of 3 secon
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le 2. shows the 8
tween subsequent sentences. Tab

durations of the vowel in the word pas (Including

the whisper-like portion).

Table 2. Durations of the vowel /a/ in the word

pas

Stimulus Duration (in msec)

185
17k
163
158
1&7
137
131
119m

N
O

‘W
P

W
N

‘

'
of sub~

The e eriment: There were two groups

jects. Oneeoup consisted of 6 native speakersdof

SC. All the subjects in this grozp lireshgmafltil-

d In the city of Zagreb, an a o

izlsihe long-short distinction In their own speech.

The second group consisted of 8 Americans - sevenf

students and one professor of linguistics. None 0

eak SC.

Rgiivzpspeakers of SC were asked t: :akitLegggalr

nts. Each subject was prOVI e w. . . -

ihggimzonsistlng of no pairs of words zivotinaa/po

jas (animal/synonim for belt) and was asked so unnt

derline or circle the one which, In their JU geme

corresponded to the stimulus uszd in tte sigfiinpz.

ke to ma e a
The American subjects were as b f re the

ants. It was explained to them e o _

{:ggefihat all the sentences wpuLd :e shiaiigi z?

I d in wh c t e u
cept for the last wor , . t d out that they

el would vary. It was pain a .

:hgulzwonly pay attention to the duration of that

vowel. Each subject was prOVIded with an ansge; he

sheet consisting of #0 blank lines §n(¥hic:h°:t§

ked to write L (for long or o ,

SZZeRZIng on their judgement of the duration of the

l in the last word of the sentence.

;:¥:re the test both groups were prespnpfidtzétaotzo

ces containing the longest vowe -

sggtfgllowed by two sentences containing the short

est vowel in the word p33. These four sentences b-

served as a training session for the American su k-

'ects and as control for the group of native speak

irs of SC. Those native speakers who could not ma e

the distinction between the two extremes were not

lhztzgntences were presented to the listeners in a

free space room via the Czown 700 :erie? taneat'c

- 00 Jans on e ec
corder, connected to a Z 6 M d I am lifier

aker through the Crown D 0 o e p ,

itugsggmfortable listening level, approximately 2

from the listeners.

Eitili 1. shows pooled responses of native speakers
ofgsc in terms of percentage of long (pas) agd —

short (pas) responses to a particular vowel ura-

tion As it can be seen from the Figure, the per

ce tion of the long-short distinction Is very near-

l pcategorical for native speakers of SC. The d -

cross-over point is at stimulus 5, In whicg the u

ation of the vowel was lk7 msec (“3.33% pas and

E6 67% p23 responses). Stimulus h (vowel duration

of 158 msec) elicited 80% pas and 20% p33 responses

while stimulus 6 (vowel duration of 137 msec) ell
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cited 86.672 p33 responses and 13.33% p33 responses
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Figure 1. Pooled responses of native speakers of SC
to eight different vowel durations
(o - pas; x - pas)

With respect to their responses American subjects
can be divided into two groups. Five out of 8 Ame-
ricans made obviously random judgements of the vow-
el duration. No pattern was found that might indi-
cate at least a tendency to label the stimuli with
some consistency in accordance with their duration.
Three out of 8 American subjects were non-random in
their responses. Figure 2. shows pooled responses
of these three listeners in terms of percentage of
long and short responses to a particular vowel du-
ration.
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Vowel duration (msec)
Figure 2. Pooled responses of 3 American subjects

who had non-random responses to eight
different vowel durations
(o - long; x - short)

As it can be seen from the Figure. these 3 listen-ers exhibit a near categoricity of perception. Twothings distinguish these listeners from the nativespeakers of SC. First of all, their responses arerandom for two stimuli, rather than one, which
shows that their perception is not as categoricalas that of native speakers of SC. The vowel dura-tion of these two stimuli (h and 5) was 158 and 147msec. respectively, with 53.33% "short" and “6.672"long” responses in each. Obviously, the signifi-cant shift ln judgements from “long" to "short” oc-curs at the same point as for native speakers of SCwhile the point at which their responses become

random occurs earlier on the duration scale, than.
for the native speakers of SC.
The other interesting detail that can be observed
in Figure 2. is that these 3 American subjects are
not entirely consistently shifting their judgements
Several unexpected peaks and valleys can be seenln
Fig. 2. - 100% ”short” or "long” judgements do not
occur in reSponses to the stimuli of shortest or
longest duration, respectively. Stimulus 1 elicited
93.332 ”long“ responses. Similarly, of the 3 stimu:
li predominantly labeled as “short“, the longest
one, stimulus 6, elicited 1002 "short“ responses,
while the actually shorter stimuli 7 and 8 elicited
86.67% ”short” responses each. Closer examination
of the responses of these 3 listeners and the order
of stimuli presentation shows that all tokens of
stimulus 2 (1002 “long“ reSponses) and stimulus 6
(1002 ”short” responses”) occur after the 12th po-
sition on the test tape. it appears that these “5-
teners were actually in the process of establishing
some sort of a reference scale in the first quarter
of the test and all the inconsistencies are found
in responses to stimuli presented as the first 12
test stimuli. This indicates that the more catego-
rical perception of native speakers of SC is a re-
sult of their being more attentive to phonemic
length which they use and hear in everyday communi-
cation. On the basis of these results and observa-
tions it can be expected that re-testing of the
same 3 American subjects or providing them with a
short pre-test session, which would include all du-
rations, rather than just the extremes, would yield
results closer to those obtained for native speak-
ers of SC.
It should also be noted that 3 out of 5 tokens of
stimulus S (vowel duration of 1&7 msec), to which
random responses were given both by native speak-
ers of SC and the 3 Americans, occurred very early
in the test (positions 3, 8 and 9). Stimulus 5 was
only slightly (7 msec) longer than the longest vow-
el bearing the SF accent, found in acoustical mea-
surements preceding the experiment and in litera-
ture. The fact that the stimulus of such "border-
line” duration was presented so early in the test
might have contributed to the randomness of re-
sponses of the above mentioned subjects. It remains
to be determined whether a pre-test session pro-
vided for the native speakers of SC would result in
a clearer switch from p33 to p33 judgements, with-
out randomness of responses in between. The acous-
tic measurements of natural productions of the
words p33 and pas carried out during the prepara'tion for the experiment, as well as the data found
in literature, show that the vowels bearing the LF
accent are not shorter than 170 msec and that the
vowels bearing the SF accent are not longer than1k0 msec. The results of this study indicate that
the native speakers of SC are more apt to labelshorter-than-natural durations of vowels under LF
accent as long than the longer-than-natural dura-
tions of vowels unde; SF accent as short. Even the
fact that the word pas is more common than the
word pas (which has become to be regarded as
Slightly archaic and is not frequently used in mod'
ern SC, did not cause a bias toward it in the judg-ments of native speakers of the language.
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CONCLUSION

0n the basis of the results of this pilot study the

following conclusions can be drawn:

- ‘ akers of SC, who utilize the long-short

Siztl:c:l:n (between the LF and the SF accent: in

their own speech, exhibit categorical percept on

of this distinction when presented with words _n

carrier sentence) which differ only in the dilira1

tion of the vowel and when asked to make lex ca

judgements.

- s-over oint, at which the judgements of

12:1320: eakerspof SC shift from long (pas) to ‘

short (p53) occurs at the stimulus with the vowe

duration of ih7 msec. which is slightly longer-

than the longest duration of the naturally pro

duced vowel bearing the SF, found in literature

and in preliminary acoustic measurements.

- American subjects, who do not speak SC, exhibit-

two types of perceptual behavior in their aiouzw-

tic judgements of the duration of the targe dim

el - their responses are either entirelylrar;he

or show a pattern similar to that found n

responses of native speakers of SC.

- American subjects whose responses areunot nangom

start to shift their judgements from longf SC

”short” earlier than the native speakers oh i -

i.e. at a longer stimulus (158 msec) but t efzrg

niflcant switch occurs at the same point as

native speakers of SC (137 msec).

' C are
- T are is evidence that native speakers of S

mgre attentive to the long-short distincFLo: shag

the American subjects, which can be attr _u SC

the fact that vowel duration is phonemicdne it

and native speakers of this language ut d 2 com-

in their own speech and hear it in every ay

munication.

' Testing of larger groups of subjectsll: azsezsagy

to determine which type of perceptua :0 do not

mOre characteristic for the Americans w

speak SC.
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AN ACOUSTIC STUDY ON MURHURED AND "TIGHT" PHONATION IN GUJARATI
DIALECTS - A PRELIMINARY REPORT

CH. LANGMEIER' U. LUDERS L. SCHIEFER BH. HODI

Institut fur Phonetik und Sprachliche Dept.of Linguistics
Kommunikation der Ludwig Maximilians- Faculty of Arts,
Universitat Munchen, FRG n.s. University of

Baroda, India

ABSTRACT The differences between the subjects seem
to reflect different dialects, as RD and
PBP were born in Saurashtra (western part

The purpose of our study was twofold: (i) of Gujarat), whereas PvB (Baroda), SK
to define "tight" phonation in acoustic (Surat), and GU (northern Gujarat, Ahmeda-
terms and (ii) to examine the acoustic dif‘ bad) originate from the northern and eas-
ferences between murmured and "tight“ tern part of Gujarat. The dialectal differ-
phonation in Gujarati. The analysis was ences of Gujarati have been subjected to an
based on the parameters: Fo contour. over-
all intensity,
2nd harmonic,
and the
tude of
the bandwidth
serve best
tight phonation

Gujarati
ally treated

and normal
are used
mured from
they serve
from voiceless.
voiced ones.
which have

ters by
from normal

bandwidth of F1 and F2. The ampli-
the first two harmonics as well as

in distinguishing murmured from low larynx position,

as a member of that group of
languages which contrast murmur phonation

voicing. Both phonation types
on the one side to separate mur-

clear vowels. on the other side
to distinguish murmured stops

Acoustical analyses of murmur
been carried out since the late

fifties revealed several acoustic parame-
which murmur may be distinguished

voicing. Murmur is characte-
rized by the following features: a lowering

extensive study by one of us (Modi,’5), who
employed the method of tomography in her
analysis. It appeared that two dialect
groups have to been treated separately ac-
cording to the phonation types used. One

of F1 and F2 turned out to group, which she calls "murmur", shows a
whereas the other

group (“tight") has a high larynx position
in order to avoid murmur phonation.'As the
term "tight" for the non-murmur dialects

amplitude of the 1st and
the frequency of F1 and F2,

INTRODUCTION was introduced impressionistically by Modi
[5] it still lacks definition in terms of
acoustic features. The aim of our present

Indo—Aryan language- is usu- study was therefore to examine the influ-
ence of several acoustic parameters in mur-
mur and tight phonation. The following pa-
rameters have been examined: (1) the course
of the fundamental frequency (Fo), (ii) the
overall intensity, (iii) the amount of en-
ergy in the first (H1) and second (H2) har-

voiceless aspirated. and monic, and (iv) the frequency of F1, F2 as
well as (v) their corresponding bandwidths
B1 and BL

HATERIAL AND INFORHANTS

of fundamental frequency (Fischer-Jorgensen
(2],
in the
relation to
Ladefoged [4),
mants [21,
[2].

early one,
[2],
murmured and
that the

for PvB.
speech

328

[6], Schiefer [81). an increase
amplitude of the first harmonic in

the second one (Bickley [1], as a

a later onset of higher formants
lowering of the second formant

(Pongweni.
course [2).
intensity [8L
acoustic studies on Gujarati. and a quite

is that of E. Fischer-Jorgensen
examined the differences between

clear vowels
seven subjects used in her inves-

tigation showed great variability in produ-
cing murmured
points out
vowels in

and a lowering of the overall

"all informants have murmured
their natural speech, and this

pronunciation seemed to be very constant
and GU. In RD's and PBP's

Our analysis was based on a rather limited
material, and the results should be taken

preliminary report on the selectivity
of the acoustic parameters for the separa-
tion between murmur and tight phonation. W9
based our analysis on murmured stops rather
than vowels as we felt that the stops would
provide the most stringest test for the
saliency of the single acoustic parameters
Hurmured stops occur in both dialects and
are contrasted from the other stops byla
distinctive release of the stop, which 18
characterized by an incomplete closure bet-
ween the vocal folds during the phonstory
cycle.
The material consisted of isolated words
containing the murmured stops in five
places of articulation (labial, dentaL
retroflex, palatal, and velar) followed by
the vowel /a/ in word—initial DOSiti°m
Each CV syllable occurred five to 15 times

Huffman [31), broader for-

an irregular intensity

One of the most extensive

It is apparent

vowels. As Fischer-Jorgensen

is optional" [2, p.741.
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' . ded
' material. The material was recor

1: tEzpe in Baroda, India. One speaker

fmale) from Rajkot and one from Ahmedabad

served as informants for tight and murmured

phonation.

PROCEDURE

'c anal sis of the data was run

igehazinl where the words were digitized

(using a sample rate of 20 kHz) filtereg

with a cut off frequency of 0 kHz ”an

stored on a PDP11/50. The periodic portions

of the initial CV syllables of all words

were segmented into single pitch periodsfby

the help of a segmentation routine ( or

further detail of. [8]) and stored for fur

ther analysis. The fundamental frequency

was calculated from the segmented materi:

and measured for the first 14 pitch periots

after the burst of the stop. The intensi y

was measured for the same vowel portion

The same (segmented) material was used to

calculate the contribution of H1 and H2 0

the overall intensity of all pitch periods

ofthe vowel. A second analySis was runFon

Hm unsegmented data in order to gaindth,

F2 data and their corresponding bandwi s

bythe use of a LPC procedure. The folks)?2

ing adjustments were made: frame size - ent

samples (this is equivalent to a segm =

dmetion of 25.6 ms), window shift sizen

128 samples, filter degree = 22. Hammicg

WHNOw size = 512 samples, preemphasis ad—

tcr= 0.7. There was a limitation for ban _

Mdth of the formants, which could not :zr

CEed 2/3 of the formants value. Grea t

bMMwidth led to a rejection of the fogns

NWDosed by the routine. As great pigoF1 in

wereinvolved in the calculation 0 1_ .—

murmur (for detail see below) thislpres::;s

nary analysis was run on the vefa torial

only. Separate multivariate two sci) F0

analysis of variance were run for(_v) F1,

(ii) intensity, (iii) H1 and H2, 1 .

(v) F2, (vi) B1, and (vii) 52.

RESULTS

re
Fundamental freguencx. The results ghe- 1.
iven 'n Fi s. 1 to 3 and 1“ Table

gifferences f" Fo between b9th speahersbgzfi
small. Po at vowel onset ls 10walnln the
Speakers and increases towards P1 p1 to P3
murmured dialect a F0 f§11 from 1y not
can be observed. Whic“ ls ObVIggicerning
produced by the other speaker. <1ace of
the influence of the Stop sb Eween the
articulation great differences e murmured
dialects can be observed. The ttern as
sDeaker shows a quite regular paP2/P3 can
for all stops a fa11 from P1.t9 towards
be found and a quasi-1ineaP rlslngnset are
P14. The F0 differences at V°wel gour At
smaller than at the and 0f the co; ortion
the end of the (measured) vowethephantl
higher F0 values are assigned t° - nt]
(/dh bh dhl), lower valuestgghtEgfioLation
stops (/3h ghl). The F0 differ-
sneaker shows somewhat grafter
ences at vowel onset. a VISIng
Jh/ and a falling—rising patter
to P4) after lgh an dhl. The

F0 after lbh
n (from P1

difference

Table 1: Statistical results for F0, inten-

sity, and harmonics H1 and H2

D=dia1ect, P=place of articular

tion, H=harmonics.

Fo intensity H1/H2

INTERACTIONS

D-P-H --- --- n s

H-P --- --- n.s.

D-H ——— --— < .001

D-P (.001 (.001 n s.

""""""""""IZZ""'ZII" < 00,
H1/H2 .

DIALECT (.01 (.001 <.001

PLACE-OF-ARTIC n.s . <.001 <.001

en the stops at P14 is greater and F0

222:: to depend on the apicality of the

stop rather than on its position; [-apic]

stops show slightly higher, [+apicl stops

lower values.

' x ' ‘ ts for
nsit . Fi . 4 displays the resul

taggintensityg averaged over all places of

articulation for both speakers, whereas the

influences of the place of articulation are

plotted separately for murmur and tight in

Figs. 5 and 6, respectively. The statisti-

cal results are given in Table 1. The in—

tensity is lower in tight than in murmur

phonation. In both dialects the intensity

is lowest at vowel onset, increases rapidly

towards P3/P4, and increases slowly towards

the end of the contour in murmur, whereas

in tight phonation the amount of increase

is greater from P8 to P14, which indicates

a change in the underlying phonation pro-

cess. In murmur the influence of the place

of articulation on the intensity is small,

smallest at vowel onset and increases

slightly towards the end of the contour.

The increase in intensity over the contour

is nearly the same for all stops. ht P14

[+ant] stops show a somewhat greater inten-

sity than do [-antl stops. In tight phona-

tion the influence of the stop 5 place of

articulation is greater at vowel onset as

well as at the end of the contour. The in-

tensity is greater in l+antl stops and less

in (-ant] ones. The intenSity course after

lgh/ differs significantly from the other

ones as there is an abrupt increase in in-

tensity after P9. This 'again can be ex-

plained by a change in ,the underlying

phonation type. as we believe that murmur

can be sustained after lgh/ only if it is

accompanied by a low larynx position

' ' 7 and 8 dis-
__n_i_uss_2£_.fll_£2§_flz. Figs.
3T3: the results for H1 and 'Hz for both

dialects, whereas the statistical results

are again given in Table 1. We have mea—

sured the amount by which the single har-

monics contribute to the overall intensity

of the single pitch periods.' In .tight

phonation the amount of energy is slightly

higher in H1 than in H2. This feature is

associated, as mentioned above. with mur-

mur phonation. The difference remains rela—

tively constant throughout the vowel. In

murmur on the other hand the difference

between H1 and H2 is much greater. Whereas

the course of H1 and H2 is nearly level in

tight phonation, the amount of energy in H1

increases in murmur from P1 to P14. H2, on
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30_
Hm other hand, shows a rising-falling- in ti ht th - h t" T k'

_ ,5l.:rotl) f u

. . 9 an in murmur p ona ion. a ing

13° ordi:1e;:- unc on H HUR _ _. -. level pattern. The-Influence‘of‘the stop.s both parameters together. we argue that

-
___ ...w""' ..... LAB. 1 place of artlculatlon 1s Slemflcant in they reflect different degrees of'

‘ _ hu‘ Tm 25— .Inune“ ”‘ ; both dialects, where [+ant] stops again variability in the phonation. showing

,5 1 .20
_ ,--' )— ip—n. , Aw I hive somewhat higher values than l-antl greater variability in tight phonation

,1. 1 -
.’ ‘_ no” sops.

(with a high larynx position) and. less

if? _ "WM“. 22 , :./ ’figa‘rjf‘arr- "“°"‘"" 1
variability in murmur, where the larynx po-

‘2. no . ,,.---"'
_ (V ' h-o RET F1 F2 B1 and 82. As the LPc failed to sition is 101.1,

{‘H - a. .”,g ~~0-“ % ’
1 calcu1at: F1ttpre2;821Z for about 250 ms of The results of the analysis of H1 and H2

15. _
. 13-

rue ( the vowe a er e s op's release, F1 and show that in both dialects "murmur" occurs.

v Q km
3 .

PAL M are measured for the steady vowel por- Whereas the degree of murmur is high in

H a -
g

,_, \ tion only. The results for F1 differ ex— murmured it is low in tight dialects. This

m h _
g H “ Mmi:1nunflty(fl)aso Nnuiu u v“ , trumly between the murmured and tight difference in the degree of murmur is re-,

H‘ ,5
5 _ Phceof-rucuauon(numum “ Speaker: F1, averaged over 368 ms is 660.0 flected by the results from bandwidths 31
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. . . 1 ' 1 . . . . . ¢=

1 Hzin murmur and 906.5 Hz in tight phona- and 82. In both dialects the bandwidth of
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other hand B1 remains great throughout the
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GROUPES D'OCCLUSIVES ET CLICS

AlA/NI‘IARC/Ml

lnstitut de phonétique , U.A. 261 CNRS

29 avenue Robert Schuman

13621 Aix-en-Provence , FRANCE

INTRODUCTION

L'etude EPG de l'enchainement des

gestes articulatoires lors de la

production de groupes d'occlusives

fait souvent apparaitre des phases de

double occlusion (l). Nous nous
attacherons dans cette

communication a examiner les

mouvements de la langue associés au

relachement de Cl . ‘
Nos observations portent environ sur

200cas de double occlusion releves

dans la prononciation de phrases

naturelles francaises repetees par

trois locuteurs . Au dela de‘la grande

variabilite des données articulatoires

. il est possible d'identil‘ier d'apres les

principes generaux

d'aerodynamiques (2) quatre types

d'évenements . Ceux-ci sont illustrés

par les exemples sulvants .

1— Stabilité (?) de la double tenue .

Le barrage median caracteristique du

lk / est etabli depuis 110 ms lorsque
se produit l'implosion de /t/ dans la
sequence laktu/ ( Fig . 1 ) . Les
images 139 et 140 montrent que

1’occ1usion anterieure et 1'occ1USion
postérieure sont tenues
simultanément pendant 20 ms . A en
juger par la stabilite des appuis
linguo—palatins observee par la
technique de l'electropalatographie.
il n‘est pas possible d‘emettre
d'hypoth'ese sur la nature du
relachement de C1 . En effet le corps
de la langue a pu se creuser, se
bomber ou demeurer immobile . mais
nous n‘avons pas de moyen direct de
le verifier

2— Concaténation des tenues

La preparation de C2 : lg/ consistant

dans l'elargissement des appuis dans

la zone postpalatale amorcé a l'image

101 se poursuit apres l'implosion de

Cl :/d/ ( images 102 a 108 ,Fig .2 ).
11 s'agit de la manifestation du

principe de coproduction ( 3) . 11 n'y
aura pas a proprement parler de

phase de double occlusion dans cet

enchainement consonantique car

lorsque 1e barrage du lg/ s‘établit , '

on observe en meme temps 1e

relachement de l'occlusion dans la
zone alveolaire . La simultanéité de

ces deux evénements peut étre liée a
la frequence d‘echantillonnage des

données RFC (100 Hz ) . L'analyse
acoustique montre effectivement que

le bruit d'explosion du ld/ ne differe
pas du "burst" caracteristique de

cette consonne dans un contexte

comparable.

3— Diminution de volume .

0n releve pour l'enchainement de /d/
a /k/ dans /sedki/ une phase de
double occlusion d‘une duree de 70

ms 1 images 235 a 241 ,Fig .3 ) .Les
deux occlusions delimitent une cavite

dont le volume va varier . A
1'implosion de C2 . 47 electrodes sont
activees contre 50 au relachement de
Cl . Le renforcement de l'appui de la

langue au . palais se produit
essentiellement dans la zone palatale
et entraine a partir des mesures
prises sur un modele en platre une

diminution de volume superieure a 3
cm3 . L‘elévation de la masse linguale
provoque ainsi une augmentation de
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la pression de l'air contenu dans cette

cavite et au rel‘achement de Cl . l'air

va se diriger vers lextérieur de la

bouche . Ce courant d'air egressif ne

provient pas des poumons puisque

l'occlusion velaire est complete ; il est

done initie par le mecanisme velique .

Le relachement de Cl s’apparente

done a la production d'un clic inverse

(3.4).

4- Augmentation du volume

La premiere image de la double

tenue ( image 244 .Fig . 4 ) de /t/ et

lk/ est caracterisee par l'activation

de 42 electrodes . A l‘image 247

précédant immediatement le

relachement de lt/ . on constate que

la langue s'est abaisse puisque le

nombre de contacts touches est passe

£138 . Ce mouvement entraine une

augmentation de volume d'environ 4

cm3 . et par consequent une

diminution de la pression de l'air

contenu dans la cavité delimitee par

la double occlusion Nous avons

allaire a la production dune

occlusive a depression : soit un clic .

CONCLUSION

Dans le cas de l'enchainement diune

occlusive anterieure suivie' dune

occlusive posterieure caracterise par

one phase de double occlusion . le

relachement de Cl s'apparente dans

de nombreux cas a la production 0 un

clic ou d'un clic inverse selon

l'évolution de l‘appui lingual et les

variations concomittantes de pressron

d'air intra—buccale . Ce phenomene a

un statut purement articulatmre en

Francais : mais il serait interessant de

verifier dans les langues qut

Connaissent les clics comme

phonemes si ceux-ci ne sont pas lSSUS

de groupes d'oc'clusives .
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ABSTRACT

In the present paper an attempt is made
to put forward the results of an electro-
glottographic study on the influence of
aspiration on vowel duration in Maithili‘-
a modern rude-Aryan language spoken by a
total of about 21 million people both in
Nepal and India. The main aim of our study
was to investigate whether phonation types
other than voicelessness and voicing also
affect the length of vowels preceding a
consonant. Our results clearly show that
the aspiration of the following consonant
does affect vowel duration in Haithili. In
fact, in Maithili the features of both

“i. i voice and aspiration do independently lend
increments of length to the preceding
vowel.

INTRODUCTION

There have been in the past quite a few
studies on vowel duration in various
languages of the world. One of the major
findings of most of these studies has been
that, other things remaining the same,
vowels are longer before voiced consonants
than before voiceless ones. This
phenomenon has usually been considered
[9.3. 1: 2; 3] to be due to an inherent
property of the speech production
mechanism. And a number of different
proposals have so far been made as to what
precise mechanism is responsible for this
lengthening of vowels. Some proposals [0.
g. h; 5] aim only to account for the
lengthening of vowels before voiced and
voiceless consonants, while others also
aim to account for such factors as: the
degree of opening of the vowel [c.g.
:7; 8]; place, manner and force of

articulation [e.g.9; 10; 11] of the
following consonants; the structure of the
syllable in which the vowel occurs [c.g.
1%, the nature of the phonemic contrasts

e.g.
‘13], and the degree of glottal/Opening (e.
3.53, 1kg as well as the airflow rate [9.
g. 15; 1 ] of the following consonants.
It has to be admitted that comparatively

fl 1 little has so far been published on the
M effect of aspiration on vowel duration.
w Relatively recently, Maddieson and Gandour
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[17] studied the effect of aspiration on
the duration of the Hindi vowel /a/«— as
spoken in Delhi-— and found some inter-
action between aspiration and vowel
duration. In a later study [18], Haddieson
investigated five 1anguages-— i.e. hindi,
Bengali, Assamese, Marathi and Eastern
American-— and came to the conclusion that
vowel lengthening before aspirated
consonants is not universal.
In the present paper an attempt is made to
put forward the results of an electro-
glottographic study on the influence of
aspiration on vowel duration in Maithili-—
the vowels studied here are those of a
variety of the 'standard' dialect of this
language. The main aim of the paper is to
investigate whether phonation types other
than voicelessness and voicing also affect
the length of vowels preceding a
consonant.

EXPERIMENTAL METHOD

Test Utterances

For the purpose of the present study,
appropriate test utterances-— as given in
Table I-— were prepared. This table lists
2h monosyllabic test utterances containing
the followin six Maithili oral vowels:
/i e a e o u , each followed by phono-
logically contrasting series of four stop
or affricate consonants- i.e. voiceless
unaspirated, voiceless aspirated, voiced
unaspirated and voiced aspirated. Where
complete minimal series of words contain-
ing all the stops with differing phonation
types in a given place of articulation did
not exist, nonsense utterances-— i.e.
utterances which are not available in the
Maithili lexicon and which therefore do
not mean anything in this language- were
added to fill the gaps in distribution-
Only three such nonsense items were
required for the purpose of this study3 1'
e. *[ga:ph], *[sozgh] and *[kugdh]: as
given in Table I. It must also be pointed
out that all the nonsense utterances thus
added in this table are phonologically
possible items in the Maithili language-
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1: Test words containing six

Table Maithili oral vowels followed by

voiced and voiceless, aspirated

and unaspirated consonants.

Vowels Words with glosses

[bi:5] "centre"

[bigEh] "pick up (imp.)"

l1, [bi:J] "seed"

[bizsh] "rust"

[se:p] "saliva"

[se:ph] "safe (n)"

/e/ [sezb] "to serve"

[sezbh] "shave"

[sa:t] "seven"

[sa:th] "together"

/a/ [sa:d] "longing"

[sagdh] "capacity"

[ge:p] "talk"

*[ga:ph] (a nonsense word)

dy for
33b "seedlings made rea

/a/ [8 ] transplantation"

[gazbh] "pregnancy.- 3 meta-

phorical use

[sozk] "sorrow"

[so:kh] "swallow"

/0/ [503g] "distress"

*[so:gh] (a nonsense word)

iven by
:t "amount of grain g

[kn J tenants to landlords"

[kuzth] "push breath out of lungs"

/u/ [ku:d] "jump"

*[kugdh] (a nonsense word)

Apparatus Used

EaCh test utterance was afterwards put in

a normal conversational sentence co 9:0,

the frame 0f the senfienc: being [.p e: .

- - ‘ucEa:ren ka'ru: "p ease . - -

pronounce againm Each test utteranfie ziie

said in the same frame so as to m: e

that the differences are not due 0 The

variations in the rate of utterancs.then

sentences were first randomised in at a

sPoken in a relaxed informal st? 9 t ut-

normal conversational speed, “itgzutegt

tins any contrastive stress on sented

“ttGrances. The pronunciation repre's own.

in this work is entirely the author

Sixteen tokens of each test utteranc:,nc°

BaCh token embedded in the above sen e
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me were recorded in a soundproof

:::dio of Essex University. All recordings

were made on a Revox B 77 tape-recorder.

The glottal signal was obtained using an

Electroglottograph F—J Electronics Type

E6 830. Oscillomink tracings of wavefor:

and amplitude produced from the recorder

readings were obtained using a Mingogra

Type EM ShT. Calculations relating to the

'mean',the 'standard deviation'(SD) and

the 'coefficient of variation'(v) of all

tokens of each test utterance were made

using a Tektronix 31 calculator.

Duration Measurements
____________________

Of the sixteen tokens of each test utter—

ance, the first two as well as the last

two tokens were ignored, and all the

remaining twelve tokens of the middle were

used to obtain the duration measurements

of all the vowels investigated in this

study. The first measurements of vowel

duration were made from the start of the

vowel in question to the closure of thed

following consonant. In the case of wor 3

beginning with voiced stops and even 1

voiceless unaspirated stops and fricat veg

the measurement was begun at the release

of the concerned initial stop or

ative. .

{iteards, a simple arithmetic mean 0:2

the actual measured values of all the d

tokens of each test utterance was workeit

out. In order to ascertain the reliabil y

of the arithmetic mean as a quantified

abstract value representing the realis—

ation of the speaker's intention, the 11

range of the variability occurring in a

the 12 tokens of every test utterance was

also taken into account. For this, the

standard deviation of each test utterance

was worked out. To relate the variation

between the different sets of data

presented in this paper, the duration

values of all test utterances were

normalised by obtaining a coefficient of

variation of each test utterance, the
. _ so ,

equation used being. v — 3:3; x 100

RESULTS AND DISCUSSIONS
%
1

Since from a preliminary survey of sgme

published sources [c.g. 19; 13; 10; 3

6; 7] preceding consonants exhibit no 5

readily discernible patterns of f .

environmental influence on the duration 3

the following vowels, in the present stu y

we have restricted ourselves to the in-

fluence of the following consonants on the

duration of preceding vowels. Table II

presents the results of this study [see

20, pp. gun—us, for more details]. It

shows the mean duration values of the six

oral vowels as obtained from the 12 tokens

of each test utterance, the standard

deviation of the 12 tokens of each test

utterance, the coefficient of variation
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Table II: Mean duration values, standard
deviation, coefficient of
variation, and the duration—
ratio of the six Maithili oral
vowels followed by voiced and
voiceless, aspirated and un-
aspirated consonants.

Vowel Word Mean SD v Ratio

[b1=3] 16S 5 3 1.00

/1/ [bi'sh] 183 5 3 1.15
[b1351 210 5 3 1.27

I [b1:3h] 22h 5 2 1.35

[803p] 17h 5 3 1.00

/e/ [sosph] 195 5 3 1.12
' [sexb] 218 h 2 1.25

[sesbh] 2&0 5 2 1.37

[’33t} 202 6 3 1.00

,8/ [583th] 225 7 3 1.11
[sasd] 2&0 5 2 1.18

[3“dh] 275 6 2 1,35

[8029] 10h h u 1,00

h, *[eatph] 120 5 u 1.15
[gash] 13“ 5 5 1.28

[8“t 159 z. 3 1,52

[soxk] 166 5 3 1.00

/0/ [éoskh] 180 8 u 1,08
[80:8] 20k 8 u 1.22

*[sc:e“] 239 6 3 1,1,3

[MM] 155 5 3 1.00
[kuith] 175 h 2 1,12

’u/ [ku:d] 220 S 2 1.h1

*[kuzdh] zho 5 2' 1.5h

of every utterance as well as
the duration of vowels precedizzgv::::3 of
and aspirated consonants to the duration
of vowels preceding voiceless unaspirated
consonants. A diagrammatic representation
of the mean duration values of this table
is given in Figure 1. The horizontal axis
of this figure shows postvocalic stop and
affricate consonants of various places f
:{ticulztign, while its vertical axis 0

ows e uration of t
in milliseconds (ms). he 81* 0rd} VOVOls
Both Table II and Figure 1 clearly show
that all the six vowels investigated in I
this study have longer mean durations
before voiced and aspirated stop as well
as affricate consonants than before their
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voiceless unaspirated counterparts. The
mean duration—measurements and their
diagrammatic illustrations given in Tabl
II and Figure 1, respectively, amply sh e
that the aspiration of the following ow
consonant does affect vowel duration in
haithili. The present data sufficiently
reveals that the overall pattern found

300

, h

200 , th
0

100

ms

/1/ /e/ ‘ /a/

300

S11 dh

200 bbh k kh 3

:,::/./.

100

m8 ,

/a/ /o/ /u/

Figure 1: The mean duration of the
Haithili oral vowels as spoken in mono-'
szllabic minimal word pairsI each word of
the air differin onl in the final

consonant. ,

between the relative dura i 51*
Maithili oral vowels-— eaghoszwzl thO
preceding consonants of four different
phonetion types- is very‘similar and
that in this language; ’
1. vowels are relatively longer in

duration before voiceless aspirated
consonants than before voiceless un-
aspirated consonants;

2. vowels preceding voiced unaspirated
consonants are relatively longer 1“
duration than those preceding either
voiceless unaspirated or voiceless
aspirated consonants;

3. vowels are relatively longer in
duration before voiced aspirated
consonants than before voiced un-

h aspirated consonants; and
. in general, other things being equal,

Open vowels are relatively longer th?“
close vowels.
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Our results of the present study suggest

that two rules, perhaps 'low-level

phonetic rules' operate in Maithili.

These may be written as in (1) below:

(1).. vowel adds 1 increment of length

before aspiration; and

b. vowel adds 2 increments of length

before voicing.

Applying these rules gives the results

shown in (2) below:

(2)v0wel before voiceless

unaspirates: O increment

vowel before voiceless

aspirates: 1 increment

vowel before voiced

unaspirates: 2 increments

vowel before voiced

aspirates:

These findings offer support for the

traditional grouping of the Maithili

obstruents- like perhaps the obstruents

of most other Indo-Aryan languages-— not

only into voiced and voiceless categories

but also into aspirated and unaspirated.

The most interesting aspect of our results

is the challenge presented to the various

proposed 'explanations' [e.g. h; 5; 93111

211 22; 23; 19 ] of the cause of the in-

trinsic length of vowels before consonants

of different phonation types [see 20, pp.

163-57, for more discussions in this

respect].

3 increments

CONCLUSION

To conclude, the present study clearly

shows that phonation types other than

voicelessness and voicing also affect the

relative duration of the vowel preceding

I consonant. We have found that the

features of both voice and aspiration in-

d'Pendently lend increments of length to

tho preceding vowels in Maithili. This
clearly means that the 'explanations'

Proposed in the literature so far to

account for vowel lengthening before

Voiced and voiceless obstruents cannot be

extended to account also for vowel length-

'nin8 before both voiceless and voiced

asPirated obstruents. We therefore hope

that the results of our study "111 urge a

rethinking of recent and current

explanations of the interaction of
Phonation type and vowel duration, and

V111 assist in the formulation of new

theories predicting the influence of the

f°11°V1ng aspirated/unaspirated consonants

on the relative duration of preceding

Vowels.
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TflL MAIN CUES DIFFERENTIATING ASPIRATED AND

UNASPIRATLD STOPS AND AFFRICAlnS HJARMENIAN

AMALIA KHACHATRYAN

Institute of Linguistics
Armenian Academy of Sciences

Yerevan, USSR, 375001

The purpose of this paper is to furth-

er examine the nature of aspirated and un-

aspirated stops and affricates of Armenian

presenting new data and re-evaluating the

VOT as the only cue for differentiating

these two categories of sounds. Generali-

zed VOT + K I parameter is suggested for

reliable distinction of both groups of so-

undo;

INTRODUCTION

During the last two decades aspiration

has attracted the interest of phoneticians

in many countries. This is partly due to

the use new methods of articulatory in-

veetigation, such as electromyosraphy.

Slottography. fiberscoping alongside with

the more traditional acoustic ones, such

as spectrography. oecillography.

This increase of interest is partly

upheld by the cross-language study of as-

piration in stops carried out by L.Lisker

and A.Abramson, who have suggested a rmw

cue - voice onset time ( VOT ) for dis-

criminating the three categories of stops

- Voiced, voiceless and aspirated [I].

Aapiration has been studied from differ—

ent aspects: its theory [2], mechanisms

ALBERT AIRAPETYAN

Depart. ofRadioengineering

Polytechnical Institute

Yerevan, USSR, 375009

of production [3]. its glottal and supra-

'glottal articulation timing (4], its rela-

tionship to other phonetic features. such

as fortis/lenis [5). acoustic expression

and perception.

It has been mentioned that in such

languages as English and Swedish. aspira-

tion being the expression of lenis/ fortis

feature is concomitant and difftrentiates

voiced and voiceless stops. In Danish it

is the only distinguishing feature between

the sets 235 and Egg.

It is worth mentioning that the first

experiments in voice timing in stops were

carried out by H. Adjarian at the Rousse-

lot laboratory as far back as 1898(7).His

kymographic tracings were published in the

Journal "Revue internationals de Rhinolo -

gie. Otologie. Laryngologie et Phonétique

expérimentale" in 1899 and were furnished

with Rousselot's commentaries. Yet the pur-

pose pursued by the author was somewhat

different from nowadays studies. Adjarian

intended to show thegradual development of

devoicing (lénition) which in the long run

brought to the shift of voiced stops and

affricates of Old Armenian into voiceless

ones in many modern dialects and vice ver-

sa. Thus Adjarian paid attention to the

fact. that in some dialects the voicing

of b,d,g,j,5 may leg 3 little, in others-

stillamore,-whereas in some others - too

much, which has brought to the shift of

voiced consonants into voiceless aspirat-
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ed ones. Actually, from the phonological
point of view this difference is one of
the maijor phonetic differences existing
between Eastern and Western dialects of
Armenian as well as between the two liter-
ary variants. .

A new impulse to the study of this
feature was given by Leigh Lisker and Ar-
thur Abramson, who carried out cross-lang-
uage experiments and_a more detailed exam-
ination of this variable terming it VOT.
This one proved to be valid to distinguish
the three main categories of stops: a)tho-
se with voice lead (fully voiced b g g ).
b) with short-lag voice (voiceless p 1 5 )
and c) with long-lag voicing ( aspirated
p t k ). The authors showed the validity
of this variable as compared to fortis/le-
his or voiced/voiceless features used by
most linguists. Of particular interest
for us is that the author's investigation
included the data concerning Eastern Ar-
menian literary language.

Our first spectrographic experiments

in consonants of Armenian were carried out

in late 60-ies in Tallinn at the Instit—
ute of Language and Literature. Even the
limited data we got brought us to the con-
clusion that the distinction between as-
pirated and unaspirated stops of Armenian
was bound primarily to the duration of re-
lease, which later on came to be known as

voice onset time - VOT. But since our pri-

mary pupose was to prove the monophonemic

nature of aspirated stops as opposed to

the traditional view that considered them

compound ones consisting of one stop and

the glottal fricative [h], we were inter-

ested in other features as well, particu-

larly the timing relationship between the

closure and release and the total dura-

tionof both series of consonants [6).
A reverse relationship between closure

duration and release time has been estab-

lished.

LINGUISTIC MATERIAL

Unlike English and some WesternEuropean

Klanguages, in which aspiration is a re-

dundant feature, in Eastern Literary Ar-

menian it is an independent distinctive

feature differentiating homorganic stops

and affricates. Aspirated sounds form

oppositional pairs with unaspirated vo-

iceless cognates in all positions in mo-

nosyllabic and disyllabic words. Thus

the Armenian stops and affricates can be

presented in the following way:

t
b’ /p\pr d/\t° g/R‘k‘

c E
j’//’ \\ cc 3/// \\é<

In some dialects the fourth series

has been claimed to exist by some lingu-

ists, but these sounds have been proved

to have no phonological value, being on-

ly allophonic by nature and quite dis-

tinct from aspirated voiced sounds of
Hindi.

In the first series of experiments mono-

syllabic or bisyllabic words with aspir-
ated stops and affricates were used. They
were presented to the speakers either in
oppositional pairs or independently em-
bedded in the carrier sentence "Sa ...e"
'This is ....'. The list of words includ-

ed such words as payt - E‘ayt 'horseshoe'

- 'wood', 33: - tigj '1etter'-'stack' .
éfiéflé ' gkflgggg 'unintentional'-'cook'a
222 - 0:2” 'beat' - 'moth', M - £2119
'fly' - 'palm', etc.

In the second series of experiments
we chose words in which the phonemes un-
der examination were in most unfavour -
able conditions for the realization of

aspiration, such as unstressed syllables.
words, in which aspirated stops were pre-
ceded by fricatives [s] or [E], in words
with two or three aspirated sounds. The

stimuli were Pronounced at a normal rate-
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METHOD

A computer integrated distinctive feature

analysing device was used with subsequent

segmentation of speech signal into elemen

tary segments corresponding to speech so-

unds. The accuracy of segmentation was be-

ing controlled visually on the screen of

the display. The time quatization is equal

to 10 milliseconds (ms). The release time

(VOT) of stops was measured according to

sampling intervals. The intensity of the

noise above 2000 Hz was measured on legs.

rythmic scale. d

6 male and 4 female native untraine

speakers of Armenian served as subjects d

for this experiment. The stimuli were rea

into microphone being directly put into

the analyser.

RESULTS

We were mainly concerned with differ-

ences of VOT and intensity of noise in

aspirated and unaspirated stops and affri-

cates. Though we did not pay special

tention to the duration of burst. but cer-

tain différences which relate to'place of

articulation will also be mentioned. Thus

the duration of burst in labial plosives

is 5 - 10 ms. in dentals - 15-20 ms, and

in velars - 30-35 me. In aspirated cog—

at is followed by noise of

which varies in dif

at-

nates this bur

considerable duration. . the

ferent phonetic contexts. Thus 1: i: very

1Ongest in the final position, i t in

strong and long initially and shor

the middle position.

In fig. I the scatter diagram

' re
in Is timeline 18 p

on a 5 8 ted stops. It

differentiates

of stops.There

ges in velar

of VOT

sented
values

for aspirated and unaspira

shows that VOT as a whole

between the two categories

is some overlapping of ran

k - k‘stops, which hamper6 the reliable

8
P

6

(a)
4

2

2 ms

m

Ii

m (b)
<

O

a.

O

a:
I . ¥

8 [0

m
ms

:1:

S

D 8 k

2 ° (c)
Q

1, k

Fig. I The scatter diagram of VOT on a

single timeline for unaspirated and as-

pirated stops (3) labials_p - p g (b)

dentals t - t; (c) velars k - k.

distinction of these stops - a matter of

no less importance in automatic segmenta- -

tion of speech sounds. From this point

of view the overlap of the ranges of VOT

in aspirated and unaspirated affricates

(in Armenian linguistic tradition terms)

is very typical. In fig 2 the scatter

diagram of VOT in affricates shows the

degree of overlap. It is quite evident

that VOT alone is not sufficient for
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Fig.2. The scatter diagram of VOT on a

single timeline for unaspirated and as-

pirated affricates: apical c - c‘(a),

palate—alveolar é - 5‘(b).

their distinction. For reliable discrimi-

nation of these consonant categories an

additional parameter is necessary. The .

intensity of friction noise which charac-

terizes the release of stops and affrica-

tea may serve as such a parameter. In fig.

3 a two-dimensional scatter diagram of VOT

and Intensity (I) for the aspirated and

unaspirated affricates is plotted. The

dots present unaspirated stops and the cir

cles - corresponding aspirated ones. Tho-

ugh VOT may serve as a cue for differen-

tiation of these categories of stops,pt§

and p‘t‘kfi which corresponds to the divis—

ion of the planes by the line parallel to

the abscissa axis. there is a noticeable

correlation between VOT and intensity.and

an oblique line separating them increases

the reliablity of differentiation.

If in the case of aspirated and unas-

pirated stops the intensity one is redun-

dant or additional, in the case of affric

ates it is indispensable. as important

\

I
O
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’1 O.

I.
.0

I '0.- . .0 ‘\

VOT 20 40 (Sit! .31} [2’0 (gyms

! ° p-p”V
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0
0
0
°
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.5\° ° 0 o 9

o'°\\
0'." \° 0

\
I :::0.0 o. \

\
\

2U 40 60 50 do 120

w M‘ 50 my ..~"2['
ms

Fig. 3. A two-dimensional scatter dia-

gram of VOT measurements and :intensity

values of stops : k - k‘(a). p - PC (b)
and t - t‘(c) .The dots indicate unaspir-
ated sounds, circles - aspirated ones.

as VOT. In fig. 4 a two-dimensional p10t
distribution of VOT and intensity values
of aspirated and unaspirated affricates
is given. There is a clear—cut correla-
tion with linear regression of VOT and
intensity with the corresponding line 89’
parating the two areas. The equation of
this correlation is as follows:

VOT + K I = C

“here K and C are scale coefficients de-
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Fig. 4. Two-dimensional scatter-diagram

of VOT and intensity values of affricates

c - c‘(a) and E - c‘(b). The dots indica-

ts unaspirated sounds. and circles - as-

pirated ones.

fined by the sensitiveness and dynamic

range of intensity measurement channel.

In our experiments K: 0.05. and C: 6. The

Parameter VOT + KI may be considered as

generalized cue characterizing the degree

of aspiration in aspirated stops and af-

fricates.

CONCIUSION

It is obvious that acoustic differences

0f flapirated and unaspirated stops are

bOund primarily with the parameter VOT.

Among different local stops VOT is most

valid for differentiating labials P ‘P‘

and dentals t — ti It is somewhat less

Valid for k — k‘pair. For the affricates

the variable VOT is an ambiguous cue for

discriminating the voiceless and aspirated

categories. For differentiating them the

parameter 1 (intensity of noise aboveZOOOHz

is as important as VOT. Moreover there is

an essential correlation between both

cues,and the use of only one of them is

not sufficient for their differentiation.

1t has been shown that a reliable accura

cy of discrimination between aspirated

and unaspirated stops and affricates 18

ensured by the generalized VOT + KI cue.

The voiced correlates of both stops and

affricates are distinct, since in their

production P0 is mostly present.
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ABSTRACT

Data reported in this paper suggest that the

phonetic output of a phonological rule may

depend on small but systematic articulatory

differences for the same phoneme. Thus, the

application of a progressive assimilation rule

for the phonemic cluster /K s/ in Catalan is
conditioned by the degree of palatal constriction

for /&/: the phonetic realization is [KI] in
dialects showing a high degree of palatal

constriction for /A/ and [£5] in dialects
showing a lower degree of palatal constriction

for the same palatal consonant.

INTRODUCTION

It has been pointed out that the phonetic

realization of a given phoneme may show

systematic differences from one dialect to

another. Thus, a higher F2 for [w] and a

lower F2 for [j] in Zuni vs Amharic and

Yoruba suggest that the two apprOximants ought to

be produced with a less constrained gesture in

Zuni than in Amharic and Yoruba (Maddieson and

Emmorey [3] ). Moreover, such articulatory
differences may be related to contrasting

degrees of coarticulatory resistance. Indeed,

according to the data of Maddieson and Emmorey,

Zuni semivowels appear to be less resistant than

those of Amharic and Yoruba to coarticulatory

effects from the adjacent vowels.

In the light of these observations, it is

plausible to hypothesize that small articulatory

differences for the same production gesture may

have an effect on the phonetic output of given

phonological processes. The validity of this

claim will be tested with reference to the

presence vs absence of a progressive assimilation

rule changing /s/ into [ ] after alveolopalatal
[K] in Catalan. Catalan dialects A (spoken in
the Girona region) and B (spoken in the Tarragona,

Lleida and Valéncia regions) differ as to the
availability of the phonological rule; thus, the

rule applies in dialect B but not in dialect A,

as indicated by the fact that the realization of

/,{ s/ is [Ks] in dialect A and [K (yUJ in
dialect B. It can be suggested that the presence

vs absence of progressive assimilation in Catalan

dialects is related to two possible context-

independent factors. A possible conditioning

factor would be the palatalized nature of /s/
in dialect B (i.e., [s] ) vs dialect A (i.e.J

[s] ); in that case, an increase in the degree

of palatal constriction for /s/ after a palatal
consonant would result in alveolopalatal

Dr] in dialect B and palatalized alveolar_ [s]
in dialect A. An alternative factor may be that

alveolopalatal /JC / is produced with a higher
degree of linguopalatal contact in dialect B

than in dialect A; in that case, the change of

/S/ into LI] would be dependent on the degree
of palatal constriction for the preceding EKl .

The purpose of the research reported in this

paper is to find out whether dialects A and B

differ with respect to the degree of palatality

for /S/ and /K /. If so, it follows that the
progressive assimilation rule involving the

feature palatal may be associated with small

but systematic cross-dialect differences in the

execution of the tongue-dorsum raising gesture

towards the palatal region.

METHOD

Possible differences in the degree of palatal

constriction for /s/ and /UC/ were inferred from
acoustic measurements in VCV sequences. The two

consonants /UC/ and /s/ were uttered in

symmetrical and asymmetrical VCV sequences for

V= /i/ and /a/. All sequences were preceded and
followed by [t] in the Catalan carrier sentence

Digues sempre ("Say always")- The
recording material was repeated ten times by two
speakers of dialect A (Pi, Ca) and two speakers
of dialect B (Re, Ba) in a sound—proof room.
Speecg data were digitized at a sampling rate 0f '
10 kHz for acoustical analysis. Spectral analySiS
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was performed with a Bruel and Kjaer 2033 spectrum

analyzer. .

Measurements for /s/ were based on frequency

readings of the first spectral maximum at the

midpoint of the fricative noise. Data were

interpreted on the grounds that an increase in the

degree of palatal constriction for the fricative

causes a decrease in formant frequency values;

according to acoustic theory of speech production,

such a decrease is mainly due to an increase in

front cavity size as the tongue dorsum is raised

(Heinz and Stevens [2] ).

Formant measurements for /JC/ were taken at the

midpoint of the consonantal period. Data on F2

were collected on the grounds that, for palatal

articulations, F2 frequency varies directly with

the degree of palatal constriction (Fant [1] ).

A comparison of F2 frequency values across vowel

contexts for each speaker should provide useful

information about changes in palatal constriction

and degree of coarticulatory resistance for the

consonant. F3 readings are not given due to the

fact that this formant was often cancelled or

attenuated in the vicinity of a spectral zero.

Another measurement of the degree of palatal

constriction for /j{ / was inferred from data

on C-to—V coarticulation. Values for F2 and F3

0f V1 and V2 were taken into consideration since,

for /i/ and /a/, the two formants are inversely

related to changes in front cavity size and

directly related to changes in the degree of

tongue-dorsum raising (Fant [1] ). First,

V1 and V2 formant frequencies were taken at the

vowel midpoint, separately for the sequences

/V5V/ and /V& V/. Then, mean frequency values for

a vowel adjacent to /£ / were substracted from

mean frequency values for the same vowel adjacent

to /S/. Differences between vowel formant values

in the contexts /V1C V/ and /VsV/ across speakers

were considered to reflect cross—speaker .

differences in the degree of palatal constriction

for /L /, in line with the fact that, as shown in

the Results section, the phonetic realization of

/s/ was found to be highly analogous for dialects

A and B. Thus, it was predicted that a higher

degree of palatality for /JC/ ought to cause a

larger departure from the F2 and F3 vowel

frequencies in the context /VSV/-

RESULTS

Degree of palatality for [EA

Data on the frequencies for the /s/ spectral

maximum are shown on Figure 1 for all speakers.

They are highly consistent with data reported in

Recasens [4] showing a first high amplitude

spectral peak at about 4000 Hz. Cross—dialect

differences are neglegible and inconsistent with

the originary hypothesis that /s/ should be more

palatal in dialect B than in dialect A. Were there

a contrast, the /s/ peak in dialect B would

presumably approach the first aplitude spectral

peak for /f / which lies around 3000 Hz

(Recasens E4] ). Therefore, for the speakers

chosen in this study, the claim that the presence

vs absence of progressive assimilation in the

/ K 8/ sequence is associated with differences in

the degree of palatality for /s/ must be rejected.

Degree of palatality for /A[[.

Figure 2 shows changes in F2 across VCV contexts

for all speakers. According to the figure, F2

of /K / increases with. adjacent /i/ vs /a/, more

so for speakers of dialect B than for speakers of

dialect A. Thus, it can be suggested that the

palatal gesture for /AC/ is more constrained in

dialect B than in dialect A when the consonant is

adjacent to a high front vowel.

Figure 3 shows F2 and F3 frequency differences for

/i/ in the symmetrical sequences /iJ(i/ vs /isi/.

Figure 4 shows F2 and F3 frequency differences for

/a/ in the symmetrical sequences /a1(a/ vs,/asa/.

In both figures, data are plotted separately for

each speaker, each dialect, and anticipatory

(C—to—Vl) vs carryover (C—to-Vz) effects. Of all

formant frequency differences plotted in the

figure, those exceeding 50 Hz were found to be

significant at the p < 0.05 or p < 0.01 levels.

Overall, C—to-V coarticulatory effects in /iCi/

sequences are larger for speakers of dialect B

than for speakers of dialect A. This is

particularly the case for speaker Re who, contrary

to the other three speakers, shows larger C—to—V

effects when V= /i/ than when V= /a/. C-to-V data

for V= /a/ in Figure 4 does not allow stating

any contrasting coarticulatory trend between the

two dialects.

CONCIUSIONS

Data on V-to-/&/ and /£/—to—V effects reported

in this paper suggest that dialects A and B of

Catalan differ as to the degree of palatal

constriction during the production of the entire

/i1( i/ gesture. It may be that the same

contrasting production strategy takes place for

/JC / in the vicinity of other high front

articulations. Therefore, it is plausible to

maintain the view that the presence vs absence

of the progressive assimilation rule /s/L—> [j]

IYEK] _ in Catalan is dependent on

contrasting degrees of palatality for /UC/.
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It is believed that to account for these

'9 ' - -x—x— Ca.
phonological facts, the phonemes / K / and /s/

‘
—o—o— Pi

should be specified for degrees of the feature

Hz
Hz

‘ palatal. Thus, /K/ would be [1 palatal] in

dialect A and [2 palatal] in dialect B, in line

with contrasting degrees of the tongue—dorsum

‘ raising gesture. 0n the other hand, /s/ would be

T [- palatal] for speakers of dialects A and B in

the present study, but possibly [1 palatal] for

other speakers of dialect B. Progressive

assimilation for Catalan / K 5/ clusters would

only apply in the following cases: (1) in

3500

dialect B, when Cl and CZ differ sufficiently in

‘ V q"
1500“

1 degree of palatality, as for /K / being

Vi ' ‘

[2 palatal] and /s/ being [- palatal] ;

fl
~

(2) possibly in dialect B as well, when Cl

f and CZ agree (entirely or partly) in degree of

I I I 1 ‘ palatality, as for /,C / being [1 palatal] or

191 15‘ ‘51 as;
I [2 palatal] and /s/ being [1 palatal] .

1‘1 iKa ‘ i‘i 3‘; r
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BALKAN-RON NOE PARALLELS IN DISTRIBUTION OF PHONEME
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In our work concerning phonetic bal-

kanisms we concentrated on the distribu-

tion of sounds. Here we present some con-

clusions resulting from a comparison of

the distributional characteristics of seg-

ments which are not motivated by the di-

rect context, but which are due to the

position of segments in the syllable and

in the word. Our investigation revealed

the occurence of certain specific featu-

res in microregions extending beyond the

territory of the Balkan Sprachbund. This

caused the necessity of widening the sco-

pe of our study to include Romance mate-

rial. Apart from Balkan and Romance lan-

guages, Serbo-Croatian and Turkish mate-

rial has been taken into consideration.

Among Balkan languages, and generally

in most European languages, certain simi-

larities and common tendencies can be ob-

served, while differences do not exceed

certain limits. The similarities concern

the phenomenon which could be called ap-

proximization to the symmetrical and so-

norous syllable pattern. However, this

should be treated neither as a Balkan fe-

IRENA SAWICKA

Inst. of Slavic Studies

Polish Acad. of Sciences

Warsaw, POLAND

ature nor as a universal tendency. By so—

norous syllable pattern we understand he-

re a pattern in which distribution of seg-

ments is based on the principle of incre-

asing inherent loudness of sounds before

the syllable peak, and falling loudness

of segments after the peak. In languages

in question this is reflected in the or-

der of sonorants /S/ and obstruents /O/

in consonant clusters. In the sonorous sy-

llable pattern the sonorant must stand

neither between two obstruents, nor be-

tween an obstruent and a juncture. In

such positions it has to undergo syllabi-

fication or the cluster is simplified.

Against the EurOpean background the Bal-

kan languages are not distinguishable by

anything special, except for one specific

feature which consists in the presence

of the NO- clusters /N - nasal sonorant/

in word initial position in some of them.

On the contrary, as far as the syllable

problem is concerned, we observed here

some differentiation, while similarities

concern trivial features.

With regard to syllable pattern, Balkan

35° Se 18.1.1

languages can be divided in two ways:

/1/ into languages with sonorous sylla—

ble pattern and languages in which there

are considerable deviations from the so—

norous pattern, and /2/ into languages

with relatively symmetrical syllable pa-

ttern /i.e. ones in which initial as

well as final consonant clusters are

allowed/ and languages with nonsymmetri-

cal syllable pattern.

Among the Balkan languages we do not

find two identical situations. In Bulga-

rian and Macedonian only the combina--

tions of 08- at the beginning and -SO at

the end of the word are allowed. In Mace-

donian, apart of this, fixed order of so-

norants in multisonorant cluster is requ—

ired, which is motivated by differences

of loudness of subsequent segments and

position in the syllable. These restric-

tions do not apply to Bulgarian. In Alba-

nian and Roumanian, nasal sonorants par-

tially belong to the distributional class

0f obstruents. In Albanian restrictions

for nasal sonorants, as for other sono-

rants, remain at the end of the word, in

Roumanian - at the beginning of the word.

Thus, the NO- clusters are allowed in ini-

tial position in Albanian, and -ON clus-

ters in final position are allowed in Rou-

manian. Greek has a sonorous syllable pa-

ttern, as has Macedonian, but it differs

from Macedonian by relative asymmetrYo

Greek is the only Balkan language with

nonsymmetrical syllable pattern, where

word final consonants and final consonant

clusters are considerably reduced.

The difference between languages with non-

symmetrical syllable pattern and the ones

with symmetrical pattern slowly decays as

a result of the introduction of symmetri-

cal structures, mainly through borrowings.

However, this fact does not seem to be

connected with language contacts within

the territory of the-Balkans but mainly

with invasion of Anglicisms which intro-

duce consonants or consonant clusters in

final poaition of the word. Thus, this di-

chotomy has a relative character - it re-

sults from comparison of the generalized

situation, from the impression we get whi-

le ignoring structures of the lowest fre-

suency - various "untypical" structures.

In Greek there are several loanwords with

final consonants and final consonant clu-

sters. Such foreign words still make up

quitea,snall part of the Greek vocabulary

w in tevts words with final consonant clu-

sters occur rarely, and some native spea-

kers assimilate them according to the na-

tive pattern. If this language periphery

is left aside, then for Greek we observe

the word pattern with an open or relative-

ly cpen last syllable. However, some

groups of borrowings with final consonant

clusters of -SO type do not undergo assi-

milation, which is an evident proof of

changes in the standing syllable pattern.
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Thus, taking into account the complete

lexical material, the differentiation in-

to symmetrical syllable pattern vs non-

symmetrical pattern has no Justification,

and Greek belongs to the same type as the

South Slavonic languages. /Mutatis mutan-

die the same applies to the Turkish 15n-

guage in which consonant clusters appear

in final but not in initial position/.

However, differences in frequency of va-

rious syllable structures still remain,

which creates some general view of the

situation - impression of existence of re-

strictions which are already out of date.

All that has been said here about

Greek also applies to several Romance lan-

guages in which, as in Greek, initial con-

sonant clusters of sonorous structures

occur, but, with the exception of several

loanwords, final consonant clusters are

not allowed. Words can end with vowels or

single consonants, the inventory of which

is very limited. Such situation is found

in Spanish, Portuguese and Italian. In For-

tuguese domesticwords/s/, /r/ and /1/ can

stand at the end of the word; in the Anda-

lusian dialect of Spanish - only /l/, /r/

and /n/; the same applies to Italian; in

common Spanish also /s/ and /e/; in Greek

- only /n/ and /s/. The differences bet-

ween these languages concern mainly the

combinations of obstruents which are due

to genetic difference. What is significant

in these languages and especially in their

colquial realizations,various'interven-t”

tions occur adapting the foreign structu-

res according to the domestic pattern, cf.

Port. Nova Iorque, clubs, dial.Ita1. la-

pisse /stand. lapisI, Greek grupflgrupafl

grupos, etc.

Final consonant clusters appear in Ca-

talan and Occitan. They have simple sono-

rous structures and are less numerous

than in French or Roumanian.

- We are of the opinion that the stated

similarity of syllable/word pattern is wor-

thy of consideration as a typological fea-

ture. This feature consists in the nonsym-

metrical syllable pattern with uncomplica-

ted initial consonant clusters of sonoro-

us structures and with open or relatively

cpen syllable rhyme; the inventory of con-

sonants which can stand at the end of the

word in each of these languages is very

limited. What is significant is that all

these languages are concentrated in the

basin of the Mediterranean and, with re-

gard to syllable pattern, they stand in

Opposition to the Central and North Euro-

pean languages. The example of the Cake-

vian dialect of Serbo-Croat can also be I

instructive here. Compared with the stan-

dard Stokavian Serbo—Croat, Cakavian

shows the tendency to simpify the structu-

re of the syllable rhyme. Thus, with res-

pect to the phonemic syllable pattern,

one should speak of the Mediterranean GOm‘

munity rather than of the Balkan sprach-
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bund.

The only indubitable Balkanism partia—

lly connected with the syllable problem

is the occurence of consonant clusters of

the type 'nasal sonorant + occlusive‘,

which can occur in the same order in any

position in a word on the limited territo-

ry of the Balkans. The situation is as

follows: in contemporary Greek, in the

colloquial variant of Demotic, there is a

strong tendency for functional identifica-

tion of the opposition: voiced vs voice-

less occlusive with the Opposition: occlu-

sive with the nasal implosion vs occlusi-

ve without the nasal implosion, that is,

0f. /p/ vs /b/ = /p/ vs /mb/, /t/ vs /d/

= /t/ vs /nd/, etc., with simultaneous re—

duction of the clusters with voiceless

occlusives, which undergo voicing. Simi-

lar tendencies occur in Albanian, where

additionally, unlike in Greek, the N0 clu-

sters occur also in word initial position.

In standard Albanian the oppOsitjon /b/ VS

/mb/ Vs /p/ vs /mp/, etc. is phonological-

ly relevant, but in dialects the situa-

tion is obviously differentiated. In dia-

lects we find such phenomena as: voicing

0f obstruents after a nasal sonorant, pre-

nasalization of voiced occlusives, occa-

sionaly adding an occlusive after a nasal

sonorant, etc. More detailed informations

and exemplification can be found in our

StudY: Balkafisko-romanskie paralele w za-

kresie syntagmatyki fonologiczned. Jezyko-

Se 18.1.4

we studia balkanistyczne II, Wroclaw 1987..

The schemes of syllable patterns can

belfeatured using a line the level of

which corresponds to the loudness of sub-

/\
/Cata1an, Cccitan, Cakavian/

/\
/2.
/\

/\\

seguent segments:

Macedonian

Bulgarian

Serbo-Croatian

Albanian

Greek

Italian

Portuguese

Spanish

Roumanian

Turkish

Polish

Russian
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PHONOSTATISTICAL CHARACTERISTICS
OF THE ESTONIAN LANGUAGE

JUHAN TULDAVA

Dept. of Applied Linguistics
Tartu State University
Tartu, Estonia, USSR 202400

ABSTRACT

The paradigmatic as well as the syntag-
matic (positional) relations between the
.phonemic units of the Estonian language
are examined from the quantitative point
of view. The results of the investigation
are compared with analogical data from
some other languages (particularly Finnish
and Hungarian).

THE INVENTORY

The phoneme inventory of the Estonian lan-
guage contains 9 vowels/h e i o u 5 a o u/
and 17 consonants /p t t’k f h 3 l 1’ m n
n’ r s s’ s v [1; 2]. All these phonemes
may be short or long. Thelonglnonophthongs
and long consonants are considered to be
single phonemes. There are 36 diphthongs
in Estonian [3] but phonologically they
are treated as sequences of two vowels
All nine Estonian vowels contrast in
stressed position but in unstressed posi—
tion only four of them (/a e i u/) occur
in the normal system (the literary lan-
guage). The first component of an Estonian
diphthong may be any of the nine vowels
but the second component has to be chosen
out of the first five vowels /a e i o u/,
not all of these combinations being ac-
ceptable [3].
In orthography the long vowels are marked
with two graphemes representing the same
quality (e.g. mag Ima/ land, country ).
The long consonants may be marked with
:woegigphemegth(e.g. linn /%1n/ 'town’) or

om es w one eme linlane
lliilane/ ’towu-dwellerg)?p
All stops in Estonian are unvoiced, the
distinction is made between short and long
stops (lenis and fortis on the phonetical
level). The short stops may be marked with
the graphemes b, d, g or p, t, k (e.g.
vigfi /vika/ 'mistake’ and kord Ikort/
'or er') The long stops are usuaIly marked
with two graphemes (pp, tt, kk) or in
some positions with only one heme
( ikk IpiE/ 'long’. and iklik $§T lik/
'o ong’). For more detailed analysis the

quantity alternation of the Estonian lan-
guage has to be considered (short, long,
overlong).

[The phonology of a language cannot be re-
garded as complete if it does not take in-
to account some basic quantitative (sta-

tistical) features of the system and the
functioning of its units in speech (textL
For instance, the number of vowels in a

phonemic system indicates the degree of
"vocalism" (Vokalhaltigkeit) and may be
regarded as a typological characteristic
of a language [4; 5]. But even more impor-
tant for the phonostatistical study of

languages is the investigation of the

frequency of occurrence of phonemic -units
n ex .

TEXT FREQUENCIES

Our study is based on a corpus of textsof
the contemporary Estonian language (55 %
of fiction and 45 % of non-fiction) with a
total of about 150,000 running phonemes.
The results of the statistical investiga-
tion will be given in a simplified form:
the frequencies of short and long phonemes

(e.g. /a/ and /§/) are counted summarily
and so are the frequencies of the non-

palatalized and palatalised forms of the
consonants /t 1 n s/. In this case thfi
total number of phonemes is 22.
If we group these phonemes according to
their occurrence we can distinguish three

main groups constituted by phonemes of
relatively high frequency (pa 6 %)s medium
(6< p< 2) and low frequency (p< 2):

a 12.2 n 406 j 109

t 11-9 m 4.0 t} 1.7

e 11.0 o 3.1 a 1.3
1 9.5. r 2.9 § 1.3
S 900 p 2.6 B 0.9

k 7.3 V 2.3 O 0.2

1 6.2 I 0.05
u 6.0 s 0.05

Infullaccord with other linguistic levels
the functioning of the phonemic system in
text reveals the tendency of concentratiOn
and dispersion of its units: we can dis-
tinguish the "core" (nuclear part) Of the
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system, the intermediate part, and the

"periphery". The three most frequent pho-

nemes /a t a] cover 35.1 % of the Estonian

text, the eight most frequent ones -

73.1 %,%and the ten most frequent phonemes

" 81.7 a

The phenomenon of concentration and disper-

sion is well—known in lexical statistics

where the statistical distribution of the

units may be expressed analytically by the

so-called Zipf's law in the form of a

power function. Unlike the lexical level

with a very large number of units the pho-

nemic level with its limited inventory is

not submitted to Zipf's law but to lo a-

rithmic or exponential law of growth or

decrease). This can be demonstrated on our

experimental material (Fig. 1): there is

evidently a linear relation between the

logarithm of probability (relative fre—

quency) of a phoneme and its place (rank)
in the hierarchy of units. In other words,

it means exponential dependence

pi I ae"bi (1)

where p is relative frequency, 1 - rank,

3 and b - constants, and e - the base of

natural logarithms. In our example a:~ 17

and b a 0.15.

F: (”M
70. N

0 .

7. \J
5 77.7 75

Fis- 1. Linear relation of rank (1)

and the logarithm of occurrence

probability of a phoneme (1n pi).

The concrete form and the values of the

constants in the formula approximating the

empirical curve may serve as tYP°1081¢51
characteristics of a language. It may be

added that the principle of concentration

and dispersion of units in any concrete

manifestation is considered to express a
universal law which is peculiar to certain
self-regulating systems in social life.

AnOther method of estimating the state of

the functioning system as a whole is the

measurement of the entropy of the system.

The entropy of phoneme frequencies is de-

fined as
K

H = - p- 103 p (2)
g; 1 2 i

where H marks entropy. pi is the proba-

bility (in'the empirical case - the rela-
tive frequency) of the phoneme in a system
of k phonemes; log2 means logarithm with

base 2. , _
For the simplified Estonian system with 22

phonemes we get H a 3.9063. In terms of

the theory of information, we can say that

the entropy per phoneme. occurrence is

3.9063 bits of information. Actually the

entropy measures the degree of "equidis—

tribution" of the phonemes in text. For

comparison with other results we 'have to

compute the relative entropy

H
Hrel 3 Ho

where H = log k. It is necessary in

cases w ere th compared systems have dif—

ferent numbers of elements. For instance,

we can compare our results with the re—

sults of other investigations [6](Table fi-
Table 1

Entropy of phonemic systems

Language k H Ho “rel

Estonian 22 3.9063 4.4594 0.8760

Hungarian 39 4.6028 5.2854 0.8709

German 33 4.4435 5.0444 0.8809

English 39 4.7098 5.2854 0.8911

Russian 41 4.8257 5.3576 0.9OQZ_

The smaller the value of H el’ the more

compressed is the series of phonemes

against that of equidistribution. In this

respect Estonian and Hungarian, having

relatively low values of H , differ dis-

cernibly from other langusgts under ex-
amination.
However, if we compare the statistical}

distribution of the frequencies -of con-

crete phonemes e.g. in Estonian and

Hungarian, we may find both resemblances

and essential differences. In Hungarian

the eight most frequent phonemes in texts

of fiction are /e a t n l k m r/ [7]. Five

of them coincide in Estonian and Hungarian

and the three most frequent ones are the

same (la e t/). But there are differences

in the distribution of medium and low

frequency phonemes and in phoneme systems

on the whole.
As to Finnish it must be noted that there

are some pecularities in the distribution

of phonemes in Finnish texts that make the

difference between the two close cognates

- Finnish and Estonians-remarkable enough.

The most frequent phgnemes in Finnish

texts are /a n i e t s a k 0 ll [8]. The

most striking difference lies in the fre—

quency of occurrence of the phoneme /n/.

In Finnish it occupies the second place

with the relative frequency of about 10 %
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(in Estonian /n/ is on the 9th place with
the frequency of 4.6 %). This is to a
great extent due to the high frequency of
occurrence of final /-n/ in common words

where Estonian has lost the final conso-
nant in the course of historical develop—
ment, e.g. Finnish niin - Estonian nii
'so‘, kuin - 53; ’when’, al on - paTEE
’much', or in genitive and 1 a ive forms,
e.g. Finnish alan, jalkaan - Estonian a-
la, jalga’footifiere we can see real int%?-
EEpen ence which exists among separate
language levels wherea.quantitative change
in the phonological system is parallel to
or motivated by the structural needs and
demands of some higher level of the same
language viz. of its morphological level
(Of. [9]So

PHONEME CLASSES

At the first stage of
phonemes are divided
classes: vowels (V) and consonants (C
In phonostatistical works the ratio C:V
is considered to be an important ty ologi-

classification the
into two large

cal characteristic of languages 10]. In
Estonian texts the ratio is 54.5:45.5
(%). or 1.20, i.e. the consonants exceed
the vowels by 20 %. This value (1.20)
can be compared with the corresponding
values of the ratio in other languages:

C V

Finnish 52.3 : 47.7 I 1.10
Italian 54 : 46 I 1.17
Lithuanian 56.3 : 43.7 I 1.29
Ukrainian 57.8 : 42.2 I 1.37
Russian 58 : 42 I 1.38
Hungarian 58.6 : 41.4 I 1.41
czeCh 58.7 3 4103 I 1042
Polish 58.8 3 41.2 3 1043

German 59.7 : 40.3 I 1.49
English 60 : 40 I 1.52

As to the v o w e 1 phonemes we can
further divide them into several classes
according to their phonetic properties.
The frequencies of occurrence of vowel
classes in Estonian texts are given in
Table 2 (unr - unrounded, ro - rounded).

Table 2
The vowel system: frequencies in text

Front Back Total

unr ro unr r0 (%)
i a 6 u

“151‘ 20.3 2.0 2.9 13.2 38.9
e 8 0

Mid 2402 0o4 ' 6.8 3104

a a
L°“ 2.9 - 26.8 - 29.7
Total 47.9 2.4 29.7 20.0 100.0

‘9" 50.3 49.7

As can be seen. the front and back vowels

in Estonian texts are equally distributed
(about 50:50 %). In Finnish and Hungarian
the frontzback ratio is 52:48, the same in
Italian, but for instance in Slovak it is
43:57, and in Sanskrit texts 20:80.
The relation of the frequency of short
vowels to the frequency of long vowels in
Estonian texts is 92 to 8 %. The same
relation characterizes Finnish texts,
whereas in Hungarian the long vowels occur
more often and the ratio "shortzlong" is
80:20 (%).
The classification of c o n s o n a n ts
according to the manner of articulation
and according to the place of articulation
are brought together in the synoptic Table

Table 3
The consonant system: frequencies in text

Labial Alveodent Palatal VelarTotal
non-pal pal (%)

p t t’ k
St°Ps 4.8 21.8 13.4 40.0

f s s' s h
Fricat 0.1 16.5 0.1 3.1 19.8

m n n’
Nasals 703 8.5 ‘ - 1508

1 1’Laterals _ 11.4 _ _ 11.4

rTrills _ 5.3 _ _ - 5.3

Semi- v J
vowels 4.2 - - 3.5 - 7.7

Total
(%) 16.4 63.5 3.6 16.5 100.0

Two parallel sets of alveodentals (excePt
/r/) can be distinguished: non-palatalized
and palatalized consonants. It has been
ascertained that except in case of auto-
matic palatalization before /i/ and /j/
the palatalized consonants /t’ s’ n' 1'/
cover only 0.15 % of all running phonemes
in Estonian texts U1].
The identification of long consonant
phonemes in a running text is problematic
in some cases. We estimate that about 17
of consonants are long and 83 % short.
As a whole, the quantitative distribution
of phonemes in Estonian texts canbeillus'
trated. in the following manner:

Vowels 45.5 "Resonants"

"consonants" Sonorants 21.9 (67.4)

(45.5) Obstruents 32.6

POSITION ANALYSIS

The phonemes occur with different frequen‘
cies in different positions of the word.
In principle, initial, medial and final
positions can be distinguished.
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In the Orthological Dictionary of the
Estonian language [12] in 115,000 entries
the most frequent i n i t i a l phonemes

are (%): /k/ 17.4; /P/ 11-8! /t/ 10031

/3/ 9029 /V/ 6.39 /m/ 6-39 /1/ 6I1o/aISISo

/r/ 5.4. /h/ 4.2. Among the ten most fre-
uent phonemes there is only one vowel
fi/al). On the whole, the vowels make up
15.5 and the consonants 84.5 per cent of
all initial phonemes in the dictionary.
0n the text level the most frequent ini—

tial phonemes are (%): /R/ 14.1. /t/ 9.9.
/S/ 808! /m/ 8-39 /P/ 7.60 /°/ 7009 /V/

6.5, /e/ 6.4. /J[ 5.6, /a[ 5,3 followed by
/n, l, h, r, i. u, o, u, a, o/ and the
"foreign" phonemes /f/ and /§/. The five
most frequent initial phonemes are all
consonants and they cover about 50 % of
all word initial phonemes in the text.
The over—all distribution of phoneme

classes in initial positions is presented

in Table 4.

Table 4
Distribution of initial phonemes

Phoneme class Dictionary Text

Obstruents: stops 39.5 31.6}
fricat. 15.6}55'1 11.8 43“

Sonorants: nasal: 2.4 13.3
latera s . .
trills 5.4 29'4 2.6 31"

semivowels 8.5 12.1
Vowels 15.5 25.2

Total (%) 100.0 100.0

In Finnish the vowels cover 20 % and the
consonants 80 % of all word initial po—
sitions in the text. The most frequent

initial phonemes are 3 s k h t m o v p e/.
Compared with Estonian the phonemes /j/

and /h/ are of exceptionally frequent oc-
currence in initial positions.
As the structure of the stressed syllable

is somewhat different from that of the un-

stressed syllables, it is expedient to ex—

amine the frequency distribution of vowels
in the nuclei of stressed syllables sepa-

rately (including the nuclei of monosyl-
labic words): single vowels 88.0 (76.5 %
short and 11.5 % long)and diphthongs (i.e.
2-vowe1 sequences) 12.0 %. The frequencies

of single vowels: /a/ 20.3. /e/ 19:0. /0/
12.1. /1/11.2, /u/ 9.0, .’a/ 5.9, /o/ 5.5.
/u/ 4.0, /o/ 1.0. The most frequent diph-
thongs; /ei/ 2.7, /ea/ 1.7, /oi/ 1.6.Iui/
1039 /81/ 0.9, /81/ 0.79

The distribution of word f i n a 1 pho- -
nemes reflects the morphological structure

0f the language and therefore the frequen-

9195 0f final phonemes are considered to

be specific for each language. In Estonian
texts the most frequent final phonemesare:

/a/ 21-1 % (of all final phonemes in the
text), /t/ 20.5. /e/ 13.6, /s/ 13.4. /i/

12-9. These five phonemes cover 81.5 % of
all word endings in the text.They are fol-

lowed by the less frequent phonemes:

4-7. /u/ 4.4. /n/ 3.1, /p/ 2.3. /k/ 1.7.

Se 18.2.4

/r/ 0.6, /v/ 0.4. Due to the restrictions
in the distribution of vowelsiglunstressed
syllables the phonemes /o 6 a o u/ are ex—
tremely rare in word endings (totalV0.3 %)
and so are the phonemes /h/ and If s/ (the
last two occur only in foreign or recent
loan words); the three phonemes have a to-
tal frequency of 0.1 %. The distribution
of phoneme classes in final position: ob-
struents 38.0 %, sonorants 9.7 %. and
vowels 52.3 %.
In Finnish the most frequent phonemes in
word final position are: /n a a i t e s o
u y/. The final /n/ covers almost 30 % of
all word endings in the text.
0n the basis of the frequenciesof’phonemes

in initial and final positions their rela-
tive frequencies in medial positions can
be calculated.
Some other traditional problems in phono-
statistics, such as the valency fields of
phonemes, phonotactic features and fre-
quencies of phoneme sequences and sylla-

bles, word length, etc., as well as a more

detailed quantitative analysis of phono-

logical data - including stress and quan-

tity - require special discussion.
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PHONOTAKTISCHE GESETZHXSSIGKEITEN IM KONSONANTISMUS DES TREHJUGAN—

OSTJAKISCHEN - BIN BEITRAG ZU PHONETISCHEN UNIVERSALIEN

ERHARD F. SCHIEFER

Congregatio Ob-Ugrica

Hfinchen. FRG

nasfinse

Nit vorliegender Arbeit werden zwei Ziele
verfolqt. Zum einen wird eine aus der 'com—
bination analysis' weiterentwickelte phono-
taktische Methode vorgestellt. die erlaubt
die Rombinationsfahigkeit jedes Konsonanten

einer Sprache ffir jede Position innerhalb
einer Konsonantenverbindung zu bestimmen
Die Kalkulation basiert auf der phone-
tischen Klasse des Konsonanten (2.3. Plo-
siv. Frikativ. labial. alveolar). der Klas-
sengrofle. der theoretischen und der
tatsachlichen Kombinierbarkeit. Zum anderen
wird diese Hethode an Material aus dem
Tremjugan-Dialekt des Ostjakischen
demonstriert. einem Dialekt. der in
medialer Wortposition nur zweigliedrige
Konsonanten-Verbindunqen duldet.

EINLEITUNG

Obwohl an der Notwendigkeit phonotaktischer

Analysen zumindest seit Trubetzkoy [4] kei-

ne Zweifel bestehen. sind Arbeiten auf dle-
sem Gebiet nach wie vor eher selten. Die
verdienstvolle Arbeit von Ian Haddieson und
Mitarheitern (UPSID. [1]) beinhaltet zwar
Phonemsysteme und die klassifizierende Aus-
wertung derselben aus 317 Sprachen; die

entsprechenden phonotaktischen Untersu-
chungen fehlen jedoch und werden sicher
auch noch lanqe auf sich warten lassem
dabei sind Arbeiten auf phonotaktischem Ge-
biet durch die Moglichkeit des Einsatzes
von Computern lfinqst nicht mehr so
zeitautwendig wie zuvor. Eine der umfanq-
reichsten phonotaktischen Arbeiten wurde

von B. Sigurd [3] ffir das Schwedische
vorqelegt. in der gleichzeitig die damals
bekanntesten und erfolgversprechendsten
phonotaktischen Hethoden referiert wurden
Diese seien hier kurz charakterisiert. (1)
In der 'position analysis‘ wird die Posi-
tion einzelner Phoneme innerhalb bestimmter
Grenzen (etwa der Silbe) thematisiert. (2)
Die Ordnuna der Phoneme in Gruppen steht 1m
Vorderqrund des Interesses bei der 'urder

analysis“. die als Hauptergebnis Klassen
liefert. welche hierarchisch qeordnet wer-
den und deren tglleder nur mit Gliedern

anderer Klassen. aber nicht mit Gliedern
der eigenen Klasse zu Gruppen kombiniert
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Ludwiq~Haximilians Universitat

Mfinchen. FRG

werden konnen. (3) Die 'eombination analy—

sis'. deren Hauptinteresse der Kombina—

tionsfahiqkeit der Phoneme untereinander

und damit der bestehenden Restriktionem

weniger der Ordnung innerhalb der Konsonan-

tengruppen gilt. Die Anwendung dieser

Methoden hangt zum einen wesentlich von der

zu untersuchenden Sprache und deren Gesetz-
maBigkeiten. zum anderen von der zugrunde

gelegten Rahmeneinheit (Silbe, Morphem

Lexem; initiale. mediale. finale Konsonan-

tengruppen etc.) ab. Die Anwendung aller

bisher vorgeschlagenen Methoden erfordert
zuv1e1 Aufwand und ist daher meist nur

schwer zu praktizieren. Andererseits 3011-

ten phonotaktische Ergebnisse mit denen an-

derer Sprachen vergleichbar sein. Und es

sollten dabei sowohl phonostatistische wie

phonotaktische Gesichtspunkte berfick-
sichtigt werden
Die hier angewendete Methode wurde an Vach-

ostjakischem Material erprobt (Schiefer
1975, [2]) und stellt eine Heiterent-

wicklunq der 'combination analysis' mit
Ubernahme von Gesichtspunkten aus der
'position analysis' dar. Das Hauptinteresse

gilt der Kombinationsfahigkeit ('combina-
lity') von Phonemen zu Gruppen und den
dabei zu beobachtenden Restriktionene die
im Ostjakischen von groflem Interesse sind

Die Methode berficksichtigt neben der Kombi-
nationsfahigkeit die Positionsabhéngigkeih
die phonetische Klasse des Phonems. die
Klassengréfle. die daraus berechnete theore-

tische und die tatsachlich gegebene
Kombinationsffihigkeit. Die auf diese Weise
erhaltenen, als Zahlenfolgen darstellbaren
Ergebnisse werden mit denen aus anderen

Sprachen direkt vergleichbar und kénnen in
Form von hierarchisch geordneten

Kombinationsregeln formuliert warden. Im

f019enden wird die Anwendung der Methode
schrittweise an Material aus dem Trio
dargestellL

PHONOTAKTISCHE ANALYSE DES TrjO

Der Konsonantismus des (TrjO) 1st durch

zwei generelle Restriktionen gekennzeich‘
net. (1) In initialer Position sind keine
Konsonantenverbindungen (KV) zulassig. (fl
Verbindunqen von mehr als zwei Konsonanten

Verde" “icht qeduldet. Unsere Analyse be‘
ruht daher auf den zweigliedrigen medialen
RV des Trio. Als Rahmeneinheit wurde das
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Plosive D t C t K

Nasale m n n n n

Laterale A l N

Trill r

Frikative s
y

Lexem gewahlt, das die geringsten Restrik- sition nicht ffir alle Konsonanten gleich

tionen aufweist. Das TrjO besitzt 18 Konso- sindz so _treten die Plosive offenzigntiich

nantenphoneme, die in Tab. 1 nach Artikula- haufiger in der 2. P031tion’agf(( 9_;) on:

tionsmodus (AM) und Artikulationsstelle g 10,0111}d 5:9:nngendwdgrogriéufiger.in der

(A5) eordnet aufgeffihrt sind. 1e } es ... 1 ' . .

Eine Eabellarische Erfassung der KV basiert 1. Posxtlon' zu finden Slggetriizign::292§;

zweckmasigerweise (in Abhangigkeit von den der Formullerugg {egonsonanten sander”

Gegebenheiten der zu analysierenden sprig gzfihghzggtigzzenl"iiassen ausgeaanaen wer-

' des
-" . _

che) auf den phogetlsggzzenKlgfzezird hier den. Die Analyse heruht dann gunachst eben

und der AS der onso I falls auf Haufigkeitsdaten, w1e in Spalte 3

(s. Tab.2) ffir die AS dargestellt, da deren

EinfluB auf die Kombinationsfahigkeit 1m

TrjO gréfier ist als der anderer phone-

tischer Parameter. Sie liefert die Baals

ffir alle weiteren Analysen

der Tab. 4 und 5 ffir die AM und AS darge-

stellt. Es ist offenkundig, daB pei den AM

die Positionsabhfingigkeit fflr die Nasale

__I-_;_--;-__;—I-E_—_n-——;———; S l t fl K | E _n 1 _| j | k _E__-:_

—————————————————————————————————————————— p1 pn pa
pt PA ps

m

3 mp mm mt mn mA mr ms mt mt m1 7

w wt wn ur _________________________________

______________________________________________ ' tk t7

t tp tm tt tn tA ts
tJ nn nY

n np nm nt nn na ns
nk A“ AY

A AD Am at A“ AA AS
r] rk FY

r rp rm rt rn TA rs
sk S" SY

5 sp sm st sn SA 88 Sf __________________________________

___________________________________________ tk tn tY
ts tn

E np nt fit nn fiK K] nk n7

K Kt _____________________________________________

————————————————————————————————— an 61 by

6 6p
ns n6 n1 nk nn nY

T
16 11 1k __

"'-'"""""”""""‘"“""""""-'"
"_-""TS"' 17

i 1 JD jm | at Jn Jfi_________1________ [-1 k1 I l ________

E ————————————— kt kn kA ks n1 nk

n nm nt nn nA
n Y1

Y YD 7m Yt 7n YA Y:__________If__________Z______ ____ ___________

. ' - 9:40) und Frikative (19:21) gering ist,

Die Kombinationsrahigkilt‘CLKFLugegeilnfigt- gar die anderen Klassen jedoc? Eros :glgf

nen Konsonanten erqib 81 (a) in den KV give 28:40; Laterale 14:?0, G 1 e: t .1.

flgkelt ’hres A"tgretfnsbzw 2. Position Trill 9:4). wobel P198}Ve and T élgra 3

genereil und (b) lgflt aich die prozentuale h§?figer.1n. der ?- Poszglog’s~::onr;uft::-
"fine? V: Daraus t s fur jeden Konso- Glides hanfiger in der . ‘0 i ‘t _ d

auflgke1t des Auftre en ' e Hfiu- ten. Khnllche P031t10nsabhdngigke1 en Sin

nanten berechnen (5- Tab-3)' DIES die AS feststellbar: die
-

- auf

figkeitStabelle iSt V°r Elyim :2“ 232322533 i?veg§::g (45:49), Velare (21 27), Labiale
tistischem Interesse. e1 er

“ . - wi- (20:19) und Retroflexe (13:13) sind relativ

erhalt man, wenn man gteoglgijgzzizz‘zw04 unabhangig; die Mouilliertgn.(1::g)1ungogfr

‘-‘°“ “ 21 “32a; 13‘” 2:??? 2:: 2:2”; so
rauf hier aus Pla zgr r t ehalten. daB tlon hau iger - . 1 -.d h

39" mun. ES se1 Jadofih §:rg1 und 2 p0— gewonnenen Ergebnisse vermitte n Je oc ein
1e Unterschiede zwisc en - -
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) ____________________________________________ n ‘
". 1 Tab.3: A t _ . (31.01352). qroB bet de

' dgneit gir1elgggigfgnxogsogantfn 5” ‘38»9250v0)- den Mouillierten n(24 yé12rg? c1 LVE LA
‘ - . OSI 10n . . ' ' - - ---------------------------------

------- = A 0 R

.

___ und Gesamtanteil tilingzg‘héiallaialt( i8~ 9- 16- 7’- Kelne Posl- 1313.6: Kombinationsffihigkeit der Klassen unter- (18) C1 = U ALV, CZ = G LAB

g, . 1 ;;;;;"-—--------—7—7 ___________________ (24.1:24.1? 36:1 ‘ 199‘ ”91 d9" Retroflexen , einander(Artimuationsmodn (19) c1 = a ALV, cz = m ALV

u : 1°" 2 POSItlon gesamt Die xp d.. . ‘ 1 ----------------------------------------------- (20) c1 = ALV, c2 = PAL

~ “ “““““““ z ———————————————————————— e .1 . ~ “"28 "e" K‘msonante“ bZW- der . PLOS NAS LAT TRIL pmx GLID c1 = pLos/TRILL

‘. I m 11 9-4 t 14 11.3 t 23““5‘j“ bin“)? .. Uassen wurde bISher nur 1m Hm- ' _______________________________________________ (21) c1 = ALV 02 = var.

1 g 12 8.8 Y 12 10.1 Y 2 8.8 d 1C: dur- ‘hr AHftVEten generell SOWie auf nos 28 0 28 o 40 0 —- 7o 0 10 0 ' c1 = LAT/FRIK, c2 = a VEL

; , §,4 n 11 9‘2 fi 20 8.4 ble" osLtlonsabhangqelt betrachtet. un~ 56 0 36.0 46.7 40 0 70'0 _; (22) C1 = ALV C2 = VEL

:1 Y 9 "° 5 11 9.2 m 20 8.4 QPUCKSICht’gt.b1‘eb dagege” der 2- Konso« : “as ' ' ’ ‘ ’ c1 = PLOS/TRILL 02 n NAS

fl 1 A 9 3.6 p 10 8.4 n 19 8.0 nant der KV. Dlese Abhéngigkeit wird in den L‘T 40'” 20'0 22'2 " 33'3 16‘7 (23) c1 = ALV 02 = VEL ’

-i t r 9 r.6 k 9 7.6 s 19 8.0 Tab. 6 41AM) und Tab. 7 (AS) aufgezeigt TRIL 50-0 4°~° 33-3 “ 100-0 50-0 ’ c1 = NAS c2 , PLOS

3 i n 8 37 S 9 ?.6 p 15 6,7 ”3°13?“ die Zahlfién die Ausnutzung dep thee: nux 60.0 70.0 50.0 50.0 50.0 —— _______________________ ‘_ ____________

i 1‘1 7 3.9 m 9 7.6 k 14 5_9 ketlfimen KF_ w1edergeben. In Bezug auf‘ den ‘ cur) 40.0 30.0 16.7 50.0 25 0 —— c1 = “WILLIE“

1 T] 7 g"? l 8 6.7 r 13 5.5 M Slnd drel generelle Restriktionen fest- ————————————————————————————————————————————— (24) C1 = you (:2 = ALV

. J 7 J“; n 6 3.0 1'1 13 5.3 Etellbar: (1), Restriktionen bestehen nur in , C1 = PLOS C2 = FRIK

1’ E 2 3'0 E 4 3'4 1 11 4.6 t:::gna:£ td;e 2'. P°§it19na ‘2) Restrik- 1 --------------------------------------------- (25) c1 = MOU, c2 = ALV.

1" k S 4'g I1 4 3.4 [1 11 4.6 und den :‘rglin 1‘" H1Nb11Cklauf die Glides 1 Tab.7: Kombinationsffihigkeit der‘ Klassen unter- c2 = PLOS, c1 : HAS/LAT

1; - r 4 3,4 j 10 4‘2 1 1b 1_ und (3) Verb111dungen inner— einander (Artikulationsstellen) _ "VE

: g 4 3'4 t 3 2.5 {E 8 3 4 (1a der alnzelnen KlaSSen Sind selten . ______________________________________________ (26) C1 " M0”: (C2? — 11-:

' ‘ ‘ - .. .
It

3 3'4 J 3 2.3 t 7 2_9 lggigenommen Frlkat1ve). Bezugllch der AS LAB ALV RET PAL HOU VEL (27) C1 = MOU CZ = 52L

3’ 2'5 n 1 0~8 n 7 2.9 :3" “Ch ”lgende generelle Restriktio- .............................................. ' c1 _ MS c2 .- “s

K g 2'5 fl 1 0'8 N 3 1.3 3:26 grmgléeren; (1) ReStFiktionen bestehen 1 LAB 22_2 73.3 33 3 —— 11 1 33 3 __________________:____1 _____________

~ _______ 1.7 w — — w 3 1.3 und gaigtaler Klasse" H°u*lliert‘ Retr°flex ; ALV 66.7 80.0 ——-— 40.0 . 80 0 c1 = RETROFLEX

'; __________________________ der labialen und (2) Verb1ndungen innerhalb . RET 11 1 6.7 55.6 -—— 11.1 55.6 (23) c1 = Rm, c2 = RET

”L L
ten- und velar“ Klasse" Sind 591' . PAL 66 7 60 0 33 3 —-— —-— 33 3 c2 - NAS

1: ------------------------------------
‘ 1100 11 1 20.0 -——- 33.3 41.4 55 6 (29) C1 = RET» g? = $553 c2 LAT

‘ IQELAI Kombinat' " - - ‘__7'""'T ———————————————————————— 1 ____ 1L1 “'1 = , =

J theoretiégfizfgglqkeLL QKF) der Art1kU1atlonsmodi: Klassengréfle 1 VEL 33'3 73‘3 4." ____________________ (30) c1 = RET, c2 = VEL

‘j ____________~___—_____;_ffist1erende XV) RF in Prozent ’ ' """""""""""""""""
c1 = PLOS. c2 = FRI

«fl . 1. p - - """“‘f'7--------------------------------- , (31) c1 = RET 02 = V91

15 ; _________ ?§iffff_____________ 2- POSltlon gesamt ( Wenn der 1. oder 2. Konsonant ein Retrof}ex , c1 = LAT, C2 = PLOS

“‘ FRIK (2) 36 _______________________________________ . lst. so darf der andere Konsonant keln ------------------------------------

1 TRIL (1) 13 1g :3 3 gig: 1:; 33 i1 58 3 FRIK (2) 72 40 55 6 ‘ Alveolar sein. c1 = PALATAL

NAS ( 0 44 4 NAS (5) (f) C1 = MOU, C2 ‘ LAB/RET (32) C1 = PAL. C2 = U LAB

} PLOS (g; 38 3: g? i (A? (3) 54 20 37 O PLUS (5) 128 22 is g. ' Wenn der 1. Konsonant mouilliert’ist, darf (33) C1 = pAL, C2 = ALV

GLID (2) 36 10 27 8 ”Mb (5) 90 31 34 4 TRIL (1) 36 13 36.1 der 2. Konsonant weder labxal noch CZ n FRIK

LAT (3) 54 14 25 9 iii: :1) 18 4 22 2 LAT (3) 103 34 31 5 Petroflex sein. , ------------------------------------

9‘ ______________________________ 2) 35 3 8.3 GLID (2) 72 13 18 1 1 C1 = VELAR L c2 LAB

' ----------------------------------------
(34) c1 = v5 . =

, —~————-~~~—-——~————.--~.._.....“-3.-.___.-_- 1 REGELSYSTEM c1 - PLOS

1.'- Tab_5: Komb» . u , , “"“~*-~m~~wwmm~w- WWW“-_W-mmw-mmmm__wmmwmm ‘ _ (35) c1 = VEL, 02 = LAB

tm‘2 -—-—- theoigifégngglgtiigtizp) gerKArtikulationsstellen' Klassengrane .Die Abkfirzungen bedeuten: PLOS = P1OSLXE c1 = NAS, c2 — PLOS

__________________ * Pen 6 V, RF in proz ' ' ‘ FRIK=Frikativ, NAS=Nasa1, LAT=Latera . (36) c1 = VEL, 02 = ALV

1 POSition """"""“‘---7-7—-———-——-_-_STE _____________________ =1abial, ALv= alveolar, RET=retrof1ex, c2 — FRIK (ks)

_________________________ 2 P°Slt10n aesamt ‘ PAL=palata1. HOU=mouilliert, VEL=velar1 (37) c1 = VEL, 02 = RET

ALV (5) 90 45 50 0 ggg““"""'-----——-—————-——_--_; _______________ , C1=1.Konsonant, c2=2.xonsonant. c2 = LAT (1n)

VEL (3) 54 21 38 9 VEL :2 33 54 4 ALV ( 180 94 52.2 i ( (33) c1 = VEL. C2 i Kg: 02 _ PLOS

PAL (1) 18 7 38 9 LAB 54 19 33 3 VEL ( ) 108 48 44‘4 1 1;; g: ‘ ¥ — 1 bNAS/labGLIDE (yr) C1 — ' -
LAB (3) 54 20 37 0 RET 54 13 LAB ( 108 39 36,1 1 = RILL a c1 - a .6 .

M00 (3) 54 13 24 1 PAL 1e 24 1 PAL ) 36 10 27.8 : (3) C1 = PAL » 02 = LAB/ALV (a . JY)

1:} RET (3, 54 13 24 1 MOU 54 3 16 7 RET ) 108 26 24 1 ‘ (A) c2 = PAL a c1 = ALV (A3)

1- ——————————————————————————————————————— §__13_§_ Mou we 21 19:4 1 :3; g: = :33 326; Ehgggfigmfhpft m “rm “TEN“
.

_________________________ 1 = y

P 1 var t .
l (71 c1,2 = RET. c1,2 n ALV (HS) (11 Maddieson, 1.: UPSID: the UCLA Phono-

‘3 K1 zerr es 811d von der KF der einzelnen Die Ub - , , .. I (8) C1 = RET. C2 _ LAB (6p) logical Segment Inventory Database

.353?”' d3 dle K13$Sengr5fien nicht berflck— lasse r196" Phonocaktlschen Regularltaten ; ___________________________________________ UCLA Working papers in Phonetics, Vol.

:20htigt wurden: g1e'KF muBte bei dieser Chisc; Sighd 1: Form des folgenden hLerar- ‘ C1 = LABIAL 50: 4_120 (1980)

Q‘Egc nung zwangslauflg ‘m1t. der Klassen— (AUSnahgenr ne en Regelsystems formglleren. I; (9) C1 = labGLIDE * CZ = alvPLOS/aIVNAS

éxo e zunehmen, Ber”°k51°ht19t man diesen mern) Dr von den Regeln stehen 1" Klam- , (10) C1 = LAB, C2 = LAB [2] Schiefer. L.: Phonematik und Phono-

t€51fihtpunkg, und. setzt man die theore- legen. 1e Regal" Slnd folgendermanen 2“ j C1 = NAS taktik des Vach-Ostjakischen. Ver6f~

13c e RF 1n BeZLEhung zu der tatséchlich (a) C1 - L (11) C1 = LAB, 02 = ALV fentlichungen des Finnisch-Ugrischen

gggebenen. so erhalL m9“ die RF YUP die 1 K0 q - AB a. C2: PLV beGQUtet5 "en“ der 1 C1 = NAS, C2 = a ALV Seminars an der Universitat Mfinchen

ilnzglnen Klassen. wle 1n §pa1te 4 der Tab. KbnsogéozanL E1” Labxal _ist, muB der 2‘ 1 (12) C1 = LAB, C2 = ALV Serie B: Beitrfige zur Erforschung der

un § zu sehen Ast. D1e Ausnutzung der n 91" Alveolar 391n~ 1 = PLOS CZ ‘ NAS obu rischen Sprachen. Bd.1 (Mfinchen

the t h ' . (b) C2 ¢ . 1 C 1 9

Here lSC en KF lst be) den Frlkativen in /w/ . w Dar 2. Konsonant darf nxcht (13) C1 = LAB c2 = RET 1975)

bglden pogxtlonen am granten (52.8:58.3), (C, 2:13’ 1 ’ CZ ‘ "‘5

PE; 9?;gslve '(52.8:58'3) "und Laterale _ LAB, CZ = RET ‘ (14) C1 = LAB. CZ = RET [3] Sigurd. 8.: Phonotaatic structures in

‘ ' ' ‘9)-zelge" 9rne“t h°here RF in der w CZ ‘ "‘3 ' c1 = NAs. c2 = U RET Swedish. (Lund 1965)

2. P081t1on. wéhrend die Nasale Kenn der 1. Konsonant ein Labial und der 2. (15) C1 = LAB C2 = RET

gdgiizf4.4): d1e Gles (27.8:8.3) und der_ k:?:o§antle1aetroflex ist. so darf dieser « C1 = pLOS. CZ — pLus [4] Trubetzkoy. N.s.: Grundzfige der phon0_

52:6 Kpsghgggféig in de’.‘- EOSition grés- (a) c1a§aAL3e1£§ (16) c1 = LAB. cz = VEL logie. Gattingen 1958. 4.Aq

- m gerln s ' ' ‘ ~ = a
die KP der Glides. Bei dengASegiiitféidgfg Henn der 1. Konsonanéin Alveolar ist, so (17) C1 _ LAB g; : 5:25

POSItionsabhangigkeit: gering bei den kann der 2, Konsonant ein beliebiger Alveo— , ‘ . C1 = NAS, CZ _ NAS

lar sein.
(e) 01.2 = RET, c1,2 - ALV 1

Alveolaren (50.0:54.4) und den Labialen

.360 . Se 18.3.3 1 1 Se 18.3.4 36‘



362

THE TYPOLOGY 0F VOCALIC STRUCTURES OF THE WORD IN CHUKCHI—KAMCHATKAN

LANGUAGES

AEEXANDER S. ASINOVSKY, ALEXANDER P. VOLODIN
a.

Institute for Linguistics,
Leningrad, USSR, I99055

ABSTRACT

The paper deals with phonetic mecha-
nisms of Chukchi, Koryak and Itelmen
vocalic word structure. It presents
a new interpretation of Chukchi-Koryak
vowel harmony. The paper also describes
an original type of morpheme inter-
action in Itelmen.

The languages of Chukchi—Kamchatkan
group (Chukchi, Koryak, Itelmen) possess
a common vocalic system of five elements‘
and manifest the rise gradation that is

traditionally termed "the vowel harmo-
ny". Following W.G.Bogoraz, the vowels
are usually classified into 5 groups:

strong vowels /a/, /e/, /o/, weak vo-
wels /i/, /e/, /u/, and the neutral vo-
wel /2/. The strong vowals can co-occur
within the word with strong ones: if

there is in the word a morph (a prefix,
a suffix, or a stem) that contains a
strong vowel, all the weak vowels alter—
nate with the strong ones. The neutral
/9/ is indifferent to synharmonic alter—
nations.

The phonetic mechanism of the vowel
rise alternation in the Chukchi-Kamchat-
kan languages was specified by the
authors of the present paper as a result

of field work. Some acoustic analysis
data was also made use of. It allowed us
to interpret the processes that take
place in derivation and inflexion of the
agglutinating language in the following
Way.

The three vocalic sub-systems have a
7 common phonetic base, namely, the range

of the phonetic variativity of vowels.
Strong vowels have minimal range of va-
riativity. The degree of variativity of

weak vowels is big enough for their syn—
harmonic variants to approach or even
coincide with the allophones of strong
vowels. The neutral vowel /a/ has maxi-
mum range of variativity; it is comple—
tely dissolved in the phonetic structure
of the word, is dependent on its vocalic
structure and on surrounding vowels. The
neutral vowel can realise as allophones

that are identical with allophones of any
vowel of the systems;

The manifestation of the "vowel harmo-
ny" can be of two kinds: the synharnwnic
variants can be variants of one phoneme,

or can belong to two different phonemes.
For the neutral vowel the synharmonic
Variants are always its allophones. For
the weak vowels in Chukchi their open a1-

10phones fish» /I/. /e/m /€/. /u/C\3/V/
are synharmonic variants. In Koryak' and
Itelmen the synharmonic variants repre-
sent corresponding strong vowels and are
the alternants proper: /i/cxa/e/;
/e/co /a/; /u/co /o/.

The conditions for alternations can be
of three types: phonetic context (where
the morphemic structure of the word ' has
no influence); morphonological context
(where the phohetic structure of the mor—
phemes that constitute the word is im-

portant); and morphological context (whe-
re the phonetic structurecfi the word and

of the constituting morphemes loses its
value). It is the second type, the nor-

phonological context, that determines the
synharmonic alternations: the rules of
the vocalic word structure are deduceable
from the phonetic structure of morphemeS
that trigger phonetic alternations but do

not include strong vowels, of. Chukchi
muri 'we' — morazka 'us'. In Itelmen the
synharmonic alternations ignore the pho-
netic structure of the morphological con-
stituents. Alongside with cases like 916:
enk 'in possession of the wife', waé=an¥
'on the stone' (marker of localic case 15
represented by synharmonic variants =enk
=ank that depend on the vocalism of the
stem) and cases like neé=anke 'to the
wife', waé=anke 'to the stone' (the voca-
lism of the stem depends on the vocalic
type of a "strong" suffix of terminalish
there are cases like nié=kit 'because 0f
the wife', waé=kit 'because of the stone

where the vocalism of causal case sufflx
seems to be independent of the vocalism.

of the stem, and cases like iw=lah '1ong
1c'=al 'birch grove', where "strong" SUf‘
fixes =1ah 'adjective marker' and =31
'Seneric number' do not trigger the V0‘
calic alternation in the stem. Finally:
there are stems like i’naq 'ermine' and
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Table I

modifiers s t r o n g . n e u t r a l

R m R

an'ép anke a’asx a1 . lah -

teach terminalis nest generic adaective

modifiables
number

v "' 3“ ‘é’=al
'é’ ec’_anle 1.

R' tfrch to the 21:3:

birch r

’ — nk
enk

a asx_a

M localis
in the

m
nest

g m ’in k’an'ép=’an

III infinitive he taught
m

iw=lah

iwl
long

long

R "
nec=anke

gife
to the
wife

H mi an'ép=min

2 I p?sg. Ob. he taught

g m me

0 '
a’asx=kit

g klt
because of

Causal case
the nest

‘ '
h - f

iyaq 'dreadful' “he” smug and E”; 2:33;: 2133 32:3 i’éfiei‘ée‘éh‘éfii $332 ”erg.

zgwihisciigécggidgngl; Eggiraggigsefihe Itelmen it is more appropriatefto speak
we

notion of existence of vowel synharmO— figifigzge 222m2311;::§e:lt:;3a2ion vgefi—

nism in Itelmen. . . .

An interpretation of phonetic incon— niteiy take place on the morphological

sistency of Itelmen synharmonism s eve . . h . was

'
An unusual phonetic mec anism

given in Table I. The columns of the h anal sad the words

t difier: stems and af- found out w en we y _ _

fggig tagtaigntgin strong vowels and can that formerly were transcribe: with o/a,

synharmonically modify otheg mogpggggg i/u. In words °sis 'grass' [5 Ya ],

in th ord. Modifiers can e i ' o o o o a

into :tvizong and neutral according to °6elxéelx 'cowberry [6 as; xoé 084 x 1,

Whether they trigger obligatory synhar— °kic 'ox' [kOYco] etc. all vowels and

r hemes. Hori— abialized. These words
monic change of other mo p consonants are 1

sontal lines in the table contain modi— have quasi-homonyms: sis 'needle' [51?],

fiables: stems and affixes that can_ be celxéelx IfurIEéeéxéagx], kic 'ladder

modified to change weak vocalism into [kIc]. An interesting feature of the la-

strong one. Modifiables are also divided bialized words is that the marker of 1a—

into strong and neutral according. to ' bialization can be placed "outSide the

Whether their synharmonic change is ob— bracket": all the sounds in the words

ligatory or not. Points to intersection are labialized, and labialization is

Show obligatory optional, and non—ob— their only distinction from the known

ligatory synharmonic modification of Itelmen functional units.

morphemes.
Alongside with the cases when_ the

The following information about Of word equals the stem, that were illust—

morphemes that constitute an Itelmen rated above, there are cases when labia-

word is necessary to determine whethir lized stems can modify the affixed part

the synharmonic alignment W111 ta e of the word: osis=a1 'thick grass'

p ace:
0 ‘ .

I; phonetic structure or [s°Ys°=01°] - [osIs-al], Sis=kzt 'be-

ffi class of the morpheme: stem cause of the grass' [soYsoakOYt J -

a x
. .

5) morphonological class [osIs=kIt], °ses=anke 'into the grass'

The possibility of co-occurence [s%:s°=on°kfixJ _ [oses=ank€].

Se 18.4.2 363



Affixes that are attached to a labial-

ized stem become labialized too. No affi-

xes were found that would show indiffer-

ence to the influence of a labialized
stem. 0n the other hand, there are two
affixes that can labialize a non—labial-

ized stem: =°pk’u1 - a derivational mar-

ker of singleness, and =°lwin - suffix

meaning 'himself etc.', of. k’aaé 'back'

- °k’aa=pk’ul 'vertebra' [Ok’oospk’u1],

kamma 'I‘ — °kmi=lwin 'I myself'

[°k=1BIn].
In isolated pronunciation, especially

with high vowels, the lips of speaker vi—
sually move forward and stay round through
the whole word, or, more precisely, they
get round slightly before the beginning
of the utterance and stay round a little
bit after it has finished. This fact was
noticed before but got no linguistic in-
terpretation.

Tentative estimation gives about 20%
of labialized stems of the total amount
of Itelmen stems. No phonetic or lexical
distribution was found.

The possibility of the Itelmen stems
to labialize the affixal part of the word
is, no doubt, unique for the Chukchi-Kam-
chatkan languages and distinguishes Itel-
men sharply from the group.Alongside with
other features, this fact prompts one to
look for the genetic roots of Itelmen
outside the Chukchi-Kamchatkan areal.
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IMPROVING VOICE QUALITY OF HEARING-IMPAIRED
BY USE OF ELECTRO—GLOTTOGRAPHIC DISPLAY

YUMIKO FUKUDA

Research Institute
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Tokorozawa~shi. Saitama—ken. 359 Japan

ABSTRACT

Using an electro—glottographic device. the

electrO—glottogram was displayed on a cathode ray

tube along with the speech sound waveform. and the

possibility of utilizing the display as visual cue

for laryngeal adjustment of quality of voice in

the speech training of hearing—impaired was

investigated. As the results of a series of

trials. it was ascertained that this visual cue

was useful as a feedback for modifying the mode of

vibration of vocal folds. By combining this

method with various others for visual display of

speech. an integrated program of speech training

for hearing—impaired was proposed.

INSTRUMENTAL AID FOR TRAINING VOICE QUALITY

Nowadays. various instrumental aids for

visual display of speech are widely used in speech

training of hearing—impaired. but they are mostly

designed for the training of articulatory gestures

or control of pitch and loudness of voice [1]. AS
for improving voice quality. there has been no

training aid effectively utilized for this

PUVPOSe. although it is considered to be the most

basic requirement for speech intelligibility of

hearing-impaired to achieve natural quality of

VOTce.
Since it has been reported by E. Abberton and

others that electro—glottography served as a

visual feedback for laryngeal control in voicing

[2]. the possibility of applying the method to

1Improving voice quality of hearing—impaired Sh0uld
be investigated.

ELECTRO—GLOTTOGRAPHY

The device used in this study was "Portable

Laryngograph" which was designed according to A.J.

FOurcin's principle of electro—glottography [3]

and manufactured by Laryngograph Ltd. in England.

In this device, a pair of electrodes (30

mml-meters in diameter. 9 milli—meters in

ttkness. and weight of about 7 grams) are

attached to the outer skin surface of both lateral

Sides of the larynx. holding by an elastic band

around the neck. By applying high frequency
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electric current (frequency: 3 MHz. and voltage:

l0 volts). the change in the current (less than l0

milli—ampare) due to the change in electrical

impedance across the larynx synchronized with

vibration of the vocal folds. or opening and

closing of the glottis. was detected (Figure l).

The electronic circuitries including the carrier

signal generator and amplitude demodulator are

battery operated. so that they are insulated from

the displaying and recording units. The device is

small and light weighted. and easy to be handled.

The waveform of the output signal (6 volts

peak to peak). the electro—glottogram. was

displayed on the cathode ray tube of a

synchroscope. and recorded on a data recorder in

order to minimize low-frequency phase distortion.

HORIZONTAL SECTION OF THF LARYNX

GLOTTIS

.._JI_H.
SENDING RECEIVING
ELECTRODE ELECTRODE

CARRIER (AMPLITUDE AMPLITUDE -*OUTPUT

SIGNAL MODULATION) DEMODULATION SIGNAL
GENERATOR

FRONTAL SECTION OF THE GLOTTIS BEGINNING

OF CONTACT

CLOSE “7? 'f - - —' “"-
POSITION AMPLITUDE
OPEN ’ I
POSITION OPEN—++CLOSE-—-—I

PORTION PORTION
F UNDAMENTAL PERIOD-—*
OF THE VOCAL FOLD
VIBRATION

NAVEFORM OF THE ELECTRO—GLOTTOGRAM

Figure 1. Description of basic components

involved in the device of electro—glottography and

the waveform of electro—glottogram.
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For detailed inspection. the waveform of the

electro—glottogram was printed out on a visi—
corder along with that of speech sound recorded‘

simultaneously. then their frequency spectrum were

analyzed using a sound spectrograph.

NATURE OF WAVEFORNM OF THE ELECTRO-GLOTTOGRAM

The relationship between the vibration of the

vocal folds and nature of the electro—glottogram
had been investigated by the researchers on the
electro—glottography through simultaneous
recordings of opening and closing of the glottis
observed by the fiber scope and the optical
glottography. and also through modelling of the
vocal fold vibration [4. 5 and 6].

Referring to their discussions. it was
examined that the higher and narrower peak (or
lower flat valley) in each fundamental period of
the waveform of the electro-glottogram which
corresponds to the tighter and shorter contact of
the glottis. and the steeper rise of the curve
which correspond to the quicker increase of the
contact. could be used as indications of richness
of the higher harmonic components of the voice
source in the training of voicing (Figure 2).

The lack of the higher harmonic components in
the range of lower formant frequencies results in
a significant defect in the speech sound. This is
one of the most difficult aspects in the
articulatory training of the hearing—impaired
having defective voice quality.

PROCESS OF IMPROVEMENT OF THE VOICE QUALITY

In order to find a subject for the
preliminary experiment of applying the electro-
glottography to the speech training as a visual
feedback. firstly. eight hearing—impaired among
forty (aged 19 and 20 years) who were staying in
the Department of Vocational Training. Training
Center of the National Rehabilitation Center for
the Disabled were selected. They met the
condition of; having hearing level of over 100 dB.
poor speech quality. and consequently being
required of integrated speech training. After
analyzing their speech. a female. aged 19. who had
defective voice quality but rather good
articulation was chosen as the subject.

Before the training. the voice of the subject
in daily conversation was abnormally high pitch
and low loudness. and the tonal qulity was too
soft and close to falsetto. For these reasons.
the phonemic aspect of speech was not acceptable.
even though her articulation was fairly good as
she had had speech training in the school for the

Figure 2. A pair of examples of the electro-
glottograms and their power spectrums for a normal
and a defective voicing. which was simulated by a
female adult, and sound spectrogram of the speech
sound for the utterance of Japanese vowel
sequence.

WAVEFORM OF THE ELECTRO—GLOTTOGRAM
AMPLITUDE

J\ \J\/\
J

TIME (ms)

POWER SPECTRUM OF THE ELECTRO—GLOTTOGRAM
EREQUENCY (kHz)

AMPLITUDE (dB)

SOUND SPECTROGRAM OF THE SPEECH SOUND
FREQUENCY (kHz)

4 r “in

TIME (YlOO ms)
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WAVEFORM OF THE ELECTRO—GLOTTOGRAM
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0
TIME (ms)

POWER SPECTRUM OF THE ELECTRO—GLOTTOGRAM
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m

~
,.
fi
(
"

FREQUENCY (kHz)
4

o I l l _I

-40 —20 O
AMPLITUDE (dB)

(a) (b) (C)

Figure 3. A set of examples of the electro-

QIOttOgram and power spectrum in the process

°f Improvement of voice quality by the hearing—

1mPaired subject.

deaf where she stayed for the previous twelve

years. As for the prosodic aspect. the subject

SpOke in slew tempo with ambiguous word accent.

sentence intonation and emphasis of phrase. The

waveform of the electro—glottogram did not show

Wide flat valley or steep rise in each fundamental

period. consequently. the harmonic components were

found only in the low frequency range (Figure 3a).

This 15 known as one of the common characteristics

of the speech of hearing—impaired. ' . f

In the preliminary experiment of training 0

V°lCln9. the‘subject was instructed to sustain

Vowel phonation by monitoring the electro—

g1°l'-I'v°9ram on the display. and to imitate the.

1nStructor's typical waveform especially marking

SteePDESS of the rise of the curve in each

fundamental period. And the process of

improvement of the quality of voice was evaluated

based on the degree of richness of the higher

iarmanic components of the voice source through a

spectrographic analysis of both the electro—

glottogram and speech sound. ' .

Soon after beginning the training. the

subject was able to change the nature of the

waveform of electro-glottogram by laryngeal

adjustment. One way to produce a steep rize of

the curve by ther subject was abnormally tensed

phonation. Although the higher harmonic.

components became richer. the voice quality was

unnatural for speech sound (Figure 3b). This is

also common to the voicing of hearing-impaired.

however. this needs to be checked by the tests

other than the sound spectrogram.

A series of training which consisted of two
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sessions a week. a session being about one hour

long. was conducted. After several sessions. the

waveform of electro—glottogram become almost

normal. resulting in the improved voice quality

(Figure 3c). The fundamental frequency became

lower towards normal range.

The improvement was achieved for the open

vowels [o] and [a] first. but it took another

several sessions to stabilize the result. and to

achieve a similar improvement for other vowels.

particularly for [i] which was the most difficult

among the five Japanese vowels.

APPLICATION TO INTEGRATED SYSTEM OF TRAINING

In this study. it was ascertained experimentally

that the hearing-impaired subject was able to

adjust her voice quality through the electro-

glottographic display. Parallel with this

training of voice quality. a series of training

for refining the articulation was conducted in

sequence of vowels. semi-vowels. nasals. flapped.

voiced plosives. and other Japanese consonants.

Training to achieve a reasonable pitch control for

such as Japanese word accent and sentence

intonation began when the range of voice pitch of

the subject became normal after the series of

training of voice quality.

In this way. the electro-glottography for

training of voice quality and various other

methods for training. for control of pitch and

loudness of voice through displays of changes in

fundamental frequency and intensity of speech

sound. and artiCulatory training by use of

displays of lip movement [7] and lingual contact

to palate [8 and 9]. were assembled into an

integrated program.

It is planned to combine this program of

speech training with a system of objective

evaluation of speech quality based on accustical

analysis [10]. and to extend the range of

application to hearing-impaired children in the

future.
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ABSTRACT

A method for electrocutaneous speech syn—

thesis was developed using pulse train

sequences with variable intervals that

are delivered to 16 electrode pairs along

the forearm. The coding was

'quasiarticalatory' in that places of ar-

ticulation (front - back. high - lowY

were mapped quasi-isomorphically to the

forearm (distal - proximal. dorsal -

volar).
By varying the repetition rate of the

pulse bursts (faster - slower) a tactile

fortis-lenis equivalent was incorporated

and, additionally. a plosive-fricative

distinction was defined. 50 the inventory

of. tactile consonants was expanded to

cover the whole range of the obstruent

SYStem of a language such as German. Exp

I uses tactile fricative—vowel equiva—

lents. Exp. 11 plosive—vowel equivalents

t0 test the learnability of such pat—

terns.

INTRODUCTION

There is a long history of experimental

investigations in the field of tactile

sBeech transmission (e.g. [2.3.4.81L

Most of them used mechanical or electri-

Cfil stimulation devices to transform the

acoustic parameters of the speech signal

into tactile patterns. The fact that most

or these systems failed to reach the

level of practical use. demands general

reconsideration. According to our pOint

Of View in 311 these investigations the

role of articulatory gestures for speech

perception seems to be underestimated

Since tactile and proprioceptive F9"
afferent control is present during the
period of language acquisition. one may

aesume that normal speech perception 13

at least partially governed by the per—

CePtion of articulatory guestures [1.9L

So it may be argued that a transformation

of articulatory rather than acoustic in—

formation to the skin would prov1de a

better opportunity to 'develop a success-

{21 tactile speech transmission system

.7.1DL

In its final state a quasiarticulatory

System for tactile speech transmission

"Ould consist of four components:

(1) Registration of a speaker's acoustic
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’patterns.

8000 Manchen 40. F.R.G

signaL

(2) Analysis of the articulatory

meters from the speech wave.

(3) Transformation of the

information into quasiarticulatory

tactile patterns.

(4) Presentation of tactile patterns.

para-

articulatory
coded

The investigation reported here is con-

cerned with the development of the quasi-

articulatory coding of tactile stimulus

To yield an approximately goo--E

metric mapping of the places of articula-

tion the forearm was selected as the tac-

tile stimulation area. The experiments

were executed with the ‘System for

Electrocutaneous Stimulation' (SEHR-Z)

presenting current-controlled bipolar

pulse train sequences. of the basic form

shown in Piroth/Tillmann 1984. Fig. 1

[5). The sixteen channels of the stimula-E

tion device (cf. Tillmann/Piroth 1986i

[10]) were connected with 16 pairs of!

round gilded brass electrodes (9 mm in‘

diameter). The smallest distance between

the electrodes of a pair was 1 mm.

The electrode arrangement and the orderi

of successive stimulations was defined

according to a set of basic criteria for

the coding method. First. complete tac-

tile patterns are syllable analogues,.

i.e. each syllable is in one-to-one cor-

respondence to a complete pattern

Second. a complete pattern is composed of

partial patterns representing the con--

sonant and vowel phonemes. In general.)

vowel patterns move longitudinally along.

the arm. consonantal patterns circum—

ferentially. (Fig. 1 shows the arrange-

ments of electrodes as well as the stu-

lation area of the central vowel lei.)

ihird. places of articulation are mapped

L2__t.h e 111.11.29-31“. . is? t i l e stimulation so.
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'tal places of

that front articulations (of vowels and

consonants as well) correspond to distal

patterns near the wrist and back articu-

Zlations to proximal patterns near the

elbow. High vowels are mapped to the dor-

sal Side. low vowels to the volar side of

the forearm. Intermediate places of arti-

culation are coded byvstimulating the in-

termediate tactile areas. Fourth. as the

starting point of the circumferentially

moving consonant patterns depends on the

stimulation area of the preceding or fol-

lowing vowel. an rudimentary form of

~coarticulation' is implemented in the

coding method. Fifth. in the present ex-

periments the temporal duration of the

tactile syllable equivalents correspond

to those of extremely slow and very ex-

plicitly uttered natural syllables

Nevertheless. patterns are constructed in

a way that overall-duration can be shor-

tened by omitting pulses from the pulse

train sequences without hereby altering

the phenomenal 'gestalt' of the patterns

Former investigations have shown that

vowel patterns are easily identified even

by untrained subjects and that consonan-

articulation -although

identification is not as good- are recog-

nized well above chance level without

training. The following experiments

include the fortis-lenis- and the

plosive-fricative distinction into the

system of consonantal patterns to yield a

construction method for the complete

system of obstruents, and they use a

learning paradigm to improve the identi—

~fication results by training

EXPERIMENT I

According to the basic criteria a system

of tactile fricatives and the vowel /e/

was constructed and combined to form syla

‘lables. Tactile /fe:/. lee:/. /Ie:h

IC9=/. /V9:/. /29:/. l39:/. ljail and

their VC—equivalents were presented in a

learning test to reveal whether

identification of CV-equivalents can be

improved by learning. A succeeding

control test was run to show whether a

transfer of learned skills enhances the

identification of the VC-patterns

EXPERIMENT II

In the same way a plosive-vowel system

was used consisting of tactile /paih

/te:/. Ikezl. and Iba:/. _/de:/. (_ge:/.

Table 1

Fricative Vowel System

Number Tap-dura- ITI Overall

of Taps tion (ms) (ms) duration (ms)

V 8 5.2 20 201.6

FF 8 5.2 15 161.6

LF1 4 5.2 35 160.8

LF2 8 5.2 5/30 181.6

V: Vowel. FF: Fortisfricative. LFh

Lenisfricative (1 ring: simple pattern

LF2: 2 rings: complex patternL

GENERAL METHOD

Stimuli.

Pulse trains G'taps') of three 'pulses'

having the form described above with a

constant pulse width of 200 Pg. a

variable amplitude. a constant inter-

pulse-onset interval of 2.5 ms and an

overall duration of 5.2 ms were used as

basic stimuli. They were arranged to se-

quences in which the places of stimula:

tion are changed according to the basic

criteria cited above. So. the tactile

syllable equivalents consisting of frica-

tive patterns and a /a/-pattern were con-

structed. Number of taps. inter-tap

intervals (ITI). tap-duration and overall

duration of the patterns are given by

Tab. 1 for each type of stimulus. The

local shifts along the first or first and

second electrode rings (i.e. the distal

ones) in the fricative patterns /f/ and

/v/ are shown‘ in Fig. 2. of /s/ and h/

in Fig. 1

FIG. 2: THE FRICATlVES /+/

AND /v/ '

FIG. 3: THE FRICATIVES /s[
ANDI/z/

III and /3/ resemble /f/ in being 51mph

patterns consisting of one circumferer

tial tap sequence only, but they are °°r
structed as surrounding the second 919°:
trode ring instead of the first. id anm

Ij/ like /s/ and /z/ are complex Patter“
(twO rings) which are presented quasr

simultaneously (i.e. with the PPOlay
ring having a delay of 5' ms) at the

second and third electrode ringsa As
shown in Tab. 1. the fortis-lenis dlffr
rence is encoded in the inter-tap inter-
val of the sequences: fast moving pat]

terns are fortis. slowly moving ONE?
lenis. (Preliminary investigations #26

had shown that a difference in ITI 0

ms is perceivable in similar patterns

presented without a context.) T0

overall duration constant. the number of
taps was halved in the case of /V/ an

370. I. 3119.19.22

keeR

/3/. Since 12/ and /j/ ,are presented by

stimulation of B loci this was not pos-

sible. So /2/ and /j/ are 20 ms longer in

overall duration. The neutral vowel /a/

is transformed into an B-tap pattern

moving along the mid pairs of radial and

ulnar electrode rows (Fig. 1L

Plosives are built as patterns sweeping

between neighbouring electrode pairs as

shown in Fig. 4 which represents /p/ and

/b/. Analoguously. It/ and /d/ surround

the second ring. /k/ and Isl the third

FIG. 4: THE PLOSIVES lp/

AND /b/ '

Wabaraing the basic criteria information
of the starting point of 'the vowel pat-
tern is preserved by starting the circum-
ferent pattern at the same electrode row
where the following vowel pattern starts
The velocity of the pattern (5 ms/ITI) is
clearly below the threshold for discrimi~
nation of successive taps and is not used

to carry the fortis-lenis information

Instead. this feature is encoded in the

neighbouring half of the vowel-pattern as
listed in Tab. 2.

Subjects and Procedure
Eour unexperienced Ss participated in

XDS. I and II. All 55 were tested singly

and were informed about the details of-
the learning test series and the coding
method.
1. Intensity adjustment. Each test ses-

Sion started with a calibration proce-

dure. _Ss were asked to adjust subjective

:ntQNSIty to a mid value between absolute
hreshold and unpleasentness for each

place of stimulation. The resulting

Values were taken as impulse amplitude
Values in the immediately following test

runs.
2- Presentation of the patterns. The in-
ventory of the 8 (or 6) CV—patterns was

Ezesented five times in a systematic or—

t r to the S‘as following: for each pat-

ern a phonological transcription was

Table 2

Plosive vowel System

Number Tap-dura- ITI Overall

0? Taps tion (ms) (ms) duration (ms)

PP 16 5.2 5 163.2

LP 16 5.2 5 163.2

FP*V 16 5.2 8x15 403.2
+8x25

LP*V 12 5.2 4x35 402.4
+8x25 ____. “._nm_-—

V2 Vowel. PP: Fortisplosive (bu 5th

LP: Lenisplosive (burstL
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presented via terminal followed by the

tactile pattern corresponding to this

syllable. After an interval of 4 s the

transcription of the next syllable was

presented
3. Feedback tests. For a single FB-test

the 8 CV-patterns were presented 6 times

in Exp. 1 and the 6 CV-patterns in Exp. 2

were presented 8 times in completely ran—

domized order to yield 48 presentations

By pressing a key on the computer key-

board the S started the presentation.of a-

pattern. After an interval of 1s the S

had to name the just presented syllable

via keyboard. Then the transcription of

the syllable that was presented was given

to inform the S whether his answer was

correct or not. After the presentation of

5 equal test runs (i.e. 30 or 40 repeti-

tions of each pattern) the test session

was finished. The 53 underwent 5 equal

test sessions with a pause of 1 or 2 days

between each two successive sessions.

Finally. in a sixth (control-) session

structured in the same way the whole in-

ventory was presented in VC-ordering. Two

of the four 55 first underwent Exp. I.

the remaining two Ss first Exp. II.

RESULTS AND DISCUSSION

Fig. 5a presents the average identifica-

tion rate for all subjects in Exp. I.

Fig. Sb gives the computed results.that

show the recognition of the fortis—lenis

feature. (Identification of a fortis-pat-

tern was assumed to be correct when the 5

after presentation of a fortis-pattern

answers with a fortis consonant)
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Fig. 5: Results of Exp. 1 (a) Syllable

(b) Fortis-Lenis Identification
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' Fig. 6: Results of Exp. II (a) Syllable a

(b) Fortis-Lenis Identification

'Figs. 6a and b present the results of‘

Exp. II in the same way. To evaluate the

effects after a transformation of the de-

pendent variable by



y = arc sin (x1100) V

a one-factrorial univariate analysis of

variance was calculated. first as a trend

analysis of sessions 1 to 5 by the method

of orthogonal polynomials. then the ana-

lysis was expanded to 6 sessions to de-

termine the relevant a priori contrasts.

Since the analysis was repeated with

fortis/lenis results the level of signi-

fica e o=0.05 was lowered to o' by q’=1-
(1-0) 2 A. highly significant variation

over the 5 CV~sessions was found in all

cases yielding a linear trend in Exp.I

and a cubic one in Exp.II (Tab. 3). For

'the analysis of contrasts the comparisons

of 1st and 5th. 1st and 6th and 5th and

6th aesSion were chosen. According to

Tab. 3 the contrasts between the 1st and

the 5th CV-session are always significant

and show a consistent learning effect

But the results indicate that there is no

transfer of learning from the CV-series

to the VCcsession: in all cases the

contrast between the first CV-session and

the VC-sess10n is not significant. With a

simple exception. the results of the 5th

CV-session and the VC-session differ
significantly. This may be due to the

fact that only one control-session was

run. A series of experiments is in pre-

paration to show whether a transfer of
learning is possible if the 'S has to
manage more trials in the altered condi-
tiom

Table 3

Results 0 Ex 5. I and II

Trend analysis by orthogonal polynomials

(sessions 1-5):

Exp. I Syllables F(4.95)= .421 p<0.005**

Linear trend F(1.95)=1 .076 p<0.005**

Exp. I Features' F(4.95)= .187 p<0.005**.

Linear trend F(1.95)=2 .982 p<0.005**

Exp.II Syllables F(4.95)

Cubic trend F(1.953

Exp.II Features F(4.95)

Cubic trend Ft1.953

.288 p<0.005**

.966 p<0.005**

4
7
6
3

9.869 p<0.005**

0
0
8. 379 p<0.005H

A priori contrasts (sessions 1~6):

Exp. I Syllables

1 vs. 6: =-0.725 df=114 =u.4?0 n.&

1 vs. 5:. =-3.829 df=114 = .000 *N

5 vs. 6: t= 3.104 df=114 = .002 *k

p
p 0
p 0

Exp. I Features .

p 0.447 n.s
p 0
p 0

1 vs. 6: t=-0.762 df=114 =

1 vs. 5: t=-4.102 df=114 = .000 **

5 vs. 6: t= 0.440 df=114 = .001 **

Exp.II Syllables

1 vs. 6 t=-1. 552 df=114 p=0.124 n.s

1 vs. 5: .=-3. 253 df=114 p=0.002 **

5 us. on t= 1. ”01 df=114 p=0 092 n.s

Exp.I[ Features

1 vs. 6: t=-0.013 df=114 p=0.989 n.s

1 vs. 5: t="2.418 df=114 p=0.017 A

S vs g;_t= 2.404_ df=114 p=0.018 A

Reduced level of significancm

p<0.00501 ** p<0. 02332 *

REFERENCES

[ 1] C.A. Fowler. "An Event Approach to

the Study of Speech Perception

from a Direct-Realistic Per-

spective". J. Phon. 14. 1986r 3-
28

[ 2] R.H. Gault. "An Experiment on Re-
cognition of Speech by Touch". 1

Wash. Acad. Sci. 15. 1925. 1L

[ 3} M.H
“Modification

Goldstein. R.E.
of Vocalizations of

Preschool Deaf Children by

Vibrotactile and Visual Displayh

J. Acoust. Soc. Am. 59. 1976

1477-148L

[ 4] R. Lindner. "Physiologische Grund-
lagen zum elektrischen Sprache-

tasten und ihre Anwendung auf den

Taubstummenunterricht". Zeitschn

f. Sinnesphysiologie 67. 193%

[ 5] H.G. Piroth. H.G. Tillmann. "0n

the Possibility of Tactile Cate-

gorical Perception". H.P.R. v.¢

Broecke. A. Cohen. Proc. 10th

ICPhS. Dordrecht 1984. 764-768. ‘

[ 6] H.G. Piroth. "Elektrokutane

Silbenerkennung mit quasi-

artikulatorisch kodierten

komplexen zeitlich-raumlich

strukturierten ReizmusternL

Forschungsberichte des Instituts

ffir Phonetik und Sprachliche

Kommunikation der Universitat

Hunchen 22, Mfinchen. 1985. .

[ 7] H.G. Piroth. "Electrocutaneous
Syllable Recognition Using Quasi-

articulatory Coding of Stimu1u5‘

Patterns" (Abstr.). J. Acoust

Soc. Am. 79. 1986. s73

[ 8] D.“. Sparks et al.. "Investigating

' the MESA (Hultipoint Electro-

tactile Speech Aid): The Trans-

mission of Segmental Features of

Speech". J. Acoust. Soc. Am. 63

1978. 246-257.

[ 9] H.G. Tillmann. "Phonetik und
Phonologie sowie die natur- .und
geisteswissenschaftliche
Erforschung der gesprochenen

Sprache". FIKPM 19. 1984. 9- 32

[10] H.G. Tillmann. H. G. Piroth "A“

Order Effect in the Discriminabi‘

lity of Pulse Train Sequences
(Abstr.). J. Acoust. Soc. Am 7%
1986. S73.

ACKNOHLEDGEEENTS

supported by t“?This investigation was
(DFG- grant T1German Research Council

69!25L
Statistical advice was given bY '9“
Alexander Yassouridis. Department 06

Biostatistics. Max-Planck-~1nstitute Fm
Psychiatry. Munich F.R.G.

372 Se 19.2.4 .

Stark.



VISUAL INFORMATION AND SPEECH ACQUISITION OF THE DEAF
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ABSTRACT

Substantial improvement of speech of the deaf can

only be obtained if we succeed in providing them

with additional information concerning speech

through other than auditory channels. Since there

have been many attempts at developing visual aids

but very little success [2]. we consider some basic

issues involved in the development of visual aids

for speech training and propose a number of assump-

tions that guide our undertaken to construct an ef-

fective visual aid.

INTRODUCTION

Currently we are involved in a project in which we

are developing computer controlled visual aids

displaying acoustic information of speech to be

used in speech acquisition of the deaf. The basic

motivation behind the project is the belief that

the only way to substantially improve the results

0f speech training of the deaf is by introducing

(visual) aids that supply additional information

and feedback about speech, which can be incorporat-

ed in a speeech training program. We belief that

the deaf child can only form an adequate and stable

internal representation of speech if we supply them

information that shows what speech looks like and

Provides them with an opportunity to examine the

results of all sorts of articulatory gestures and

to check the successfulness of attempts to produce

Specific speech acts. Because of the enormous

growth in recent years of computational power and

graphics facilities, it is now possible to design

all sorts of visual aids, evaluate them in a train-

108 situation and subsequently adjust the design on

the basis of this evaluation, in a most flexible

way.

However, the more possibilities there are, the

more decisions have to be taken about different

design asPects of the aids. Therefore, we present

in this paper a preliminary framework that allows

to see the different dimensions of the problem and

indicates the type of questions that should be

aSked (and answered).

BEN MAASSEN

Interdisc. Inst. of Child Neurology
University of Nijmegen

P.O. Box 9101
6500 HB Nijmegen, The Netherlands

TWO BASIC QUESTIONS

To develop a visual aid means to answer two ques-

tions: WHAT information to display and HOW to

display it. Attempts to answer these questions lead

to the most fundamental aspects of speech percep-

tion and production as well as to basic questions

concerning the essential differences between the

processing performed by the ear and the eye. The

answer to these questions is in part also deter-

mined by the view one holds with respect to the

method of speech education of the deaf. Although

educational aspects will undoubtedly play an impor-

tant role in the ultimate form of the aids, in this

paper we will not deal with these aspects but con-

fine ourselves to the more fundamental issues re-

lating to how relevant aspects of speech can be

made visible for speech training purposes.

THE ULTIMATE GOAL: THE IDEAL SPEECH VISUALIZER

What would be the ultimate goal of a project like

this? As we see it, the ideal speech Visualizer

for speech training should completely take over the

missing auditory function of the deaf child.

In order to attain this ideal two problems

should be solved. First, we must find ways to

present the acoustic information about speech in a

form which is digestible by the eye. In view of

the great differences between the way information

is processed by the ear and the eye, it will be

necessary to do a lot -of preprocessing that

transforms the acoustic information into a form

suitable for the eye. Secondly, we will have to

find ways to inform the child how the visual

display relates to speech. For the deaf child ac-

quiring speech needs to understand how different

visual dimensions and combinations of these dimen-

sions are related to speech production. Even more

importantly, information must be supplied about how

these dimensions are used to produce different

speech-related acts. This means that the display

must also present normative information. We will

return to this point below.

To what extent this ideal can be realized is at

present unpredictable.
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But even a superficial study of the differences

between visual and auditory perception on the one

hand and of the coding of speech in the acoustic

signal on the other, makes clear that this is a

most complicated undertaken.

A MORE PRACTICAL APPROACH: SOME BASIC ASSUMPTIONS

In order to make the problem somewhat more manage-

able we will conceive of the speech signal as

describable in terms of a limited number of parame-

ters that are related to basic aspects of speech

production. The traditionally used parameters as-

sociated with intensity, fundamental frequency,

timing and spectral composition seem most useful

because they can, after some transformations, be

related to the basic aspects of speech production:

respiration, phonation and articulation. As a

first step towards developing a theoretical frame

we will formulate some assumptions with respect to

the way acoustic information about speech should be

mapped in the visual mode. These assumptions form

together the starting—point for our approach fol-

lowed in this project. As such, the assumptions

can be seen as requirements for the visual aids to

be developed.

Assumption 1

There must be a unique and fixed relation between

acoustic and visual parameters. This assumption is

based on the consideration that a stable internal

representation can only be formed if different di-

mensions of the process are uniquely connected to

specific aspects of the visible output. It implies

that one should not use the same diagram to display

different acoustic parameters. It also implies

that if a certain acoustic feature is once associ-

ated with some visual attribute this should not be

changed later.

Assumption g

The visually presented information concerning

speech should be as complete as possible. The fol-

lowing arguments form the basis for this assump—

tion. In the first place having all information

available concerning a skill to be developed is the

natural situation, independent of the question

whether the subject uses all the information all

the time. Secondly, there is a practical argument

which is based on eXperiences with visual aids that

display only one feature. In working with a device

that displays for instance fundamental frequency,

one will inevitably be confronted with the child

that does produce the required pitch or intonation

contour but only at an intensity of 110 dB or with

a very bad voice quality. This problem is inherent

of mono-feature displays and can only be solved by

displaying all relevant information simultaneously.

Assumption 1

The visual aid should display the information in an

integrated fashion rather than in a parallel one.

The main argument for this assumption is that if

the information is displayed in parallel, for in-

stance in different windows on the screen, somewhat

like the dials on the dashboard of a car, the sub-

ject will probably have great difficulties to moni-

tor all the information simultaneously. Therefore

we believe that we should try to develop a system

that displays all relevant information in one

multi-dimensional form, making use of different in-

dependent visual dimensions like form, colour, tex-

ture, size etc. A considerable body of research

has shown that information presented in independent

dimensions (such as those just mentioned) are pro-

cessed almost in parallel. That is, with two di-

mensions one can convey almost twice as much infor-

mation as with one [1].

THE DESIGN or AN AID

In this way we approach the ideal formulated be-

fore, in the sense that all relevant information u

displayed in a form that is easily accessible to

the eye. But, as mentioned above, this is stin

only part of the answer, because displaying thein-

formation in itself does not say anything about the

meaning of the information; it does not show how

the information is related to speech. It shouldbe

noted though that a straightforward display 0f

speech related information, without any normative

function, can be a most useful aid since it cm

help the deaf child to learn the correspondehce

between visual and articulatory dimensions.

When those relations are acquired the pupil has
learned to control specific aspects of the visml

display and thus may be said to have developed some

aptitude in controlling articulatory structures

relevant for speech production. But the chim

still does not know the relation between the visml

image and speech. So now the pupil must be 5h°"“

how the different visual dimensions are used in the

formation of specific speech acts. Here we can

think of giving information about the rangeOf

values that are used in speech production, likethe

range 0? acceptable intensity, fundamental frequen'
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cy, F1, F2 etc.

Ipeintroduction pf normative information

One way to introduce a norm is by using a split

screen and showing an example of a model speech act

on the upper half, which can be imitated by the pu-

pil on the lower half. The models can either be

produced on the spot by the teacher or can be build

into the apparatus. Although the teacher-produced

model is attractive in the sense that it fits

within the usual teacher-pupil interaction, in the

case of speech training it has several limitations.

For instance in displaying intensity-related as-

pects of a model the distance between speaker and

microphone is crucial, but difficult to control

especially if the child uses a headphone-microphone

combination. Other aspects like fundamental fre-

mmncy and timbre are even more problematic in this

respect because the ranges of values on these di—

mensions differ greatly between adults and chil-

dren. To normalize these differences does not seem

easy to accomplish. Therefore at present we con-

centrate at displaying internally stored criteria

of acceptability.
Suppose we display intensity of speech as the

brightness of the display on the screen. Then,

speaking too softly or too loudly would be indicat-

ed by the display becoming almost invisible,

respectively unpleasantly bright (with well chosen

relation between intensity and brightness). This

example shows that with a well chosen visual dimen-

sion, the normative information can be presented in

a most natural way.
For other aspects of the speech signal this may

not be readily feasible. Consider for instance the

Hay normative information is build into the Vowel

Corrector developed by Povel [A] and Povel & Wan-

sink [5], an aid for teaching vowels to the deaf.

This device displays vowels, either spoken in iso-

lation or in mono-syllabic words, as light spots on

a screen such that different vowels project at dif-

ferent areas of the screen. When vowels are en-

tered into this apparatus the spot moves over the

screen roughly in accordance with the momentary

value of F1 and F2 that respectively determine the

X and Y coordinate of the spot. In this m°de the
device only displays some speech-related aSPeCts 0f

the Spectrum, but does not indicate the relation

between location of the spot on the screen and

speech characteristics. This information is

Presented by indicating on sheets fixed to the

Screen the outlines of the areas that correspond to

different vowels. .

It should be noted that this way of displaying

Spectral information seems most useful because it

combines the two functions mentioned above: it

shows relevant parameters of speech in a way that

is easily interpretable by the eye, and at the same

time it shows the relation between the displayed

information and certain speech acts, thus fulfil-

’ ling its normative function.

MOTIVATION

Besides the two functions just discussed, there is

yet another aspect that is probably very important

in displaying visual information for speech train—

ing purposes. This concerns the desirability that

the information be presented in a for the child at-

tractive way, for instance in the form of interest-

ing games, thus maintaining motivation during

training. Although we believe that this aspect

needs attention, we feel that it is even more im—

portant to construct a curriculum incorporating the

aid, in which tasks are defined that the child can

perform successfully, thus maintaining inherent

motivation to learn to speak.

CONCLUSION

To summarize we believe that in displaying visual

information for speech training purposes, one

should aim at displaying as much relevant informa-

tion as possible in an integrated visual display

using independent visual dimensions that are

uniquely related to speech parameters. Further,

the device should incorporate norms as to how the

different dimensions are used in forming specific

speech acts. All these aspects should be part of a

training curriculum in which attention is given to

factors stimulating motivation. Apart from the

specific problems to display the separate parame-

ters, we think that the main challenge will be to

combine the different requirements in a workable

visual aid.

Currently we are working on two parallel lines.

In the first one we develop aids for separate as-

pects of speech. Here we concentrate on displaying

segmental, rather than on supra-segmental informa-

tion on the basis of the results of the work of

Maassen & Povel [3] which has shown that an im-

provement of intelligibility is mainly found after

correcting segmental aspects of speech. In the

second line we are building aids that combine dif-

ferent aspects in one complex multidimensional

display. Examples of displays will be shown during

the presentation.
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GLOTTAL DETERMINANTS OF DEAF VOICE QUALITY
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ABSTRACT

Vocal fold vibration of nine deaf children was

recorded with help of an electro-laryngograph.

Analysis of the laryngographic waveforms yielded

several parameters that can be used as an objective

measure of instability of voice and deviating voice

quality characteristics like breathiness,

hoarseness and cul-de-sac. The analysis algorithms

will be implemented in a visual speech training aid

for the deaf.

INTRODUCTION

Even highly trained. experienced phoneticians

exhibit great variability in their evaluations of

deaf speech characteristics. This is especially

true for suprasegmental aspects and voice quality

[8,".13]. As indicated by the labels typically
used in descriptions of deaf voices, such as "too

high. monotonous, breathy, nasal, cul-de-sac",

voice quality is conceived of as the overall

auditory colouring of an individual speaker's

voice, to which both laryngeal and supralaryngeal

features contribute. The latter refer to long-term

muscular adjustments or "settings" of the

articulatory organs [9]. For instance, cul-de-sac

or Pharyngeal focus of resonance [2] is caused by a
tendency to retract or "back" the lingual body.

Differentiating aspects of voice quality and
articulation is complicated by the differential

SUSOePtibility [9] of individual speech segments to
the biasing effect of a given supralarynseal
s“ting. That is, a nasalized voice has a
different effect on nasal sounds (/m.n;p/) than it
has on vowels, plosives, fricatives and affricates.

A180 the decomposition of voice quality 1 glottal
pulse shape and supralaryngeal effects is

Problematic, especially when the description is
based on perceptual Judgment.

To analyze the purely laryngeal aspect of voice

quality we have used the electro-laryngograph (ELG)
[5]. The ELG is an instrument that measures the
electrical impedance of the vocal cords, thereby

pr°V1din8 information about opening and closure
durations. The laryngographic signal has been

Validated as a measure of vocal fold contact area

by c°mParins the signal with registrations of

SUbglottal air pressure, and measurements of

slottal opening by means of photoglottography EHd
high-speed filming [1.3]. The most stable
characteristic of the Lx signal is the steep slope

DIRK-JAN POVEL

Dept.of Experimental Psychology

University of Nijmegen

P.0.Box 910A

6500 HE NiJmegen. The Netherlands

corresponding to the beginning of the closure phase

[10], which provides an easy reference point for

determining glottal pitch period (see Figure 1).

Apart from the fact that a simple algorithm

suffices to extract fundamental frequency, a major

advantage of using the Lx signal instead of the

acoustic speech signal is that period-to-period

fluctuations in the waveform can be detected.

Thus, measures of jitter (period-to-period

frequency fluctuations) and shimmer (period-to-

period amplitude fluctuations) are easily obtained,

thereby providing information on regularity of

voice.

In this paper we present a study of nine deaf

children that were selected by a speech therapist

to represent a broad range of vocal abnormalities.

Laryngographic recordings of these children were

analyzed in an attempt to extract perceptually and

articulatory relevant parameters. The analysis

algorithms will be implemented in a visual speech

training aid to be used in therapy [15].

VOICE QUALITY ANALYSIS

Recording Procedure

Nine congenitally deaf children were selected by

their speech therapists to represent a broad range

of voice abnormalities. These children. 7 boys and

2 girls, ranging in age from 9 to 15 years, with a

hearing loss of more than 100 dB (Fletcher Index)

in the better ear, read aloud a series of

phonetically balanced sentences and words. The

acoustic speech signal together with the Lx signal

were recorded on two tracks of a Revox tape

recorder. Since recording on tape introduces phase

distortions, especially in the low frequencies, the

Lx signal was re-recorded while running the tape in

reverse. (The acoustic speech signal was also re-

recorded to preserve temporal alignment on a single

tape.) After low-pass filtering (cutoff frequency u

kHz, slope 2A dB/octave) both signals were fed into

a stereo A/D convertor (sampling rate 10 kHz for

both channels) and stored in computer memory. In

the present study only Lx signals were analyzed,

but the figures also show the corresponding

acoustic speech signals.

Apart from the nine deaf speakers, two adult,

hearing speakers. one male and one female, were

recorded and analyzed. These speakers differed

only with respect to fundamental frequency. An

excerpt of the male voice is presented in Figure 2a

for comparison purposes.



Determining Pitch Periods

All analyses of the Lx signal were performed in

the time domain. Isolating individual pitch

periods started by calculating the first derivative

(Lx'). If Lx' exceeded a criterium value. which

was about one tenth of the Lx amplitude, that point

was taken to correspond to a steep slope at the

beginning of a new pitch period (see Figure 1) and

marked accordingly. When no steep slope was found.

a positive zero-crossing was taken instead. By

setting a minimal spacing between period markings

of 16 sample points (which corresponds to a maximum

frequency of approximately 600 Hz) and a maximum

spacing of 120 sample points (corresponding to a

minimal frequency of about 80 Hz). and at the same

time have steep slopes take precedence over

positive zero-crossings, a reliable pitch detection

algorithm was obtained. In a comparison of the

outcome of the algorithm (the period markings) and

the original Lx signal no errors could be detected.

After isolation of single pitch periods, very low

frequency-components were removed by subtracting

from each sample point the mean value of the period

it belongs to. The thus adjusted waveforms were

further analyzed to obtain an objective description

of deviations in voice quality.

Types of Voice Quality Deviations

We will now present the different types of

deviating glottal pulse waveforms that occur in our

speech samples, together with the measures to

describe them.

1; Instability of voice. The accessibility of

individual pitch periods permit detection of

stability of voicing and laryngeal articulation

[1“] within a very short time window. A grossly

instable voice is displayed in Figure 2b. Here,

within a single period, fundamental frequency drops

from 280 Hz to 135 Hz. The example is taken from a

1” year old boy, who typically produced such

,patterns at the beginning of voiced segments

fol lowing si lence .

In Figure 2c an articulation error is displayed.

Another 1” year old boy attempted to say the Dutch

word lbanazn/ ("banana"), but produced /banda:n/

instead. During the /d/,vocal fold vibration drops

to zero, which may be caused by supraglottal

pressure build-up during the erroneous complete

closure of the vocal tract. or by an incorrect

abduction-adduction gesture of the vocal folds.

2L Jitter,r shimmerlr low-frequency components.

0n the microlevel, irregularity of successive pitch

periods is expressed by high jitter and/or shimmer

values. Jitter is calculated by dividing two

successive period durations. shimmer by taking the

logarithm of amplitude ratios. Whereas for normal

voices under sustained phonation jitter values of

0.5% - 1.01 and shimmer values below 0.20 dB are

' obtained [7], in the example of Figure 2d. produced

by an unintelligible 9 year old boy. jitter and

shimmer rise to 25% and 11 dB respectively, ‘giving

the voice a hoarse quality. In addition. Figure 2d

shows a low-frequency component. indicating

vertical displacement of the whole larynx. This

.may be caused by retraction of the tongue during

cul-de-sac voicing.

g; Deviations of isolated waveforms. Figure 3a
displays a breathy voice. Calculated were the

relative closure duration (duty cycle), defined as

the relative position within the pitch period of

the negative zero crossing (i.e. C/L. see Figure

1). and the relative area below the positive curve

(A/(L'P), see Figure 1). Like Hasegawa et a1. [6L

we took the cosine of the duty cycle. to magnify

the important range around 0.5. In normal voicing

the cosine of the duty cycle centers around 0, the

relative positive area around 0.25; in this breathy

voice we found values of 0.7 and 0.15 respectively.

Figure 3b displays a different type or

breathiness. Here, the, breathiness is caused by

insufficient steepness of the positive slope.

Relative closure durations were calculated by

dividing the number of samples between the onset of

the period (in most cases not far from the onset of

closure) and the waveform peak by the pitch

duration. Whereas a value of 0.10 is typical (see

also [10]). in Figure 3b a relative closure

duration of 0.25 was found.

In Figure 3c a terribly hoarse voice is

displayed. To capture the irregular character of

these waveforms. the number of times the second

derivative (Lx") exceeded a criterium value, was

counted. During normal voicing, very few pitch

periods contained direction changes exceeding the

criterium; in the example of Figure 3c a mean

number of 2 per period was obtained. .

Finally. in Figure 3d a falsetto voice is

presented. Note the sinusoidal character of the

waveform. A falsetto voice is not only of very

high pitch (540 Hz in this example) but also

breathy according to the relative closure duration

criterium (mean value 0.20).

DISCUSSION

Analyses of glottographic signals obtained from

nine deaf children yielded several parameters that

are related to voice quality. Fourcin (personal

communication) displays "raw" Lx waveforms to deaf

children for training purposes. Since we believe

that interpretation of the Lx waveform is

problematic, especially for the youngest 586

groups, we are currently implementing the anal)’513
algorithms described above in a speech traininZ

device [15]. such that voice quality can be

displayed in a simplified visual trace. F0?

instance, jitter and shimmer, which indicate

hoarseness. might be transformed to the Visual

dimension texture.
The speech training curriculum proposed by Ling

[11]. in which teaching of respiration and
phonation precede articulation. stresses the

importance of simplifying voice quality and

displays for young children. Moreover. in previous

experiments [12] we showed that voice quality and

articulation - rather than temporal structure and
intonation contour - are the most important

determiners of deaf speech intelligibility.
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Figure 1. One period of a normal Lx waveform.

Indicated are: 0,0': start of closure at the onset

of pitch periods: L: length (number of samples) of

one period; Z: zero-line; P: maximal positive

value; C: closure duration (until negative zero-

crossing); A: area below the positive part of the

curve.

immmmmm
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WW
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3 mom/WWW
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Figure 2. Sample registrations of Lx signals-(lower

trsees) together with the acoustic speech signals

(Upper traces). Registration (a) id from a normal,

male voice; (b). (c) and (d) represent incorrect

period-to period fluctuations.
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vA/vwvvvi/WAAAA

w WWW”
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Figure 3. Sample registrations of Lx signals (lower

traces) together with the acoustic speech signals

(upper traces). In these examples the most

noticeable deviation resides in the waveform of

individual Lx periods.
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THE ACQUISITION OF FINAL CONSONANTS

MARILYN MAY VIHMAN AND CHARLES A. FERGUSON

STANFORD UNIVERSITY

The open CV syllable is the basic, 'unmark-

ed' syllable type in the world's languages and

in the phonological development of children.

This paper charts the course of acquisition of

final consonants by children acquiring a lan-

guage rich in such consonants and proposes four

major characteristics: (1) The number of dif-
ferent consonant phone types in final position
is equal to or less than the number in initial

position; (2) fricatives and liquids are more

likely than stops and nasals to be acquired
first in final position; (3) final velars are
more likely to be attempted than non—final vel—
ars or final non-velars; and (4) final voiced
consonants pose a special problem for children,
and some children may make use of nasals in

attempting to produce them. These characteris-

tics are systematically related to the occur-

rence of final consonants in children's bab-

ling, to the distribution of final consonants in

the world's languages, and to strength hier-
archies proposed for consonants.

INTRODUCTION

The open CV syllable is the basic, 'unmarked'

syllable type in the world's languages and in the

Phonological development of children. Reflecting

on the vocalizations of their I3-month-old subjects,

Kent and Bauer [1] comment on the "primacy" of the

CV SYllable shape, which may be viewed as a "sim~
plest form...or a kind of atom in the formulation

°f SpeeCh" (p. 527). Although many languages have
syllable-final and word-final consonants and even
consonant clusters, these final consonants are much
less frequent than initial consonants (both types
and tokens). Also, final consonants are of very

low incidence in babbling, regardless of the lan-
guage spoken around the child. The acquisition of
final consonants can thus be expected to pose a

P§°n010gical challenge for children, from either a
llngUistic-universal or a biological-developmental

perspective.
The identification and explanation of con-

Straints on types of consonants occurring in final
Position in the world's languages constitute a sig-

nificant Part of the total characterization of the

ph°“°1°gical structure of human languages ('phono-
1°gica1 universals'), and analysis of the phenomena

2: final consonant acquisition can contribute to
is universal phonology' ([2]).
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Word—initial position is typically the position

of greatest consonantal diversity in phonological
inventory, though medial position in some lan—

guages for some classes of.segments may be greater;

final position is typically the position of least

diversity. though preconsonantal position may be

eben more limited. These constraints may be ex-

pressed in terms of strength hierarchies of optimal

syllable-initial segment classes and their mirror

image for syllable-final position: stops, frica-

tives, nasals, liquids, glides, vowels ([3], ch. 10).

Such hierarchies are intended to show universal

relations, but admit of some language—specific vari-

ation. Whatever perceptual, articulatory, cogni-

tive processing, and social/conventional constraints

account for those hierarchies may be expected to

result also in developmental patterns of order of

acquisition and types of substitution and assimi—

lation. Thus it may be expected that final fric-

atives, nasals, and liquids will not only be more

frequent than final stops and occur in languages

without final stops, but will also be acquired

earlier. The present paper explores the actual

phenomenon of acquisition of final consonants in

the light of this expectation. English is an

especially appropriate language for the investiga-

tion since the incidence of initial, medial and

final consonants in running text is virtually iden—

tical (36% initial vs. 32% each medial and final:

[4]). We will restrict ourselves here to the anal—

ysis of word- (or vocalization-) final consonants,

since syllable-final consonants which are not also

word-final are extremely rare in children's early

productions.

Final consonants lg babbling

Several careful accounts of the phonetic

characteristics of babbling have documented the

relative rarity of final consonants [1, 5-8]. 0n

the other hand, in an analysis of consonant fre-

quency in the babbling and word production of 10

English-learning subjects, Vihman, Ferguson and

Elbert [8] found the mean proportion of final con-

sonants to increase gradually with growth in the

children's use of words, ranging from a mean of 6%

final consonants early on to 17% when 25 or more

words could be identified.

Differences have also been reported in the

incidence of different manner categories in initial

vs. final position in babbling. Oller et a1. [5]

reported a 10 to 1 ratio of stops to fricatives

and affricates in initial position and a 3 to L

ratio of final fricatives to stops (based on tokens).



Similarly, deBoysson—Bardies et al. [6] reported a

9 to 1 ratio of initial stops to fricatives and

affricates and an 8 to 1 ratio of final fricatives

to stops in the babbling of their French subject.

In inventories of consonant types used in bab-

ble only a slightly higher proportion of fricative

and liquid segments were found in final position

(29%) as compared with initial position (222),

based on the true consonant categories of stop and

nasal (non-continuant) and fricative and liquid

(continuant): [8]. Overall, only 19% of all ini-

tial consonants were continuant, while 32% of all

final consonants were continuant. As increasing

numbers of final consonants began to be used in

words, the slight initial bias toward continuants

in final position was strengthened.

Recent work on the transition from babbling to

speech has strongly demonstrated the continuity

.fin phonetic tendencies across that transition

5, 9, 10]. Accepting Locke's assertion.that the
beginnings of phonological development antedate

the child's first use of adult—based words [9],
it is important to consider the process by which

final consonants are incorporated into the system

in the course of acquiring a language character-

ized by heavy use of final consonants.

Final consonants 13 early word pg:

In general, final consonants are rare in ear-

ly words, as the finding of continuity from bab-

bling to speech leads us to expect, and the range

of occurring segments is correspondingly small.

In her longitudinal study of the phonetic inven-

tories of early words for 33 children Stoel-

Gammon [11] found that the typical inventory of
initial phones tended to be about twice as large

as the typical inventory of final phones.

The total incidence of initial and final con-

sonant segment types in words and babble reported

in Vihman et al. [8] for two lexical points is
given in Table 1. Only 10% of the inventory con—

sonants occurred in final position. While the

overall proportion of consonants occurring in words

was smaller (40%) than the proportion occurring

in babble, a somewhat higher proportion of all

final consonants occurred in words (48%). Some

growth of consonant use as the children "enter into"

English is apparent in the breakdown by lexical

stages: At the earliest stage'of word use final

consonants accounted for only 92 of all consonant

segments used, while at the later stage analyzed

they accounted for 11%. There are no data avail-

able at present comparing consonant incidence in

babble and words for other languages. However, the
emergent influence of an adult language rich in

final consonants appears to underlie these tenden-

cies.

Focus pp_word—final conSonants ,

Recent work in child phonology has emphasize

the individual difference among children learning

the same language (e.g.; 12]). Differential atten-
tion to consonants in final position is one such

individual characteristic. Menn [13] described
her son Daniel's early phonological strategy as a

decision "to disregard almost all information about
the initial segments of a stop—final monosyllable"

(p.226).Daniel seemed to select his earliest words

so as to avoid those with contrasting initial and

final consonants; after the first 30 words, he

attempted many more words with such a contrast but

Table 1. Incidence of initial vs. final consonant

types in babbling and words (based on [4], Table 5%

Initial consonants

stagel babble words

4-word 123 59

15-word 94 79

Total 217 138

Final consonants

stage1 babble words

4-word _ 11- 7

15-word 10 12

Total 21 . 19

1"Stage" = 4-word point (4+ words used in one

session: 10 subjects) and lS—word point (15+ words:

7 subjects). The figures represent the sum of dif4

ferent consonants used 4 or more times by any child

in any one of three weekly half—hour sessions.

applied regressive consonant harmony, adapting the

initial consonant to the place of articulation of

the second. A very similar pattern of development

is described for one of three children in Steel-

Gammon and Cooper [14].
Vihman and Hochberg [15] found that of 550

.early words used by 7 children, a mean of 252 were

sometimes produced with a final consonant. Only
two children exceeded the mean. An analysis of the

early phonological patterning of one of those ch11'
dren, Holly, is presented in Velleman and Vihman

[16], supported by acoustic data. At 12 months
Molly began to produce a number of obstruent-final

words with heavily aspirated final stops or even

affricates (e.g., oops, pp, 323, bOOk, 2225’ Eggflfl'
In the following month she began to produce nasal-

final words as well, developing an idiosyncratic
pattern in which the final nasal of the adult form

was lengthened and followed by [i] or [a]: 2225
[hen =1], dpgp [t'a n:e]. This pattern appeared
to represent a phonetic rapprochement between the

obstruent-final words, with their heavy aspiration:
and the nasal-final words. Both word patterns sub"
sequently proved highly productive, even attracting

new words with nasals or affricates in other 9051'

tions (m [cnzi]; cheese [(a)It[]). Like the
children described in [13] and [14], Molly f°°used
her attention on final consonants, developed a
workable production strategy or "word recipe" and

the“ used the Patterns arrived at to add 1arge num-
bers of new words to her lexicon. At present it is
not Possible to estimate the proportion of n°rm311y
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developing children who focus on final position,

but it is probably not large.

CHARACTERISTICS OF FINAL CONSONANTS

Continuants 339 final position

Ferguson [17] suggested that "production of

fricatives is easiest to acquire in post—vocalic,

final position or intervocalically, and may precede

the acquisition of stops in these positions" (p.661).

We have seen that there is some association of con-

tinuancy with final position in babble. In an

exhaustive longitudinal study of fricative acquisi-

tion by 6 subjects (aged 1;5 to 2;3 at the outset)

Edwards [18] found that, as in earlier studies,

the fricatives were generally acquired relatively

late, after stops and nasals. Most of her subjects

tended to produce fricatives correctly most often

in final position (especially the interdentals,

voiceless sibilants, and /VI), though there was
considerable individual variation.

Similarly, Steel-Gammon {11] noted that the

inventories of her 15— to 21—month old subjects

typically included stops, nasals and glides only,

with fricatives and liquids appearing only in the

24-month inventories. Comparing initial and final

phones within each manner class, Stoel—Gammon found

that presence of a final stop or nasal in an inven-

tory implied the presence of an initial stop or

nasal. Fricatives and affricates showed great in-

dividual variation. Nine subjects had inventories
with initial fricatives preceding final ones,
while 7 subjects had inventories with final fric-

atives preceding initial ones. However, liquids

showed a clear—cut association with final position.

0f 25 subjects whose inventories contained liquids,

only 5 had a liquid in initial position before
they had one in final position.

In summary, the evidence (from English data)

suggests that liquids are likely to be acquired

first in final position, that stops and nasals are

likely to be acquired first in initial position,
and that fricatives may be too variable for a
definite statement.
YEEEEE 33g final position

Velar obstruents tend to be acquired later than
labials and dentals by most children. A few chi]-
dren make relatively high use of velars in their

early words, however, and these same children may

favor final position. Ingram [19] hypothesized
that consonants appearing early in a (child's)
Word are likely to be anterior, while consonants

Decurring later in the word will be back. Vihman

and Hochberg flS] examined this hypothesis on the

basis of data from 7 children. They found that
one child used a high proportion of both velar and

Consonant-final words, but there was no overall
correlation between velar and consonant-final word
use. ConSidering stops and nasals only, the chil-

dren as a group were found to favor initial posi—

tion less and final position more for velars than
f°r labials and alveolars, though in general the
child bias in favor of initial consonants was very

Str°ng- Lastly, the children were found to attempt

more word-final velars than labials or alveolars,

and also more velars in medial and final position

than in initial position. However, fully 73% of
the adult word-final velars targetted were either
Produced in non-final position (e.g., $23[ 333])
or were spread to non-final position as well by

consonant harmony (e.g., book[kuk]). Word—final

labials and alveolars were less often subject to

these changes. Vihman and Hochberg concluded that

"while children are attracted perceptually to
words with velars in final position, they show no

particular preference for producing velars word-

finally" (p.46). .

Stoel-Gammon [11] found that while the presence
of labials or alveolars in an inventory of final
phones implies their presence in initial position,

in 7 out of 31 cases (25%) velars were present only

in final position. As in the case of fricatives

among manner categories, velars were found to

involve the most individual differences among place

categories.

Final voiced steps
The acquisition of voicing appears to present

problems for children in general D0, 21]. Some

unusual production strategies have been identified

for voiced stops in final position. Clark and'

Bowerman B2] noted that a typical progression in

the acquisition of final consonants is (1) omission,

(2) production of voiceless stops and nasals, and

only later (3) production of voiced stops. Voiced_

stops may be devoiced in early production attempts,

sometimes with distinctive lengthening of the pre-

ceding vowel. Clark and Bowerman documented for

two children a stage intermediate between (2) and

(3), in which final voiced stops were systematical-

ly replaced by the homorganic nasals, sometimes

followed by the corresponding voiceless stop: 53g

[rAnk], pip [bIm] (Damon, aged 1;8—1;10); Egg

[q], seed [din(t)] (Eva, aged 1;5-1;8). Both

children had mastered the production of nasals in

both initial and final position and at all three

places-of articulation before making use of this

strategy. It is perhaps worth noting that both

children seem to have first applied this strategy

to velar—final words, Damon so producing only vel-

armfinals f0! the first three weeks that the stra-

tegy was recorded.

Fey and Gandour {23] reported that their two-

year-old alish-spuaking subject Lasau distinguish-

ed between voiced and voiceless obstruents only in

the cnsm of final stops. Final voiceless stops

were consirtently produced with an aspirated re-

lease, while final voiced stops were regularly

produced with a nasal release: pad [badp], pig and

big iblgg]. Fey and Gandour note further that the

cWIvnorcontiunants to occur finally were nasals,

and that the contrasts between stops and fricatives

and between alveolrts and velars were first made

word-finally. Thus Lnsan p:ovides another example

of a child who chose to focus on word-final posit-

ion as be expanded his system of contrasts.

It is striking that nasals or nasal release

should be used as part of a strategy for producing

final voiced stops. This lends further support to

the idea of a natural hierarchy of segment classes

in a given syllabic position. That is, nasals may

be more ”natural" in final position than stops,

though less so than the continuant consonants.

SUMMARY AND CONCLUSIONS

Study of the acquisition of word-final

consonants in English yields the following general-

izations.
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(1) Word-final consonants are acquired later

than initial consonants. At any point in develop-;_H,

ment, the number of different consonant phone

types in final position is equal to or less than

the number in initial position. However, a few

children utilize a strategy of making final posit-

'ion more salient than initial for consonant'

variety and stability.

(2) Continuants are more likely than non-

continuants to be acquired first in final position.

Of the continuants, liquids are most likely to be

acquired first in final position; fricatives are

more variable.

'(3) Velar consonants have a special affinity

for final position. Final velars are more likely

to be attempted than non-final velars or final

non-velars.

(4) Final voiced consonants pose a special

problem for children, and some children adopt

unusual strategies for producing them (e.g., nasal

and stop clusters, nasal offglides, vowel length-

ening.

These characteristics are sytematically

related to the occurrences of final consonants in

children's babbling, to the distibution of final

consonants in the world's languages, and to

strength hierarchies proposed for consonants. This

systematic relationship is the essence of

Jakobson's influential model of phonological dev-

elopment [24,25]. The child language data give

further specification to the relationship and also

in effect extend the Jakobson model to pre-speech,

where he denied its relevance, and to final posit—

ion, which he did not consider. The evidence for

final consonants also strongly suggests that where

there is relative infrequency and variability in

phonological systems world—wide we may expect to

find corresponding patterns of individual varia-

tiOn among children acquiring a particular language.
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ON THE TONOSYNTAX OF A HUNGARIAN CHILD'S

EARLY QUESTIONS

' ILONA KASSAI

Institute of Linguistics
Hungarian Academy of Sciences

Budapest, Hungary

ABSTRACT

The paper reports on the process

of question acquisition from the per-

spective of prosody. The analysis of

prosodic errors observed between 1 and

3 years reveals that the child has not

acmfired yet certain syntactic struc-

tures.

INTRODUCTION

mustions are an important means of

cognitive development. Therefore the

evolution of Ithe verbal means of ques-

tioning highlights the intellectual de-

velopment of the child on the hne hand

an its linguistic, especially syntactic

development on the other.

Inthe present paper I give an account

on a tentative analysis of questions

gathered from the spontaneous speech of

one Child (a girl) produced in inter-
mnion with adults and regularly record-

ed from 1 to 3 years of Age. I was par-
ticularly interested in the acquisition

0fthe prosodic shape of questions, a

tOpic largely neglected in child lan-

fimgerwsearch across the world.

HE SYSTEM TO BE ACQUIRED

Inthe Process of language acquisition

Hunearian children are faced with the
f°llowing basic question types differing
111 form.

Wh questions. They require a question-

-word and a specific word order character-

istic of emphatic sentences in which the

emphasized element (here the question-

-word) is obligatorily followed by the

unstressed verb. The remaining constitu-

ents can either follow the unit formed by

the focus and the verb as part of the

comment or precede it and constitute the

topic of the sentence. In case the ques-

tion-word stands for the predicate it can

even be the last element of the sentence.

If, in the neutral sentence, the predi-

cate contains at its head some modifier,

this latter must be postponed to the verb

inthe emphatic sentence [l],[2]. As in

the case of wh questions the type of

utterance is signalled both morphologi-

cally and syntactically, prosodically

they are not »autonomous in the sense

that they do not have a specific intona-

tion. They show the same falling contour

as statements, with, however, a somewhat

wider frequency range. This is a fourth

or a fifth while that of statements is

a third. This slight Fo-difference seems

to contribute to the recognition of ques-

tions [3]. As for stress patterns, this

question type is usually realized with a

single heavy stress located on the ques-

tion-word. (In the Hungarian language

word stess affects the first syllable.)

Se 20.2.1 385
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Yes/no questions. This question type has

two varieties. The one is constructed by

an interrogative particle added to the

verb or the nominal predicate. Due to

morphological marking the prosodic shape

does not differ essentially from that of

emphatic statements. Moreover, in pre-

sent-day Hungarian this variety occurs

rarely as main clause. Its use is more

and more restricted to subordinate

clauses. The other,amost exclusively used

variety is expressed by means of intona-

tion. The basic form from which all the

remaining forms can be derived seems to

be the rise-fall movement appearing on

the last three syllables in questions .

containing only one trisyllabic or multi-

syllabic word. The magnitude of the rise

is about a musical third while that of

the fall is a fourth (Fig. la,b).

a;
a b

1400

z

i r« r\

\\ __.

100 “‘ ._. ~—

so

This fairly simple picture becomes more

complicated in case the question contains

more than one word and more than three

syllables. The intonation of such question

is determined by the number of syllables

of the last stress group regardless of the

number of words it contains. The rule is

as follows. If the last stress group is

monosyllabic it displays the contour of

monosyllabic questions. If the last stress

group is bisyllabic, it shows the pattern

characteristic of bisyllabic questions.

And, lastly, if in the last stress group

there are three or more syllables, the in-

tonation pattern is that of the correspond-

ing.one-word question. In other words, the

prosodic shape of a morphologically un-

marked yes/no question consisting of more

than one word and more than three sylla-

bles strongly correlates with its topic-

-comment structure. For the word order the

following holds. The constituent bearing

the main stress is usually the first ele-

ment of the sentence but it can also be

located in sentence-medial or sentence-

-final position. If the focussed element

is other than the verb, wherever is stands

in the sentence, it must be followed, as

a rule, be the verb.

Tag questions. They are constructed from

"k a p 8 k 8 t
Fig. 1

In questions containing a bisyllabic word

both the rise and the fall take place on

the last syllable (Fig. 2). Finally, in

monosyllabic questions only the rising

part of the pattern is realized (Fig. 3).

'k esp E tt 8 k E. t
a statement and the interrogative morhpeme

251g 'isn't it' added to either the begin-

ning or the end of the statement. In the

first case the intonation can only be fal-

ling, while in the second there is a

choice for the interrogative morpheme to

be realized as a statement or a bisyllabic

Question. The phonetic difference convey3

an attitudinal one: the falling contour

means that the speaker expects a positive

answer. The rise-fall pattern refers to

the Speaker's desire to elicit a positive

answer.

F0 h; P; an

500 500

200 NJ/ 190 r\\\

too . mo “’

so

'k a: p :k e: p a k

Fig. 2 Fig. 3.
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Elliptic questions. This question type

shows a rising contour. Syntactically it

is elliptic, i.e. only one part of the

intended content is expressed. The ellip-

md part can be completed from the nonver-

bal context as either a wh question or a

yes/no question.

THE PROCESS OF QUESTION ACQUISITION

Within the recorded material I analysed

questions in order to find out how the

interrogative system of the adult lan-

guage emerges and evolves in the child.

The examination has revealed first of

all that the productive use of‘ ques-

tions is preceded by the imitddon of a-

dult models. Imitation-has two forms.

Part of adult questions was rehearsed by

using the prosodic component only: the

child hummed the intonation of the ques-

tion. The other and'greater part of imi-

tative questions had an accurate intone;

tion but only approximate segments. The

first form of imitation decreases as the

child's phonological competence progres-

ses but the second form remains for long

enough and occurs whenever the child does

not understand or cannot answer the ques-
tion addressed to her. The main function

of imitation-seems to be the learning of

the verbal means of questioning. Besides,

imitative questions may serve to maintain
contact with the adult, thus they can per-
form a discourse function.

As for the order of emergence of the

Question typetreated above the following

may be assumed. First appear yes/no ques-
tions expressed by means of .intonation

(1‘6922)- Wh questions come next in the
developmental order (1;9.18)Q T85 ques-
tions do not appear before 2;4. ElliPtic
questions comelast of all. at 2;7,20.

The yes/no question constructed with par-

ticle. as expected on the basis cfits
adult use, did not appear as main clause

in the periods examined.

The analysis of the formal aspect of ques- .

tion acquisition has revealed the follow— {

ing prosodic and syntactic tendencies.

Prosodically wh questions do not cause-any

problem to the child as their intonation

is almost identical with that of state-

ments already acquired. However. from 2;2

in certain utterances one can hear an

extra stress on the last syllable, which

is in contrast to adult realizations but

very characteristic of Hungarian chilq’

dren's performance. At closer examination

it turns out that extra stress occurs

mainly in longer, multivord utterances

beginning with the stressed question-word.

Another characteristic of the child's Wh

questions is the topicalization of un-

stressed constituents which results in

shifting the question-Word towards the end

of the sentence. These different strate-

gies have the same goal: to give the end

of the sentence perceptual prominence.

The explanation for it might be the child'

s desire to provoke an answer or to get

the partner's attention by all means. From

among word order changes required by this

question type verb-object ordering takes

place at once but postposition of the

verbal modifiers shows inconsistencies

and does not stabilize until the end of

the periods examined. The observed dif-

ference in the application of the inver-

sion rule concerning subject and verbal

modifiers may be given a multiple cue

explanation. One seems to be handled by

the structure of the Hungarian language

which, according to recent research on

syntax, is identified as a "topic promi-

nent" language [1]. Another explanation

might be the generally observed fact that

children between 2 and 3 years, indepen-

dently of the word order rules of their

mother tongue, are inclined to place the

verb at the beginning of the sentence.

Accordingly, all the child has to do is

to add a question-word to statements.

Se 20.2.3 , , 387
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Yes/no questions expressed by intonation,

though they appear first, are found to

cause the child more difficulties than

any other type. As demonstrated above,

this question type shows three distinct

,intonation patternsaccording to the num-

ber of syllables contained in the word

constituting the question by itself.

This basic distributional rule seems to

be acquired early and accurately. Never—

theless when the question contains more

than one word its intonation patterning

becomes dependent upon the location of

the emphatic stress which, in turn, is

dependent on the topic-comment articula-

tion of the question. In multiword ques-

tions one can often detect intonational

mistakes: the child uses a pattern

contradictory to the topic-comment struc-

ture signalled by one or several of the

following factors: stess assignment, word

order, nonverbal context. The analysis

of prosodically mistaken questions has

shown some regularities in the seemingly

chaotic patterning. There are utterances

in which the child uses the pattern re-

quired by the number of syllables of the

last word independently of its stressed

or unstressed na_ture. In a few examples

the intonation mistake can be considered

as the consequence of misplaced stress.

A part of the mistakes is supposed to be

triggered by the non-application of the

obligatory word order of emphatic sen-

tences. On the other hand, it often hap-

pens that the child corrects herself with-

in the same discourse turn and produces

the appropriate prosodic solution.

For tag questions the source of trouble

is the sentence-initial position of the

question morpheme prescribing a falling

contour contradictory to the semantic

content of the question morpheme.

Elliptic questions are produced correctly.

DISCUSSION

The findings strongly suggest the cone-

lusion that children below 3 are in the

process of learning the complex rule-sys-

tem governing the prosodic articulation

and the topic-comment articulation. How-

ever two facts allow some other expla-

nation too. Self corrections and the

marked tendency in all erroneus items to

shift the stress or the intonation peak

to the last syllable make one think of

an unconscious endevour to ensure conti-

nuity in discourse.

(For a more detailed version of this

paper see Hungarian Papers in Phonetics,

vol. 17)
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ALTERSMKSSIGE BESONDERHEITEN BEI DER ANEIGNUNG DES QUANTITKTSSYSTEMS
DER ESTNISCHEN SPRACHE

LAINE VESKER

Lehrstuhl fiir Padagogik

Republikanisches Institut fur Lehrerweiterbildung

Tallinn, Estn. SSR, UdSSR, 200105

ANNOTATION

Die Quantitéit gehfirt zu den ersten

Komponenten der Wortstruktur, die sich

das Kind aneignet.Der Aneignungsperiode

ist eine Fluktuation zwischen allen

Quantitfitsstufen charakteristisch. Ana.-

loge Abweichungen bei den Kindern mit

allgemeiner sprachlicher Unterentwick-

lung 81nd hfiufig, schwer fiberwindbar

und geh6ren zu den Merkmalen der Sprach-

stBrung.

EINFUHRUNG

Unter den theoretischen und angewand-

ten Zielen der Kindersprachenforschungen

interessier’c uns die Rolle der alters .—

mfifiigen Besonderheiten bei der Diagnose

und Uberwindung der Sprachst‘drungen: die
Abweichungen in der Sprache k'o'nnen als

Merkmale der Sprachstiirungen nur im Ver-
gleich zur Norm Iestgestellt warden: die

Berucksichtigung der sprachlichen Onto-
genese ist eines der Grundprinzipien der

L°80P§die / 7 /.
Bei der Untersuchung der Kinder mit

del‘ a-usgepragten sprachlichen Unterent-

Wicklung konnte man neben den Stfirungen
des Silben- und Lautstruktur auch Ab ~
"eichungen in der Quantitatsstruktur der

Wfirter festetellen', fiber die in der Fach-

111“flatur keine angaben zu finden waren.

Se 20.3.1

Auch in der logopadischen Praxis waren bis

dahin diese Fehler nicht behandelt wor-

den. Von besonderer Bedeutung dabei ist

die Tatsache, daB die Quantitat ein Uni-

versalmerkmal aller estnischen W6rter ist

und in der Sprache eine phonologische

Funktion ausfibt.

Man unterscheidet drei Dauerstufen der

Segmentalphoneme, die die Wortbedeutung

und die grammatischen Formen differenzie—

ren. Die Phoneme mit verschiedener-Quan-

titfit k6nnen im Wort auf verschiedene

Weise kombiniert werden:[§11i](das Ge—

treide) , [vi‘l’li] (die Blase ,Gen.Sing. ) ,
E1311] (die Bla.se,Akk.Sing.), Ezi‘l‘i] (die
Feile,Gen.),[v/i\lij (Akk.); Ezfafc](die Ern-

te), @6G](die sage), Eek-juice Zacke);
{3:31:25} (die Luge,Nom.P1.), Ea.1e‘t](die Lfi—
ge,Akk.Sing.).

Phonetisch unterschéiden sich die Lau-

te der 1. und der 2.0uantitfit voreinander

durch Daner, der Kontrast zwischen der 2.

und der 3.Quantit§t ergibt sich vielmehr

aus der gespannten Koartikulationsverbin—

dung./ 1/ Mit der Vergrfifierung der Quan-

titfit in der ersten Silben, verkfirzt sich

die phonetische Dauer des Vokals in der

zweiten Silben: folglich verbreiten sich

die Quantitfitsmerkmale auf das gesamte

Wort (auf die 1...3-silbige Einheit)/3/,

Laut E. Oksaar eignen sich die Kinder

das Quantitatssystem der Sprache sehr

frfih an - im Alter von 26...27 Monaten,

frfiher als das ganze Lautsyatem. Seit dem

389



y

W
i.

‘
I

1
t.

1
my

5.

.

-

2:4"
3,.

4
.2

”.
..

4
%

,”
.

.
.--

.

Altervon 28 Monaten sind keine Abweiohun-

gen mehr zu finden. Bis zu diesem Zeit-

punkt betraffen die Abweiohungen, die es

gibt, nur die 2. und 3. Quantitatsstufe

und kommen nie zwischen den beiden ende-

ren Stufen vor. .

E. Oksaar erklart den Frflherwerb der

Quantitat durch deren wichtige Rolls in

phonologisohen System der Spraohe und die .

Bedeutung fiir die Kommunika.tion./ 4 /

In unserer Arbeit wollen wir die Un-

tersuchungsergebnisse fiber 328 Kinder im

Alter von 1.5 (17 Monaten) bis 7 Jahren

darlegen. Bei der Charakteriaierung der

Aussprache der Kinder von 17 Monaten bis

2 Jahren verwenden wir die Notizen ans

. den von den Mfittern gefflhrten Sprachtage-

biichern. Bei 325 Kindern im Alter von

2...? Jahren untersuchten wir die Aus-

sprache von 160 Einzelwortern mit ver—

schiedenen Quantitatsstrukturenmie Kin-

der sollten das Spielzeug oder die a.uf

den Bildern dargestellten Gegenstsfinde

nennen.

ALTERSMKSSIGE BESONDERHEITEN BEI DEN

ANEIGNUNG DER QUANTITATSSTRUKTUR;

DER WbRTER

Bei zwei der drei Kinder, deren Spra-

che die mutter (Sonderpfidagogen) surge-

schrieben batten, warennur vereinzelte

Falle inkorrekten Gebranchs der Quantitfit

zu finden. Beim dritten Kind (Evelin) war

der ProzeB der Aneignung der Quantitfit

besser zu sehen. Die Mutter hat regelmfi-

Big Notizen gemaoht. Wir haben dort 37

warter mit verschiedenen Quantitfitserset-

zungen gefunden: entweder wurde dos Wort‘ -

mit einer nichtadaqueten Quantitat masse-

sprochen, oder es traten nur Verwechslun-

gen der Quantitat der La.ute in den ersten

Silben auf, and die Quantitat des Wortes

blieb unverfindert. Man konnte verschiede-

ne Varianten der Verwechslung der eu‘anti-

tfit finden: Eul‘l‘e] pro Eula. Earle] pro

[123.131, Ecifikil] pro E1051, @Kkflpro EE-

fién] , [afi’un‘a] pro E'EmaTt] , [hop-'1 pro [néfg] . .

Es fiberwog di’e Vergrofierung der Quantitét

und sie trat oft bei den W'drtern der 1.

Quantitat, seltener den W‘drtern der 2.

Quantitfit auf (Q1-9Q2 - 21 F§116,Q2~>Q3 -

5 Falle). In allen wortern vergroflerte

sich die Quantit‘ét der Konsonanten.

Es ist maglioh, die stufenweise Aneig-

nung der Quantitatsstruktur der W'orter zu

beobachten. Hfiufig verwendete da.s Kind

dabei in kurzer Zeit die falschen und die

richtigen Verianten nebeneinander.

Am 6. Mfirz, im Alter von 17 Monaten

sprach Evelin zweimal dos Wort tita. Q2

(die Puppe oder das Kleinkind) richtig

und einmal in der 3.Quantit§.t: Eitta—J.
Weiter: am 13.M§rz 43113;] Q1; am 26.M‘a‘rz

-Einé] Q2; am 7.April - EqiDE—l Q1; am 8.
April -Eai‘£ta.té] Q3; am 3. und den 10.1mm
— Euéto] Q2 (richtig!); am 10.Sept.- zwei-

mal richtig, einmal mit der QB: Eit’té]

noérh] , [tittil lama] , [ti‘t'to kailfl .
Am 10.Ma.i {mafia-l (van/same. - die GroB-

mutter); am 26.Mai -[manné1Q2; am 30.Ma.i

~[mafln‘a]Q2; am 16.juuni -Eran§1\

Am 16.Ma.i. Evelin: ai—ai Iput'tufl- die

Mutter: ei [pfitttfl- Evelin: L'a'l‘é. put’tul

Die letzten Notizen haben wir vom 10.

Oktober im Alter von 23 Monaten. An die-

sem Tag hat die Mutter 59 Phrasen surge-

schrieben (ingesamt 100 W'drter). Wir fan-

den rolgende Ersetzungen der Quantitat:

E333. tu‘l‘l‘i] pro E-ZE. tuli] , [1.1.61 158.525;

pro EZE. maGéB , [sofiki pro sofkiD-l ,[tigta

ko‘ni] pro [331 t‘a.;ka§11‘i], blaze pro Elf-
kén] , Eaikix] pro [ta‘skfi] , [n65] pI‘O E115? '

Alle Wb‘rter in der Spratche des Kindes

waren' ein- und zweisilbige, man konnte

auch die Vereinfachung der Wortstruktur

feststellen: Assimilation und Auslassen

der Laute; Palatalisierung, statt ; der

Laut 1_. '

Es konnte such das Auslassen der Sil-

ben beobaohtet werden, in einigen Wiirtern

waren beide Silben gleichbetont.Wahr.~

soheinlich geh'drt Evelin zu dieser GrupPe

390 Se 20.3.2

der Kinder, denen beim Spracherwerb die

Beduktion der Silben charakteristisch ist.

Bei den Kindern im Alter von 2 Jahren

konnten wir bei 15 die Verweohslung der

Quantitfit reststellen im Durohschnitt

1...8 Falls pro Kind. Sie traten sowohl

in den ersten 3115 such in den nichtersten

Silben auf und waren in den W‘drtern mit

grBBerer Silbenzahl zu finden.

Tabelle 1

Zahl der Kinder mit Quantit'altserset-
zungen in jeder Altersgruppe

Alter 2 3 4 5 6 7
Gesamtzahl 25 18 50 60 70 102

Zahl der Kin-
der mit Quanti- 15 11 6 6 3 1
tatsersetzungen

Weil bei den Zaal'migen Kindern im Ver-

gleich zu den anderen Kindern die Quanti-
tatsverwechslungen relativ zahlreich und

verschiedenartig waren, bringen wir hier

alle Ersetzungsarten mit Beiepielen .

(Q1—‘Q2 bedeutet Verfinderung der Quanti—
tat des Wortes, Q2=Q2 - Verwechslung der

Quantita’t der Lanute in der ersten Silbe,
die Quantitat des Wortes bleib‘t unverbln-

dert; K :- kurze Klusile in der nichtersten
Silben; K - lange Klusile in den nichters-

ten Silben).

1. Q1->Q2 Exo‘ppune—J pro [hoBL‘mejE grippi-
\ v \ r y ‘4Dgfl pro fiaBiDaSj , [mommfl pro gimme-at], Eat-

ti pro EcfiDi]. '
\I \

20 Q1-1Q3 - Etatti] pro EEDfl.
3- Q2—>Q1 - [giz‘u] pro ficizh] ,Eiiriuk-

kezeD] PI‘O flin’nukk'ezeQ-I, [suZaTt] pro [sEZéDJ
\ \ ‘ A

4. 02*Q3: [tiitturl pro Eufirukl, LkiZu
. — \ \ u \~

PEG [kiZu], [ilveZ] pro ElveZ], [labBaZ pro
V \lemmaz . -

5° Q3$Q2: [lavmmaiéke] pro. [lax‘nBaiEke] .
3' QZ=Q2.Q3=Q3 -[ki§sh:[ pro ficiZh-l,

ENTER-fin] Pro {poraanfl , Esap’p‘a] pro [seBgl ,
[hill] \pro [hir]: [r0 1‘s] pro [r066].

\ 7. K»K -[ku§kéGe:f pro [kui‘ck‘efike], [go'-
11a] pro [1351112] .

8' K"k - [naniku‘t] pro Banach] ,

Se 20.3.3

[kapsatl pro flcapsaD] , [EauZaPc] pro [5112l
Die Ersetzungen Q2—>QB (ein gespannte- . '

nes Artikulieren derlangen Laute) traten
bei 2,1% aller W6rter der 2.Quantit§t
auf. Von den wortern der 1.Quantitat wur-

den 1.9% durch die worter der 2. und 3.
Quantitfit ersetzt. Die anderen Abweichun-

gen zeigten sich noch seltener.

'Bei den 3j§hrigen Kindern war die re-

latiVe Hfiufigkeit der Ersetzungen nicht

niedriger (2.1%). Wir fixierten such die
zufanigen Ersetzungen K-a-k und Q2-Q1,
insgesamt 1...2 Falle. Man kann sagen,daB

die dreijfihrigen Kinder die Artikulation

der worter der 1. und 2. Quantitét voll-
sténdig erworben haben. Stabiler sind die

Abweichungen beim Artikulieren der worter

mit der 2.Quantit§t, aber sie kamen nicht

bei allen Kindern vor.

Auch bei den 4- und Sjahrigen Kindern

zeigten sich einige Abweichungen: Q2-eQ3

und k»K, 1...3 F'sllle in der Ausspr‘aoho
eines jeden der 6 Kinder.

Die 6- und YJfihrigen machten in der

ersten Silben keine Fehler mehr, die zu-

ffilligen Abweichungen betrafen nur die

langen Flysile in Wortauslaut.

Unocre Angeben zeugen davon, daB die

Quantitatsstruxtur der worter wircklich

nahr frflh erworte. wird; die Héufigkeit

der Quantitétrvwrfinderungen bei den Kin-

dern war gering, L01 vielen Kindern konn-

ten abor ksine loweinnungen fixiert wer-

ser. Mfiglicraiweiee fiel bei ihnen die

innignungsperiodc in sin frfiheres Alter.

Im allgemeinen bestfitigen unsere Angs-

ben die Ergebnisse von E. Oksaar, darfiber

hinaus werden einige Einzelheiten prfizi-

siert: die Abweiohungen betreffen nidht

nur die 2. und 3. Quantitat, sondern kan-

nen sehr verschieden sein, allerdings hat

die Fluktuation zwischen der 2. und der 3.

Quantitét Ubergewicht (es gab eine Aus-
nshme - Evelin im Alter von 1.5...1.11).

Es tritt deutlich die Tendenz zutage,W6r-

ter mit den grofieren Quantitat auszuspre-



chen, dabei vergrafiert sich meistens die

Quantitat der Konsonanten. Weil vor allem

bei den wortern der 2. Quantitat Schwie-

rigkeiten auftraten, kennen wir diese

Wortstruktur als die "kritische" bezeich-

nen. Obwohl die Quantitatsstruktur im all-

gemeinen sehr frfih erworben wird, gibt es

Kinder, die auch noch spater d. h. im 3.

und 4. Lebensjahr Abweichungen haben.

Die Aneignung der Quantitfitsstruktur

der W6rter fallt zeitlich mit der Aneig-

nung der Rhythmus- und Silbenstruktur zu-

sammen. Aus den Untersuchungsergebnissen

geht hervor, daB der Ton zu den ersten

Komponenten der Wortstruktur gehdrt, die

sich das Kind aneignet / 6 /. Die seltenen

Abweichnungen von der Norm kommen nur im

2. Lebensdahr vor. Auch der Aurban der

Silbenstruktur fallt in das 2. Lebensjahr

/6 /. Die Quantitét, die eng mit dem Ton

und der Silbenstruktur verbunden ist,eig-

net sich das Kind zusammen mit allen die-

sen Strukturelementen des Wortes en. So

erwirbt das Kind die Quantitfitsstruktur

tatsfiohlich bevor bei ihm alle Laute vor-

handen sind. Die weitere Ergfinzung und

Vervollkommnung der Segmentalstruktur

baut sich auf das erworbene Quantitats-

schema auf.

ZUR ANEIGNUNG DER QUANTITKTSSTRUKTUR

DER WURTER BEI KINDERN MIT ALLGEMEINEN

UNTERENTWICKLUNG DER SPRACHE

Allgemeine Unterentwicklung der Spra-

ohe wird als Sammelbegriff verwendet und

kann bei den Kindern mit verschiedenen

Sprachstorungen (Alalie, Aphasie, Dysart-

rie) in verschiedenen Ausprégunsgraden

auftreten.

Beim Aussprechen der Einzelworter tra-

ten dieselben Abweichungen zutage, die

bei den Kindern mit der normalen Spraoh-

entwicklung zu beobaehten waren./5 / Der

Unterschied bestand vor allem in der Hau-

figkeit dieser Fehler. Es wurde festge-

stellt, daB der Charakter und die Haufig-

keit der Fehler neben den Stufen der

sprachlichen Entwicklung aueh von einigen

linguistischen Faktoren abhéngen. Zu den

schwierigsten Strukturen gehfiren die

zweisilbigen warter der 2.Quantitat mit

dem langen Klusil oder dem langen Vokal

in der ersten Silbe, die W6rter der 1.

Quantitat mit kurzem Klusil in der nicht-

ersten Silbe, die W6rter der 3.Quantit§t

mit langem Klusil in der nichtersten Sil-

be, einige einsilbige Strukturen (EEEEo

land, gags). Es hat sich ergeben,da8 die

Abweichungen, die bei den normalentwick-

elten Kindern haufiger auftraten,bei den

sprachgestorten Kindern zu den schwie-

rigsten gehfirten (Q2—*Q3, K-*k).

Bei der Formierung der Sprache bei

sprachlosen Kindern muB man berficksichti-

gen, daB die Quantitét eines der ersten

Merkmale der Wortstruktur ist, das erwor-

ben wird. Deswegen ist es notwendig in

ersten Linie die Hanptstrukturen (ein-

und zweisilbige Einheiten) an: der Basis

der vorhandenen Laute "aufzubanen".Dabei

sind die Schwierigkeitsstufen der warter

zu berflcksichtigen.
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The paper treats the acquisition of palataliza-
tion‘for dental and labial stops in prevocalic en—
vironments in Russian using data from the 1927
longitudinal study of A.N. Gvozdev which describes
the early stages of phonological acquisition by
his son. The initial goal was a reanalysis of
Gvozdev's data to provide a description of the
phonemic as well as phonetic facts in the data.
That is, not merely to describe the acquisition
of individual sounds, but to describe the child's
pre-adult phonological system(s).

To provide a general framework for the acqui-
sition of palatalization by the child, Gvozdev's
own explanations as well as previous explanations
in the early stages of phonological acquisition
in Russianl7L as well as studies of palatalization
in Slavic languages are examined.

Finally, it is shown that the facts and issues
in the child's acquisition of palatalization can
best be explained by showing whichphonemic con-
trasts have been acquired and by relating the
child's acquisition to specific phonetic proper-
ties and ambiguities, eg. formant frequencies of
vowels. of the adult system.

INTRODUCTION

This paper treats the acquisition of palatali-
zation for dental and labial Stops in prevocalic
environments in Russian. The data-used is from
the 1927 longitudinal study of A.N. Gvozdev[7], in
which he describes the early stages of phonologi-
cal acquisition by his son, enja.

I will argue that in order to best explain the
facts and problems of the acquisition of palatali-
zation, it is necessary to understand the child's
Pre-adult phonological system. That is, one must
net only examine the phones in isolation, as
Gvozdev did. but also the development of phonemic
contrasts and syntagmatic contraints. Further-
more, the child's developing system must be exam-
hmd within the context of the relevant facts.
Phonemic and phonetic, of the adult system.

2f Russian
The Russian phonological system includes five

Phonemes, the front vowels /i e/. the '
baCk V°Wels la 0 u/, and a series of consonants
"hiCh fall into classes according to place and
Manner of articulation. These consonants may uti-
1123 Palatalization either contrastively or as an
Obugatory feature. This paper will examine thedental stops It d n/ (and their palatalized count-
erparts /t' d' n7) and the labial stops /p b m/
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(and their palatalized counterparts /p' b' m'/).
Palatalization functions distinctively for dental
and labial stops in Russian before the phonemes
/i a o u/ and in final position. Before the pho-
neme /e/ in native Russian words the phonemic dis-
tinction is neutralized.. Only the palatalized
variant of the consonant appears. There is there-
fore an asymetry in the distribution of phonemic
palatalization before different vowel phonemes in
Russian. _

The effect of palatalization on vowel phonemes
in Russian is very strong. Even though there are
only five vowel phonemes, it is traditional to
distinguish at least two phones for each phoneme
conditioned by the presence or absence of palata-
lization of the surrounding (especially preceding)
consonants.[4] [15] '

DATA

The source for the data in this paper is the
diary of Gvozdev. a Russian philologist who ob-
served his son from the age of one year and seven
months until eight years of age. I will be con-
cerned with data relevant only to the acquisition
of dentals and labials in prevocalic position, for
the time period one year seven months (1.7) to
two years four months (2.4). Behaviour of the
segments in final position was not considered be-
cause final segments are often treated in a spe-
cial way or omitted in the early stages of acqui-
sition.[9] The data will be presented in phonetic
transcription.

At the stage 1.7-1.9, sequences where a non—
palatalized labial should appear before a phonemic
back vowel are produced correctly by the child
[mas'a] ([masla] 'buttef,) [pat'] ([spat'] 'to
sleep'). Where a palatalized labial should appear

before the vowels /i/ and /e/. the child pronoun-

ces the sequences correctly [p'is'i] ([p'isi]
'writel'). For nonpalatalized labial before phon-
emically front /i/ (phone [i]), the child produces
a palatalized labial and the front allophone
([m'is'ka] for [miska] 'mouse' (dimJ) For pala-
talized labial before phonemic back vowel the

child produces the palatalized labial and a front

vowel [p'et'] for [p'zt' /p'at'/ 'five'. Palata-
lized dentals before phonemic back vowels are pro-

duced correctly [t'ot'a] ([t'6t'9] 'aunt'). None
of the sequences of nonpalatalized dental and

phonemic back vowel are correct. The palatalized

dental occurs instead [t'am] ([tam] 'there').

Palatalized,dentals before /i/ or /e/ are correct:

[d'i] ([id'i] 'go!'). Nonpalatalized dentals



which should ‘ccur before /i/ are mispronounced hy

the child. il'i] sequences appear instead of [T°i]

[hnd'i] ({xAdi] 'water' gen. sg.).

i” t‘l month 1,10—l,ll nonpalatalized labials

belorc back vowels are all produced correctly by

the child [s'abaka] ([snbéka] 'dog'). Examples of

the palatalized labial before phonemic front vowel

are produced correctly [kup'il'a] ([kup'ill] 'she

bought'). The child mispronounces the adult [P°i],

producing [m'ija] for ([mib] 'washed' neut. 53.).

The word requiring a palatalized labial before a

phonemic back vowel alternates between front and

back vowels [p'edl—[p'ac'] ([pfiut'] 'five').

Sequences of palatalized dentals before back vowel

alternate palatalized and plain phones [s'en'al-

[s'ena] ([iin'a] 'ienja'). Most examples of non—

palatalized dentals before /a o u/ are pronOunced

correctly [noga] ([mn6ga] 'many'). Some forms al-

ternate hard and soft dentals [padukal-[pad'uka]

([pAddska] 'pillow'). Some have only the incorrect

palatalized dental [d'und'uk] ([sundfik] 'box').

Palatalizeddentalsand frontvowelsare correct

[nfls'ka]([kn'i§k3] 'book' dim. Adult [dim]'smoke'

is produced as [d‘im]. -

At the stage 1,11-2,0 sequences of plain labial

and back vowel are produced correctly. Palatalized

labials before /i e/ are also correct. Adult [P°é]

are still incorrect [mam'i] ([mémi] 'mama'gen.sg.)

Adult [p'nt'] 'five‘ occurs incorrectly as [p'ec').

Most of the palatalized dentals and back vowel

sequences are now produced correctly [d'ot]

([id'dt] 'he/she goes'). Most sequences of plain

dental and back vowel are correct. All cases of

palatalized dental and /i e/ are correct. Adult

[T°i] is either incorrect [t'i] ([ti] 'you') or

shows alternating forms [d'im]—[dim] 'smoke'.

In the following months (2.0-2.4) the child's

system of palatalization moves towards the adult

system.
At the first pre—adult stage (l,7—1,9), for the

labials, palatalization is distributed according

to the following vowel: [P'] before /i e/ and [P°]

before /a o u/. In contrast to this distribution,

dental stops occur as [T'] before all vowels.

At the second stage (l,0—1,ll) the labials show

no change. [P'] appears before Ii e/ and [P°] be-

fore /a o u/. The system for the dentals has

changed and looks like the system for the labials"

[T'] occurs automatically before Ii e/. [T°]

occurs before /a o u/ in most cases.

At the third pre-adult stage (l,11-2,0) there

is no change for the labials: [P'] before /i e/

and [P°] before la 0 u/. The system for the dent-

als has changed again. [T'] is still mandatory

before /i e/. However, now [T'] may now occur be-

fore /a o u/ as well as [T°]. The child has begun .

to distribute palatalization according to adult

phonemic constraints instead of according to vowel

context. Furthermore, the appearance of alterna-

tion in [d'im]-[d§m] suggests that the dentals

will soon adopt contrastive palatalization before

/i/.
Gvozdev claims that by the end of the stage

(1,7-1,9) both plain and sharp labials and sharp

dentals have been acquired. The plain dentals are

not acquired until 1,10.

The data at this stage shows that indeed, both

hard and soft labial phones have appeared. However

the labials appear in complementary distribution,

[P'] before /i e/ and [P°] before /a o u/. Th. —

fore, it cannot be said that the phonemic 2211 ,m

of palatalization has been acquired for the 1. —_

1313, or that the contrastive adult phonemes /?'/

and /P/ are truly present in the child's systcr.

The same situation obtains for the dentals ir the

period 1.9—1.10. Any hard dentals which are pr-~

duced appear before /a o u/. Only soft dentals

appear before /i e/.

The need to distinguish the two levels in acqt.—

sition (phonetic and phonemic) has been recognizct

in earlier works. Menn notes that there is a diff-

erence between "the ability to hit a phonetic tar-

get accurately and the more "cognitive" acquisi-

of the information that the two phones contrast

phonologically." [14]
An interesting fact arising from the data is

that the marked palatalized dental phones appear

earlier that their unmarked plain counterparts.

Gvozdev indicates only that the child may be miss—

ing a particular articulatory function and there—

fore cannot pronounce the plain phones.

Jakobson[11]offers a possible explanation. Part

of his theory of language acquisition is the prin-

ciple of maximal contrast. According to this

theory, the first sound a child acquires is an "a"

type vowel. A labial is the first consonant acq-

uired because it provides for a maximum contrast

with that vowel. Because a labial is a grave con-

sonant, one of the next consonants to be acquired

will be a dental, providing the opposition gravel

acute. The fact that dentals appear first as

[+palata1ized] is not a problem, and indeed is

crucial to this theory: "...the initial inclina—

tion of children to palatalize dentals can also

be accounted for. Dentals are opposed to the

labials by their distinct lightness and since pal-

atalization...intensifies the lightness of the

consonant, the palatalized dental sound offers the

optimal degree of lightness." Jakobson indicates

that the early appearance of palatalized dentals

has been noted not only for Russian, but also in

French, Polish, Estonian and Japanese. Further

work in cross—linguistic phonology will verify

the accuracy of Jakobson's hypotheses.

Further Discussion of Dentals an§_Labials

There is a paradox in the acquisition of pala-

talization in the early stages. Although nondis-

tinctive variation arises first inthe labials. the

distinctive opposition occurs first in thedentals-

Interestingly, these facts correlate well with the

facts of adult Russian and other Slavic languages

in which palatalization occurs more for dentals.

In adult Russian, dentals show the use of dis-

tinctive palatalization more than labials. Data

from Avanesov shows that in final position. 50ft

labials are becoming hard while dentals.arenotkl’

showing that in final position dentals show more

contrast.
As mentioned above, all dentals and labials are

palatalized before /e/ in native Russian words-

The situation in foreign borrowings is different.

Before /e/ in these lexemes a consonant may appear

as [-pa1.]. However, as noted by Holdenlsls the

tendency to appear as [-pa1.] is not equally uti-

lized by all consonants. Labials assimilate (re-

turn to their neutralized state) before lel. While

the dentals maintain the distinctive contrast-

Thus Holden suggests that, "...the opposition Of
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palatalization vs. nonpalatalization is most weak-
1y developed for velars, more developed for the
labials, and most developed for the dentals."
Vowel Context and Asymmetry

Earlier we showed that in the child's pre-adult
systems the application of palatalization works
differently in the environment of different vowels
([+pa1] before /i e/, [fpal] before /a o u/).

If we examine adult Russian, such an asymmetr
is not clear. Back vowels allow distinctive palz
atalization, but before the two front vowels ala—
talization works differently. p i

There are facts about other Slav’
that do show the asymmetry. For eximplzn§:aE::—
temporary standard Bulgarian distinctive palatali—
zation is found only before back vowels. [3]

Another example of this asymmetrical applica-
tion of palatalziation before the two types of
vowels can be found in the history of Slavic in
the dispalatalization of Ukrainian. The develo -
ment, as noted by Jakobson[10], was that all pzla-
talized consonants were dispalatalized before the
front vowels, while they retained their palatali-
zation before /a o u/. Since hard consonants also
existed before la 0 u/, it became the environment
which allowed more distinctive palatalization.

EXPLANATIONS FOR PALATALIZATION PATTERNS

Factors affecting acquisition noted in the lit—
erature include articulatory constaints phonolo-
gical processes, avoidance, asymmetries,in the
adult system and others. This section will ex—
:ior: two kinds of explanations for the child's
adfigts:::on if palatalization: ambiguities in the
which cau::t c Signal and contextual constraints
phonetic m dassimilation or allow contrast. This
the ac _ i e seems to most accurately explain
A' quis tion of palatalization in this child.
moiguities in the Russian Vowels '2’ ‘

In a model of sound change proposed by Andersen,
ambiguities in_the utterances of adults open the» "-
2::aizrgosiible reanalysis by a new generation of"

luage lear n a system with two features, "the lang-
mmdfestaZEr’ who has to interpret its acoustic
how man hons [must] make a number of decisions...
mfi£h 0% Ehonological oppositions are involved...
Which suborSiconstituents is superordinate and
Child ma m knate. [1]. Andersen notes that the
Choices mad: eldifferent choices then the adult,
hears. p ausible by ambiguities in what he

A35p:1:::t:d by Ladefoged, "vowels can be described
for Consonazta continuum in a way that is not true
divnmd into 5... fig. A continuum that needs to be
uous. The uemeaningful units is inherently ambig-
0fthe conginstion, then, is what kind of division
this case cazu? the'child is going to make. In
Hm group; /i enja s division of the vowels into
eXPlanation? e/ vs. /a o u/ be given a phonetic

Fan 'tory claéiizg) provides the basis for an articula-
of VOWels i cation which permits the separation
Fant Shows EEO the two groups [i e] and [a o u].
striction froat the distance of the maximum con-
of Hm most im the front of the vocal tract is one
Hm dista mPortant dimensions for the vowels.

nce may be seen in Table I (from [5]).

Table 1: Distance of the l__ Iain Constriction f
the Front End of the Vocal Tract (in cent )0m

[1] [e] [i] [u] [0] [a]

4 4 7.5 11 12 13

It is clear from Table I that /i e/ can be
together, apart from the rest of the vowelsgrouped

Fant also utilizes the front to back cavity vol-
ume ratio which he shows separate [u o a] from th
other vowels. [S] e

Palatalization consists of 'a constriction in
palatal region, precisely where the vowels /i e/the
hav: their maximum constriction.

coking at the acoustic shape of Russian vow l
we see the following formant values (from [5]):e 5-

Table II: Formant Frequencies

i e i ~u o a

F1 240 440 300 700 535 300

f2 2250 1800 1480 1080 780 625

Here again, a division of vowels into the two
groups /1 e/ and la 0 u/ is possible according to
the height of the second formant.

A high second formant is the most important cue
for palatalization. Vowels with a high second
formant might well be expected to function in'a
spec1a1 way with respect to palatalization.

The child's pattern of palatalization for the
labial stops in all three stages is thus easily
explained. He palatalized before /i e/, vowels
that sound like and are articulated like palatal
sounds, and does not palatalize before other
vowels._

Dentals have a high second formant transition
rsimilar to the high second formant trajectory

' produced by palatalization. and that is easily
confused with palatalization. For example. Ander-
sen [2] has suggested that this kind of confusion
has led speakers of certain Czech dialects to re-
interpret palatalized labials as dentals. The
child might, in a similar way, re-interpret all
dentals, which have a high second formant char-
acteristic of palatalization. as palatalized.

In the first stage, the child palatalizes
all dentals. This is consistent with the high
second formant transition of the dentals, and
seems particularly likely re—interpretation given

that he is hearing a language in which palatalized
dentals occur. It seems that the palatalization
of some dentals is overgeneralized to include all
of them.

At the second stage the dentals have changed
their distribution of palatalization. Before

front vowels, both the consonant and the vowel

have a front tongue constriction and a high second
formant, forming a gesture and an acoustic shape

similar to palatalization. In the environment

before front vowels, the distinction between pal-

atalized and nonpalatalized dentals is quite

subtle acoustically.
Dentals before back vowels now appear as non-

palatalized. The child has thus begun producing
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dentals in two different ways, but does not use

palatalization distinctively. The acoustic and

articulatory characteristics of the following

vowel, rather than the acoustic and artiCulatory

characteristics of the consonant, now come to det-

ermine whether dentals are palatalized or not.

The pattern for the dentals at the second stage is

therefore the same as that for the labials.

In the third stage, there is no change for the

labials or dentals before front vowels. Dentals

before back vowels now may occur as palatalized

or nonpalatalized. Palatalization causes a high

second formant, while back vowels have a low

second formant. Palatalization will therefore

cause a steep downward glide of the second formant.

In the absence of palatalization this very steep

glide will not occur. Therefore, the distinction

between palatalization and nonpalatalization

should be highly audible before back vowels. It

thus seems logical for the child to develop the

contrast first for dentals before back vowels.

The fact that back vowels allow more phonemic

palatalization, and that dentals utilize phonemic

palatalization to a greater degree than labials,

is true also of adult Russian and other Slavic

languages. The adult asymetries and the child's

acquisition patterns are both subject to the same

phonetic constraints. (For further discussion of

parallels in child and adult systems see [6].)

To return to our original question, given that

the vowels are potentially ambiguous, what would

lead enja Gvozdev to divide the vowel continuum

into the grOups front/back. Fant's analysis, util—

izing maximum constriction and second formant

height, shows that the Russian vowels really can

be divided naturally into these grOups. Therefore,

it is not surprising that the child does so.

The substitutions made by the child become

clear within Fant's framework. The child hears

the adult sequence [Ci] and produces [C'i]. As ind—

icated in tables I and 11 above, [i] can be grouped

with [i e] on the basis of both articulatory and

acoustic factors (the point of maximum constric-

tion and the height of the second formant). Fur-

thermore, [i] is and allophone of /i/ in the adult

language. This apparently leads the child to re—

interpret [i] as [i].

The problem with palatalized labials before

back vowels is more complex. As pointed out in

literature on child language, children often deal

with difficult combinations by avoiding them. [13]

enja produces only one example of /P'/ before the

back vowels [p'ec'] ([adult [Phit'] from /p'at'/).

He maintains the correct palatalization but fronts

the vowel. Although Fant does not include km] in

his tables, he does say that "the centralization

of /u/ /o/ /a/ phonemes in positions between two

sharp [+pal] consonants resulting in the allo—

phones [fi] [8] and k2] is manifested by a higher

F2."[5]. Since a raised F2 is a cue for front

vowels and palatalization, it is not surprising

that the child reinterprets the combination of a

palatalized labial and the front allophone of a

back vowel as palatalization plus a front vowel.

CONCLUSION

This paper has presented the facts of acquisi-

tion of palatalization for dental and labial stops

in prevocalic environment for one Russian child.

It showed that the general facts of acquisition

can best be explained not only by showing which

phones have been acquired, but by showing which

phonemic contrasts and syntagmatic constraints

are relevant to the child's system. The child's

development of palatalization has been shown to be

related to the articulatory and acoustic proper-

ties of the adult system.
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ENOTIONALLY EXPRESSIVE PREREQUISITES 0F LANGUAGE UNITS IN RUSSIAN SPEECH

E.N. VINARSKAYA

Maurice Torez Moscow State Pedagogical Institute of Foreign Languages
Ostozhenka 38, Moscow. USSR, 119034 ‘

ABSTRACT

Innate emotionally expressive reactions:
baby cries, cooing and babbling influenced by the
social environment are transformed into language
specific intonational signs of emotional expressi-
veness: vocalizations, increasing sonority segments,
pseudo-words and pseudo-sensegroups. They are fur-
ther transformed in Russian language environment
into stressed and unstressed vowel allophones, CV
syllables, syllabic rhythmic structures and communi-
cative types of sensegroup.

The material presented here is a result of the syn-
thesis of natural and humanitarian studies of emo-
tions on the one hand and of speech in relation to
child early development in Russian culture and lan-
guage environment, on the other Il,2,3,4,5,6,7,8|.

The quality of innate emotional states and their
intensity change simultaneously according to the
zone principle. The zone of low values of emotional
eXCitement level is qualitatively indefinite. The
zone of its moderate values is emotionally positive
while the zone of its high values is emotionally ne—
gative. Baby cries appear as part-of emotionally
negative states caused by the baby's biological dis-
comfort: hunger, thirst, cold, overheat, etc.
Social regulation and normalization of baby cries
begin with the decrease of their intensity. This is
achieved by the baby by the age of 2 months as a
result of the imitation of his mother's voice
I” the process of their emotional interaction. In-
tenSively moderate baby voice reactions as signs ofCmmunicative-cognitive behaviour, start to be op-:osed to intensive cries as signs of defensive be-
rgglgur. The emerging of innate intensively moderateth dions'of cooing are beginning to correspond to

e. ynamic range of spoken speech intonation.
w°9129 sound tambres have zone characteristics
H;§_ are conditioned by the zone structure of pe-
me gcglly developing emotional states related to

e za y s communicative-cognitive behaviour. In
Citemgn: of relatively low values of emotional ex-
a-t n level the tambre quality is indefinite

bre ambre); in the zone of moderate values the tam-
encqu? lty lS differentiated according to the ten-

grow{hin the emotional eXCitement development. Its
tract and consequent increase in the tone of speech

e t muscles call forth the advanced movement offins :29“? and the spreading of the lips as in smile;five "Hi“ ts in the occurrence of emotionally posi-
-tambre. 0n the contrary, the decrease of
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emotional strain and consequent decrease of muscu-
lar tone lead to the retraction of the tongue and
the protrusion of the lips as in cry, which resulfi
in the occurrence of emotionally negative "y"-tambre.

Imitating his mother's voice in the course of their
emotional interaction, the baby transforms univer-
sal biological tambres of cooing into the tambres
of language-specific vocalizations. A.H,Y,9- voca-
lization tambres and their emotionally expressive
zone transitions: 3, o, m as well as b, t, A in
further development give rise to basic positional
allophones of Russian vowels. The characteristic
opposition of stressed-unstressed vowels in Russian
l9] can be understood from tambre emotionally ex-
pressive regularities: unstressed vowels are langua-
ge derivatives of the vocalizations that express
states of low emotional and, consequently, muscular
tone (detachment, disinterest). -
A further step in the development of emotionally ex-
pressive speech means is ensured by the emergence
of the baby's innate reactions of crying and laugh-
ter. Crying sound elements caused by the decrease
of emotional excitement - sobs — can be defined as
decreasing sonority segments (VC). While laughter
elements caused by the increase of emotional exci-
tement can be defined as increasing sonority segr
ments (CV). The manifestations of great emotional
excitement - burst of laud laughter and sobbing
(which, as is well known, turn easily into each
other) are segments of increasing—decreasing sono-
rity (CVC). Laud laughter and sobbing are opposed
to light sobs and gigles with no obvious structure.

Being able to cry and laugh, i.e. to produce sound
segments of changeable sonority, the baby starts
imitating similar sound complexes in his mother's
speech: her laughter, crying as well as syllabic
speech units. Syllables consisting of vowels and
consonants are. in fact. segments of changeable so:
nority. Babbling, appearing at the age of 6 months.
give favourable grounds for such imitation efforts.

Babbling segments of changeable sonority are quite
variable; they are normalized under the influence
of Russian speech standards perceived by the baby
from his mother's speech. Since the basic structu-
ral unit of Russian speech is the CV syllable [4,5L
already with a year-old baby the predominant babbl-
ing units are CV segments |10|. These segments are
further normalized according to the degree of con:
trast between their composite initial noisy and fi-

nal vocal elements. Social normalization of nOisy
maxima in CV segments is over when they are trans-

formed into CV syllables which are characterized by

44lllllllIIIIIIIIIIIIIIIIIIIIIIIII



a number of syllabic contrastive features.

The baby's physiological bias toward repeating

every babbling segment until it has faded. em-

phasized accentuation of words in his mother‘s

speech, an abundance of words with choree struc-

ture - all these factors favour the transformation

of babbling segments into CV babbling pseudowords

at the age of 9-10 months. Their social normaliza-

tion is realized in various ways [10]. Choree pseu-
do-words (Cc) which prevail in the beginning, by

the age of 13-14 months become quantitatively equal

to jambus pseudo-words (cV); by the age of 18

months jambus pseudo-words become prodominant.

Such pseudo-word structures are in full accord with

the baby's emotional state, when of primary impor-

tance are moderate emotions of the positive zone,

characterized by the increase of emotional strain.

The number of CV segments, making up a pseudo-word,

is normalized as well: by the age of 8 months a

pseudo-word comprises 4-5 segments on the average,

while by the age of 12-16 months their number is

reduced to 2,5 segments which is close to the ave-

rage number of syllables in Russian word-forms 2.3.

Finally, the qualitative structure of pseudo-words

is normalized. The prominence of a segment is achie-

ved by its duration, laudness or pitch. The older

the baby is, the more often segment praninence is

realized by a complex of several means among which

duration is dominant. This fact conforms to the

nature of word stress in Russian.

Babbling pseudo-words have various zone structures

which predetermine their emotional expressiveness.

Jambus emotionally positive pseudo-words (cV) are

genetically related to the increase of emotional

excitement, while choree emotionally negative pseu-

do-words (Cc) are related to its decrease. Pseudo-

words of indefinite temporal structure represent a

relatively low level of excitement in the develop-

ment of emotional states while pseudo-words of the

cc type represent a relatively high level. In

the course of emotional interaction with the baby

adults constantly attract his attention to various

objects, thus "marking" them by their own emotions

I111. The baby masters the rhythmic patterns of
Russian words as normative variants of pseudo-word

zone characteristics.
In later melodic babbling a second year old baby

uses sequences of babbling pseudo-words which cor-

respond to the phonetic structures of sensegroups

in the speech of adults. 0f fundamental signifi-

cance in these pseudo-sensegroups are melodic para-

meters. The increase of the speaker's emotional

excitement, as a result of his wish to receive cer-

tain emotional information, calls forth the occur-

rence of pseudo-sensegroups of rising pitch move-

ment. The absence of such a wish is marked by the

decrease of emotional excitement and results in the

occurrence of pseudo-sensegroups of falling pitch

movement. The first, emotionally positive, type of

pseudo-sensegroup is realized in questions. reques-

ts, apologies, thanksgivings, encouragements and

so on. The second. emotionally negative, type of

pseudo-sensegroup occurs in the transmission of in-

formation to the listener (various kinds of nomina-

tions, statements and so on). Pseudo-sensegroups of

emphasized rising-falling pitch movement are typi-

cal of affect-volitional states, they are opposed

to pseudo-sensegroups with vague melodic structure

(these are pseudo-sensegroups of high and, corre-

spondingly, low zone levels of emotional excite- .

ment).
Generalization of various emotionally expressive

pseudo-sensegroups according to the character of

the pitch movement transforms them into Russian

normative communicative types of sensegroups: com-

plete, incomplete, interrogative, exclamatory.

The table below presents systemic correlates of

emotionally expressive intonational signs and the

corresponding phonetic forms of native (Russian)

language that are based in speech social environ-

nent.
Table

Systemic Correlates of Emotionally Expressive

Intonation Signs and Russian Phonetic Forms

Intonational Signs of Phonetic forms of language

emotional expressiveness si ns

Vocalizations Stressed ang unstressed
vowels

Increasing sonority CV syllables
segments
Pseudo-words Rhythmic syllabic word

structures
Pseudo—sensegroups Melodic contours of

communicative types of
sensegroups

Thus, emotionally expressive intonational means can

be transformed into phonetic forms of the native

language only under the influence of normalizing

affects of the social environment.

Mastering phonetic forms of language signs is ahead

of mastering their meaning. Hence the phonetic

forms themselves have two functions in speech:

mastered linguistic function and a prior one - emo-

tionally expressive.
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