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Abstract 

The relationship between the predictors obtained on differenced data and 

those on original data is derived for both the covariance method and the 
autocorrelation method. The physical interpretation of the derived relation- 
ship is discussed in connection with spectral enhancement. 

l. Difference Operation in the Covariance Method 

The linear prediction model for a sampled {yn  } is expressed in the form 

y„ %f51aiy„_i (l) 
where a,- denotes the ith predictor and p is the prediction order. In matrix 
form, eq.(i) can be written as 

y % Y « or [ y Y ] o: % 0 (2) 
mx ] mxppxl mx (p+l) (p+l)x 1 mx ] 

where 

J’„ y„_l ....yn_p and -1 
: : : -1 “I 

J'? } Y= ' ’ 0: = = ' (3) 
. 2 : a ! 

yn-m+l yn—m ""yn—m-p+l ap 

V°°‘°" " is called ““ augmented Predictor vector for a. The normal equation 
for “!f. covariance method is obtained by premultiplyiug both sides of eq. (2) 
by Y . 

YTy = YT Ya (4) 
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where the product matrix YTY represents the covariance matrix of {yn_}. 

The least-squares solution for a or 0 is derived from the normal equatton 

(4) and is expressed as 

—1 - l  

& = Y * y  or &= [6,1 [ Y * y ]  (5) 

Where Y‘ denotes the generalized inverse of Y and is usually identical }t)o 

(YTY)"yT except for rank deficient cases. That was the formulatmn o t e 

covariance method by the generalized inverse of matnces. 

In the same way, the linear prediction model for the differenced sequence 

of the form { yn — wy„_l} is expressed as 

‚gl "; (V"..i ‘ Wyn-i-l) (6) 
yn _ “_'yn-l ? ‚= 

where ß,- denotes the ith predictor for the differenced data. Equatron 6 is 

written in matrix form as 
. 7 [Ay %. AY] b ? 0 ( )  

mx (p+l)(p+l)xl m x l  

where 
--I - w yn . yn_1  [ - l ]  @ ]  

Ay : b =  = : 
2 , ß ß 

yn—m+l_wyn—m ;) . 

and 

yn-l -wyn__2  .......... y„ p '.w-Xn-p-l 

z ; @ 
y„_m _ W y n _ m _ l  . . . . . . . . . .  yn_m_p+-l' Wyn_m.p 

Here a ain b is the au mented predictor vector for 5. . _ _ 
ln ot$ler to investigatä the relationship between 6 and b,_tt Will be reasona- 

ble to start with the same number of prediction equations on the same 

number of data samples. Standing on that point, we assume [} =0 With the 

intention of preparing the same number of differenced data that can prov1de 

the same number of prediction equations as those on the ongmal data. Under 

this assumption the pth column of AY is arbitrary and eq.(7) can be modified 
as follows: 
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[ y  Y]Wb %o (9) 

where 

1 
-w 1 0 

W = -w 1 
(p+l)X(p+l ° . - _ (10) 

. . . 1 

0 -w ] 

Co mparing eq.(9) with eq.(2), we can derive the least-squares solution for _Wb 
as 

-1 
wß=[ )]= d (11) 

Y +  

and we get 

(12) 

Equation (12) represents the relationship between the predietors obtained by 
the covariance method on differenced data and those on original data. 

2. Difference Operation in the Auto-Cortelation Method 

The normal equation of the auto-correlation method for original data se- 
quence rs expressed as 

R 4 = r  or [ r 3 R ]  a = o  (13) 

where 

" " .......... 
r0 r1 ‚p '1 - " R ‚1 .0 .......... r.p_2 , r -  : 

rp_1 rp_2 .......... 70 .;'p 

and 

" _ % ?„ yn+i (15) 

The least-squares solution for 0. or a is obtained as 

. . . . . „ 
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. 1 “ .- _ l  = _ l  (16) 

a = R ‘  r or a -  & R'lr 

. . d 

On the other hand, the normal equation for the drfferenced data IS expresse 

as 
. ; ' = 0 (17) 

where 

p o  p l  . . . . . . . . . .  pp_1 p l  

p . . . . . . . . . .  p _ 2  . 

P: ’.’l .° ;” „= : (18) 
; ; : PP 

pp_1 pp—2 .......... Po 

and 
(19) 

Pi = 2; ‘(yn'wyn-l) (Vn+i'wyn+f-l)' 

Since p.. is rewritten as 
2 (20) 

pi = 'W'1i-11 + (1+W ) r i 'wri+l’ 

we can rewrite [p ‘; P] as 

T (21) 
[p%PI=W [ r iR lW 

and eq. (17) as 
. (22) 

w T [ r ; R 1 w z > = o .  

A l “  # 0, we get 
. (23) 

[ r  R ]  W b = 0. 

The least-squares solution for W b is obtamed as 

_1 _ (24) 
w 13= = & \ -» l 
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and we get 

/ 13 = w-1 &. (25) 
Equation (25) represents the relationship between the predictors obtained by the auto-correlation method on differenced data amd those on original data. 

3. Physical Interpretation of the Relation between & and 5 
The relations between & and 5 for the covariance method and that for the auto-correlatton method are identical to each other as formulated in eqs. (12) and (25) or eqs. ( ]  1) and (24). The latter two equations express the following relation between the two sets of predictors: 

A 3, - w5„ = &„ .i= 1,2...„p, ßo=-1. (26) 
Modifying this equation, we get the following successive equationi 

‚- + wß‚.__1 (27) 
In closed form, it is written as 

. i . . 
. = "] A . 3, ‚331 w oz]. — w' 

(28) 
Equation (28) is another expression of eqs. (12-) or (25), because 

I 
29) w 1 0 

( W“1 = w2 w 1 

WP w"'1 ..... w ] 

ä%“;?f°n (26) proclaims that{ 6;} is the ditferenced sequence of { ßfi- B°th ! creme Operations on sampled data and that on the predictor sequence ?; :lnetfizpfetefi to have the same effects of speetral enhancement in higher q y region as depmted in Fig. ] ,  where w is assumed to  be unit)’ for simplicity. 
L _ lo F{‘. {un} P onllzois {ai} ‘ °1) W 1nverse ‘ % 

differ— «iq-(27) differ- ence ot(28) once T+6dB/oct „ i+6dB/oct 
L ‚. lo F{ . {un - y„_l} law-% {Bi} \Sfi_}_ YYYY invene puug 

Figure 1. The relatton between the difference operation on data and that on predictors. 

f „} “"A / 

; 
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4. Conclusions 

The relationship between the predictors obtained on differenced data and 
those on original data has been derived. Although the way of denvatron 
employed here is rather rough, the authors have already shown two ways of 
strict derivations: one (Yanagida et al., l982a), equating the prediction errors 
at each sampling point for both sequénces, and the other (Yanagnda et al., 
l982b), employing several theorems concerning the generahzed mverse of 
matrices. These, however, were only for the covariance method. This paper 
has discussed the difference operations in a linear prediction analysrs atmmg 
at a unified description for both the covariance method and the auto-correla- 
tion method. 

In this paper, the discussion has been limited only to the first-order 
differencing, but the derived results are easily expanded to general higher 
order difference operations (Yanagida et al., l982b). 

Our present interest is to develop an efflcient method to replace the sample 
differencing of fixed pre-emphasis factor with an adaptive mverse differen- 
cing on predictors, that is to replace the fixed pre-processmg With an adaptive 
post-processing. 
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