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Abstract

The relationship between the predictors obtained on differenced data and
those on original data is derived for both the covariance method and. the
autocorrelation method. The physical interpretation of the derived relation-
ship is discussed in connection with spectral enhancement.

1. Difference Operation in the Covariance Method
The linear prediction model for a sampled {y, } is expressed in the form
Yn = ,.__E,lai In-i S

where @; denotes the ith predictor and p is the prediction order. In matrix
form, eq.(1) can be written as

y =Y a or
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Vector a is called the augmented predictor vector for a. The normal equation

for thf covariance method is obtained by premultiplying both sides of eq. )]
by Y*.

YTy=v'ra @)
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where the product matrix YTY represents the covariance matrix of {yn}.
The least-squares solution for a ora is derived from the normal equation

(4) and is expressed as
-1 -1
|
& Yy

where Y* denotes the generalized inverse of Y and is usually idfzntic?l }tlo
(YTY)lyT except for rank deficient cases. That was th.e formulation of the
covariance method by the generalized inverse of matrices.

In the same way, the linear prediction model for the differenced sequence
of the form { y_ - wy,,} is expressed as

a=Y"y or a=

5 B; Opi = W¥neict) ©)

yn_wyn-l ’T-l=]

where B; denotes the ith predictor for the differenced data. Equation 6 is
written in matrix form as

: . 7
[Ay | AY] b 20 ™
mx (p+1) (p+1)x1 mx1
where
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Ay . b= =1:
: : 8 ‘;
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and
Vpai ~WWpop  seeeeeee Yn-p “W¥np-1
AY= : : @®)
Vnem ~WVnom=1 tooeereee Ynem-p+1 WVn-m-p

Here again, b is the augmented predictor vector f.or 8- o

In order to investigate the relationship between a and b,.lt will be reasona-
ble to start with the same number of prediction equations on the. same
number of data samples. Standing on that point, we assume ﬁp=0 with t.ge
intention of preparing the same number of differenced data ?hat can provide
the same number of prediction equations as those on the original data. Under

this assumption the pth column of AY is arbitrary and eq.(7) can be modified
as follows:
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[y i YIWb =0 )
where
]
1
-w 1 0
w = -w 1
(p+1)x (p+1) .. (10)
Tt
l 0 -w 1

Comparing eq.(9) with eq.(2), we can derive the least-squares solution for wb

as
-1
Wb =[ J= d an
Y+

and we get

(12)

Equation (12) represents the relationship between the predictors obtained by
the covariance method on differenced data and those on original data.

2. Difference Operation in the Auto-Correlation Method

The normal equation of the auto-correlation method for original data $¢
quence is expressed as

Raég=r or [riR] d4=0 (13)
where
rO rl .......... rp‘l rl
R rl r0 .......... rp_2 , I= :
. . (14
rp_l rp_z .......... ro .rp
and
r = Eyn Vpsi - (15)

The least-squares solution for o or g is obtained as

L i 07
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. “‘ 3 ‘ ‘1] (16)
a=1.1 1.1
a R™r

. i d
On the other hand, the normal equation for the differenced datais expresse
as

a=RYr or

. : h=0 an
PB=p {p ':P] b
where
po p1 .......... pp_l \ pl
P fs POERTTRERRLL 14 -2 .
po |t S B (18)
- : Pp
.......... p
| pp—l pp—2 0
and
19
P = 2,:, [ "Wyn-l) (yn+i-wy"+i‘1)'

Since p, is rewritten as
2 (20)
p; = =wrpy * QA+w?) ri=-Whyyp
we can rewtite [p  P] as
T . 2n
[pi Pl=WI[riR]W
and eq. (17) as
. (22)
wt [riRIWD=0.
As|WT| # 0, we get
. (23)
[riRIWbH=0.

The least-squares solution for W b is obtained as

. (24)
wbh=| =a
Rl
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and we get
b=wlyg, (29)

Equation (25) represents the relationship between the predictors obtained by
the auto-correlation method on differenced data and those on original data.

3. Physical Interpretation of the Relation between & and b

The relations between d and b for the covariance method and that for the
auto-correlation method are identical to each other as formulated in egs. (12)

and (25) or egs. (11) and (24). The latter two equations express the following
relation between the two sets of predictors:

2 a

Bi-why=d, i=12..p, By=-1. (26)

Modifying this equation, we get the following successive equation:

-

B;=a +w

Py

i1 (27)

In closed form, it is written as
i .
6= % wi gy )
i=1 !

Equation (28) is another expression of eqs. (125 or (25), because

1 ' (29)
w 1 0

wlzy?, 1
wPwp-l 1]

Equa.tion (26) procla.ims that{ &;} is the ditferenced sequence of { §;}. Both
the fi‘ffef €nce operations on sampled data and that on the predictor sequence
are interpreted to have the same effects of spectral enhancement in higher

f_requf:n‘cy region as depicted in Fig. 1, where w is assumed to be unity for
simplicity,
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Figure 1. The relation between the difference operation on data and that on predictors
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4. Conclusions

The relationship between the predictors obtained on differenced dgta gnd
those on original data has been derived. Although the way of denvatloOr}
employed here is rather rough, the authors have alrcfady shown ‘tw.o ways
strict derivations: one (Yanagida et al., 1982a), equating the predlctl'on errolrs
at each sampling point for both sequences, apd the other (Ytanaglda et ao.t:
1982b), employing several theorems concerning t.he generalized inverse
matrices. Those, however, were only for the covariance rpethod. Ti‘ns paper
has discussed the difference operations in a linear prediction analysis almllng
at a unified description for both the covariance method and the auto-correla-
tlolr:l nt]lj:: opdaper, the discussion has been ljmited only to the flritl;(i)r:::
differencing, but the derived resu]tsdare ealsﬂ)/l;gé);)nded to general hig
ifference operations (Yanagida et al., .
Or(g:rd;gesrennt interr)est isto developan efﬁci;nt method to replace th:.l s}z;rr:frlle-
differencing of fixed pre-emphasis factor with an adapt%ve my;:)rse (1i ae o
cing on predictors, that is to replace the fixed pre-processing with an adap
post-processing.
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