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SPEECH PERCEPTION 

Michael Studdert-Kennedy, Queens College of the City University of New York 

and Haskins Laborator ies,  New Haven, Connecticut 

The past few years of research in  speech perception have been very act ive.  

The old questions are s t i l l  there - -  What are the units? How do we segment? 

Where are the invar iants? - -  but some o ld  answers have turned out to be wrong 

and some new ones are beginning to  emerge. The intricate articulatory and 

acoustic structure o f  the sy l lab le  i s  s t i l l  at the center o f  the maze, but 

other sources of  information for the listener —— prosody, syntax, semantics -- 

have begun to receive experimental attention: Studies o f  fluent speech are 

taking their place beside the established methods o f  syllable analysis and 

synthesis. Theory has dropped into the background (or  perhaps the back room) 

and no one seems very eager to  argue the merits of analysis-by-synthesis or 

the "motor theory” any more. Certainly, theory continues to guide research, 

but a refreshing atheoretical breeze has been blowing in  from art i f icial speech 

understanding research (Klatt ,  l977, in press, a) and from developmental psy— 
chology (Aslin and Pisoni, in press). In the latter regard, I shall not have 
much to say directly about infant speech perception, but much of what I have 

to say w i l l  bear on i t .  'The infant i s  a l istener, a very attentive one, be- 

cause by learning to l is ten i t  learns to speak. In my opinion, only by care- 

fully tracking the infant through i ts  f irst two years o f  l i fe  shal l  we come to 

understand adult speech perception and, in  particular, how speaking and l i s -  

tening establish their l inks at the basis o f  the language system. This said, 

let us begin, as infants do, wi th prosody. 

Prosody 

Prosody refers to the melody, rhythm, rate, amplitude, quality and tem- 

poral organization o f  Speech. There has been an upsurge of interest in  these 

factors in recent years, partly because they seem to hold a key to improved 

speech synthesis, partly because prosodic contributions to speech perception 

have been unjustly neglected (Cohen and Nooteboom, l975; Nooteboom, Brokx and 

de Rooij,  1976). To Say that prosody "contributes" to speech perception may 

seem to imply that speech perception i s  confined to segmental processes, of 

which prosody i s  a mere subsidiary, conveying no dist inct ive information of 

i ts  own. This, of  course, i s  fa lse.  Prosody carries much of that important 

indexical information (Abercrombie, 1967) without which, i f  i t  i s  dark, you 

don' t  know who i s  talking to  you or whether he means what he says. However, 

i t  i s  with the adjutant functions —— contributions to segmental perception -- 

that I am concerned here. 



60 REPORT: PERCEPTION 

One prosodic function is  to maintain a coherent auditory signal. Darwin 
(1975) asked listeners to shadow a sentence on one ear, while a competing sen- 
tence was led into the other. A t  some arbitrary point ,  prosodic contours were 
suddenly switched across ears, while syntactic and semantic sequences were 
maintained. Prosodic continuity then often overrode syntax, semantics and 
ear of entry, leading to the intrusion of words from the supposedly unattended 
ear. Evidently, listeners were tracking the prosodic contour, a process that 
Nooteboom et a1. (1976) suggest may be necessary to maintain "perceptual in- 
tegrity“. 

Nhat physical dimensions of the signal sustain this integrity? Rate is  
probably not important, because quite sharp rate variations are regularly used 
to convey syntactic information (e.g., Klatt, 1976). Of course, rate gan_af— 
fect segmental classification (Ainsworth, 1972), but listeners adjust rapidly, 
within less than a second (Fuj isaki ,  Nakamura and Imoto, 1975; Summerfield, 
1975; Nooteboom, et a1., 1976). Amplitude changes, within limits, are also 
probably of l i t t le importance (Darwin and Bethell-Fox, 1977). In fact, the 
principal determinants of prosodic continuity seem to be fundamental fre- 
quency (F0) and spectrum: Nooteboom et a l .  (1976) showed that, when pitches, 
alternating over a 2-6 Hz range, are imposed on a sequence of three vowels, 
repeated at intervals of less than 150 msec., the vowels spl i t  into two 
streams, as though from two speakers. The effect is  reduced, i f  the vowels 
are granted a degree of spectral continuity by being placed into consonantal' 
context. This work, taken with similar studies by Dorman, Cutting and Raphael 
(1975) and by Darwin and Bethell-Fox (l977),lead;to the conclusion that con- 
tinuity of both formant structure and FO underlies the perceptual integrity 
of running speech. 

. A second prosodic function is to facil itate phrasal grouping. Here the 
main variables seem to be F0 and segment duration. Several studies have 
documented syntactic control of timing and segment duration in production (e.g 
Cooper, 1976; K1att, 1976). K1att and Cooper (1975) show, further, that ÏÎS- 
teners expect segment duration to vary with the syntactic position of a word 
in a sentence. For example, they judge lengthened syllables to be more nat- 
ural at the end of a clause than at  the beginning or middle. Similarly, Noot- eboom et al. (1976) report that listeners judge a vowel of a particular 
length to be shorter i f  i t  occurs at the end of a word than i f  i t  occurs at 
the beginning. Presumably, such observations reflect listeners' habitual use of phrase-final lengthening as an aid to parsing. 

. 

The role of F0 has been more extensively studied. For example, Collier and ' t  Hart (1975) constructed synthetic utterances cons isting of 13 or 15 
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f 200 msec steady—state, vowel-l ike “syllables", separated by 50 msec silent 

intervals. They imposed ten theoretically derived FO contours ( ' t  Hart and 

Cohen, 1973) on these syllables, deploying characteristic "continuation rises" 

and "non-final fa l ls "  to delimit the ends and the beginnings, respectively, of 

possible syntactic constituents. Finally, following Svensson (1974) and Koz- 
hevnikov and Chistovich (1965), they asked listeners to write down syntactically 

acceptable sentences to match each contour in number of syllables, location of 

stresses and overall intonation. 0f the resulting sentences, 72% matched the 

predicted syntactic structures. Since two hypotheses were under test here —- 

both the correctness of  the theoretically derived contours and the l isteners' 

capacity to infer syntactic structure from intonation -— this i s  a remarkably 

high score. 

Finally, a third perceptual function of prosody has aroused a great deal 

of interest in  recent years. This i s  the function -- nobody knows what i t  i s  

- -  supposedly f u l f i l l ed  ny rhythm. Martin (1972) wrote a persuasive paper in  

which he argued that speaking involves more than a simple concatenation o f  

motor elements: l ike other motor behaviors speech i s  compelled, by natural 

constraints on the relative timing of components, to be rhythmic. Moreover, 

some components (syllables) are "accented", and these are predictable: accent 
level (or stress) covaries with timing and the main accents are equidistant 

( i .e.,  isochronous). Finally, since "...speaking and listening are dynamically 
coupled rhythmic act iv i t ies. . . "  (p.  489), listeners can predict the main 

stresses and can use that fact to  "cycle" their attention, saving i t ,  as i t  

were, for the more important words. 

There i s ,  in fact, evidence from phoneme-monitoring experiments that re- 

action time (RT) i s  shorter to init ial phonemes in stressed words than in un- 

stressed (Shields, McHugh and Martin, 1974). This i s  apparently not due to 

the greater energy of  the stressed words, since, i f  the words are presented 

in isolation, no RT difference appears (Shields, et  a1., 1974). Moreover, 

Cutler (1976) has found that the RT difference holds, even i f  stress, or the 

lack of i t ,  i s  merely "predicted" by prior prosodic contour and i f  the actual 

target is  acoustically identical in both conditions. Cutler and Foss (1977), 

demonstrate, further, that the RT advantage i s  not due to  syntactic form class,  

since i t  i s  found for stressed function words as well as for stressed content 

words. They conclude that the reduced reaction time may reflect heightened 

attention to the semantic focus of a sentence, and they cite unpublished 

evidence from Allen and D'Shaugnessy that "...rel iable correlates of semantic 

focus are to be found in the fundamental frequency contour (p. 10)." 

By this last point Cutler and Foss seem to be cutting themselves free 
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from Martin's (1972) claim for isochrony, whether wisely or not remains to be 

seen. Lehiste (1977) has recent1y reopened the isochrony issue in a paper 

summarizing much of her research on the topic. She concludes that although 

isochrony i s  "primarily a perceptual phenomenon" (p.  253), i t  does have some 

basis in production and i s  therefore available for communicative use. Lehisua 

shows that English interstress intervals are often lengthened to signal a syn- 

tactic boundary. 

Isochrony has also come under experimental scrptiny. Morton, Marcus and 

Frankish (1976), recording a l i s t  of  spoken digits for experimental use,cfis- 

covered that acoustically (onset to onset) isochronous sequences sounded mfiso— 

chronous. Moreover, listeners, asked to adjust a sequence to perceptualiso- 

chrony, made i t  acoustically anisochronous. Morton, et al .  (1976) coined üœ 

term "perceptual centers" ("P-centers“) to refer to  those points in  a sequemæ 

of words that are equidistant when the words sound isochronous. But they were 

unable to locate the points or specify their acoustic correlates. Surprising- 

ly, the P-center does not correspond to any obvious acoustic marker, such as. 

sound onset, vowel onset or syllable peak. However, Fowler (Ms. submitted 

for publication) has recently discovered that " . . .when asked to produce iso- 

chronous sequences, talkers generate precisely the acoustic anisochronies Hun 

listeners require in order to hear a sequence as isochronous." The acoustic 

anisochronies apparently arise because the articulatory onsets of words be- 

ginning with sounds from different manner classes have acoustic consequences 

at different relative points in time. From a review of her own and related 

studies (e.g., Allen, 1972; Lindblom and Rapp, 1973), Fowler concludes that 
"...listeners judge isochrony based on acoustic information about articulaflny 

timing rather than on some articulation-free acoustic basis." Finally, al- 
though this work seems to be a thread that might unravel isochrony, Fowleris 

cautious in her claims. Most of the relevant experimental studies have used 
monosyllables and artificially repetitive utterances. What inroads this aP' 
proach can make into the apparent isochrony of phonetically heterogeneous 
running speech remains to be seen. 
Segmentation and Invariance 

We turn now from the broad questions of prosody to the narrower puzzle 
of the syllable on which the prosody i s  carried. In what follows, I assume 
(together with most other investigators) that our task is to understand the 
process by which phonemes or features are extracted from the signal. Let uS 
begin with a question raised by Myers, Zhukova, Chistovich and Mushnikov 

(1975): IS segmentation an auditory process, preceding phonetic classifica— 
tion, or an automatic consequence of classification itself? Several studies 
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from the Pavlov Institute i n  Leningrad speak to the question. Chistovich, 

Fyodorova, Lissenko and Zhukova (1975) showed that a sudden amplitude drop, 

roughly in  the middle of a 460 msec steady-state vowel, caused listeners to 

hear either two vowels or a VCV sequence, depending on the magnitude and rate 

of the amplitude decrease. Subsequently, Myers, et a1. (1975) used an ingen- 

ious dichotic technique to suggest that such amplitude decreases are registered 

by the peripheral auditory system; they inferred that, since classification i s  

presumably central, segmentation must precede classification. Finally, Zhukov, 

Zhukova and Chistovich (1974) reported on the use of a similar technique to 

study the effects of spectral variation at segment boundaries. The investi- 

gators presented a time-varying value of F2 (roughly 2200 to 800 Hz over 200 

msec), to one ear, steady-state values of F1 and F3 to the other. The latter 

were interrupted by a 12-15 msec pause, of which the position could be set by 

the subject so as to vary the fused percept from hard to soft [ r ] ,  that i s ,  

from [iru] to [ i r ' u ] .  Subjects reliably set the pause so that i ts  endpoint 

coincided with an F2 value o f  roughly 1600 Hz. Since this value i s  close to 

that of the hard-soft boundary previously determined for the steady-state iso- 

lated consonants [s ]  and [ 5 ' ] ,  the authors infer that listeners were also 

judging the sof t  consonant [ r ' ]  by i t s  F2 value at onset. They conclude that 

“the auditory system interprets the acoustic f low as a sequence of time seg- 

ments between instants of variation" (p.  237), and that i t  derives consonantal 

information by sampling fonnant frequencies at these instants. 

However, this conclusion does not seem to be forced by the data. On the 

one hand, the presumed peripheral segment boundary, determined by a sharp am- 

plitude drop, seems to have something in common with the boundary proposed by 

certain automatic recognition procedures for isolating syllables rather than 

phonemes (e.g.  Mermelstein, 1975). On the other hand, an invariant formant 

onset i s  not incompatible with the use of formant movement into the following 

vowel as a consonantal cue (see Dorman, Studdert-Kennedy and Raphael, 1977). 

My inclination therefore i s  to suppose that the preliminary auditory segmenta- 

tion ( i f  any) i s  syl labic rather than phonemic, and that within-syllable seg— 

mentation may often be synonymous with classif ication. I w i l l  return to this 

point below. 

The view of the perceptual process, proposed by the Russian group, as a 

succession of brief time sl ices (rather than as the active continuous tracking 

suggested by studies of prosody), i s  close to that currently being explored by 

K.N. Stevens. In a succession of  publications over recent years, Stevens (e .  

g. 1975) has elaborated on the "quantal nature of speech." He points out that, 

although the vocal apparatus i s  capable of producing a wide variety of sounds, 
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relatively few are actually used in the languages of the world. He attributes 

this restriction to a nonlinear relation between articulatory and acoustic 

parameters: some articulatory configurations are acoustically stable, in the 

sense that small changes in articulation have l i t t le  acoustic ef fect ,  others 

are unstable in the sense that equally small changes have a substantial effect. 

The universal set of phonetic featufiés i s  drawn from those articulatory con- 

figurations that generate acoustically stable, invariant "properties." 'The 

properties, i t  should be stressed, are higher order spectral configurations, 

rather than isolated cues such as F2 onset frequency. To define these con- 

figurations, Stevens has largely relied on computations from a vocal tract 

model. Finally, to assure quantal (or categorical) perception of the invar- 

iant properties and to afford the human infant a mechanism for netting them 

in the speech stream, Stevens postulates a matching set of innate “property 

detectors." 

Empirical tests of the quantal theory have been few. But a recent study 

of English stops (Blumstein and Stevens, in  press) i s  a good i l lustration of 

the approach, since i t  deals with a notoriously context-dependent set of 

sounds. The goal was to demonstrate the presence of invariant properties in  

the acoustic signal, sufficient for recognition by fixed templates. The first 

step was to record two male speakers reading random l ists of the voiced stops 

[b d 9] ,  followed by each of five vowels [ i  e a o u].  Short-time spectra 

were then determined,integrated over a 26 msec window at onset. The spectra 

were used to construct, by t r i a l  and error, a template fitted to each place 

of articulation, such that i t  either correctly accepted or correctly rejected 

the majority of utterances. Descriptions of the templates ("diffuse-rising“ 

for alveolar, "diffuse—falling" for labial and "compact“ for velar) recall 

the terminology of distinctive feature theory. 

In the second part of the study, a corpus of  utterances was collected 

for classification by the templates. Six subjects (4 males, 2 females) re— 

corded five repetitions each of the voiced and voiceless stop consonants 

[b d g p t k] ,  followed by each of the vowels [a e i o u], or preceded by 

each of the vowels [i e a A u]. The resulting 1800 utterances were then 

analyzed spectrally in the same way as the original utterances, and compared 

with the templates. The results were: at least 80% (and often higher) cor- 

rect reJ'ection and correct acceptance for initial stops, a slightly lower 

Performance for released final stops, although for some unreleased final stops 

scores dropped as low as 40%. Analysis of variance revealed significant dif- 

ferences 1“ template matching performance as a function of vowel context. but 

performance was significantly above chance in every case. Quite similar 
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results have been reported by Searle, Jacobson and Rayment (1978) using a 
very much longer time slice (100—200 msec) and deriving their invariant pat- 
terns from a running sequence of spectra. 

Where then does this leave us? 80% or better i s  a good score -— although, 

as A.M. Liberman has suggested to me, we might do almost as well with the 

binary recipe proposed by Cooper, Delattre, Liberman, Borst and Gerstman in 

1952: high burst, fa l l ing F2 transition for alveolar; low burst, fa l l ing F2 

transition for velar; low burst, rising F2 transition for labial.  

The question, of course, i s :  Is  this really the way that humans do i t?  

Dorman et a l . ,  (1977), modeling their study on the work of  Fischer-Jdrgensen 

(1972), edited release bursts and/or formant transitions out of English voiced. 

stop consonants ([b d 9 ] ) ,  spoken before nine different vowels. Acoustic 
analysis of the bursts for a given place of articulation showed them to be 

largely invariant (cf .  Zue, 1976). However, the bursts were not invariant 

in their effect: for the most part, listeners only perceived the bursts cor- 

rectly, i f  their main spectral weight lay close to the main formant o f  the 

following vowel, as Stevens himself has suggested (1975, pp. 312-313). Kuhn _ 
(1975) has shown that the main vowel formant varies with the length of the 

cavity in  front of the point of maximum tongue construction. Since front 

cavity length i s  a function of place of articulation, an estimate of front 

cavity resonance i s  tantamount to an estimate of place o f  articulation. Thus, 

proximity on the frequency scale may facilitate perceptual integration of the 

burst with the vowel, enabling the listener to track the changing cavity shape 

characteristic of a particular place of articulation followed by a particular 

vowel. 

Stevens (see especially, 1975) does not deny that contextually variable 

cues -- such as formant transitions, voice onset time, vowel formant struc- 

ture -- can be used by the human listener. However, he regards them as 

"secondary," learned cues, acquired by repeated association with the "primary“ 

invariant properties, and used only as safety devices when invariant cues 

fail. Given the many knotty questions concerning the possible mechanisms for 

extracting and interpreting these "secondary“ context-dependent cues, one may 

wonder how an organism whose primary endowment i s  a set of passive templates 

learns to use them at a l l .  

The question becomes even more pressing when one considers that there i s  

no independent evidence for the existence of the hypothesized templates or 

property detectors. To understand this we must briefly review recent find- 

ings in  the study of categorical perception. 
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Categorical perception 

As i s  well known, early work with speech synthesizers showed that a use— 

fu1 procedure for defining the acoustic properties of a phoneme was to con- 

struct tokens of opponent categories, distinguished on a single phonological 

feature, by varying a single acoustic parameter along a continuum (e.g. ,  [ba] 

to [da], [da] to [ta], etc . ) .  I f  listeners were asked to identify these to- 

kens, they tended to identify any particular stimulus in  the same way every 

time they heard i t :  there were few ambiguous'tokens. Moreover, i f  they were 

asked to discriminate between neighboring tokens, they tended to  do very badly, 

i f  they assigned the two tokens to the same c lass,  very well i f  they assigned 

them to different classes -— even though the acoustic distance between tokens 

was identical in the two cases. This phenomenon was dubbed ”categorical per- 

ception" (Liberman, Harris, Hoffman and Griffith, 1957). Although there were 

usually no grounds for supposing that the acoustic variations along synthetic 

continua mimicked the intrinsic allophonic variations of natural speech, cate- 

gorical perception in  the laboratory was taken to reflect a necessary aspect 

of normal speech perception, namely, the rapid transfer of  speech sounds into 

a phonetic or phonological code. The phenomenon was also believed by some 

people, including myself, to be peculiar to speech (Studdert-Kennedy, Liber- 

man, Cooper and Harris, 1970). _ 

However, we now know that categorical perception, as observed in th 

laboratory, i s  neither peculiar nor necessary to speech. Demonstrations that 

i t  i s  not peculiar we owe to Cutting and Rosner (1974) (rise-time at the onset 

of sawtooth waves, analogous to a fricative-affricate series); to Miller, 

Hier, Pastore, Kelly and Dooling (1976) (noise-buzz sequences analogous to the 

aspiration-voice sequences of a voice onset time (VOT) series); to Pisoni 

(1977) (relative onset time of two tones); and to Pastore, Ahroon, Baffuto. 

Friedman, Puleo and Fink (1977). These last investigators extended their work 

into vision, demonstrating categorical perception of crit ical fl icker, with a 

sharp boundary at the flicker-fusion threshold. They also induced clearly 

categorical perception of a sine-wave intensity series by providing listeners 

with a constant-reference tone, or "pedestal," at the center o f  the series. 

Pastore et a1. (1977) conclude that a continuum may be categorically divided 

either by a sensory threshold (as in flicker-fusion) or by an internal refer- 

ence (as in the intensity series). Presumably, the portion of the signal with 

the earlier onset serves as a reference in a VOT series, while in a place of 

articulation series, cued by direction and extent of formant transitions, a 

reference is provided by the fixed vowel. If this last point is correct, we 

perceive a place series categorically precisely because the consonants are 

judged relationally rather than absolutely - -  an interpretation not compatible 
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with the notion of invariant property detectors. 

Just how an internal reference suppresses discrimination within categories 

i s  not clear, but the results o f  Carney, Nidin and Viemeister (1977) suggest 

that i t  may simply serve to divert the l istener's attention from other stimuli 

in the series. To Carney et  a1. (1977) (see a1so Pisoni and Lazarus, 1974; 

Samuel, 1977) we owe the demonstration that a VOT continuum gggg_not be per- 

ceived categorically. Each of their subjects displayed good within—category 

discrimination after moderate training on a bilabial VOT continuum. Indeed, 

discrimination was so good that subjects were able to shift category boundar- 

ies on request and assign consistent labels to arbitrary subsets of the stimuli. 

The outcome suggests that " . . .Ut i l izat ion of acoustic differences between 

speech stimuli may be determined primarily by attentional factors, . . .dist inct 

from the perceptual capacities of the'organism" (Carney, et a l . ,  p. 969). 

This i s  precisely what i s  suggested by the numerous instances in which 

speakers of different languages perceive an acoustic continuum in different 

ways. (For a thorough review, see Strange & Jenkins, 1977). For example, 

while American English speakers perceive an [r ]  to [ l ]  continuum categorically, 

Japanese speakers do not (Miyawaki, Strange, Verbrugge, Liberman, Jenkins and 

Fujimura, 1975). For another example, not only do Spanish and American English 

speakers place their category boundaries at different points along the VOT 

continuum (Abramson and Lisker, 1973; Wil l iams, 1977), but also Spanish-English 

bilinguals can be induced to shift their boundaries by a shif t  in language 

set within a single test (Elman, Diehl and Buchwald, 1977). Not unrelated, 

perhaps, i s  the recent demonstration by Ganong (1978) that listeners have a 

bias for words over nonwords: offered a continuum of  which one end is  a word 

(e.g., bag) and the other not (e.g., Egg), they shift their normal boundary 

away from the word, thus increasing the number of words they hear. 

Presumably there are l imits to this sort of thing. With adequate syn- 

thesis, the range of uncertainty must be limited and we may st i l l  use synthetic 

continua to assess “the auditory tolerance o f  phonological categories" (Brady 

and Darwin, 1978, p. 1556) - -  precisely'the use for which they were first de- 

signed over twenty-five years ago. 

Feature or propertygdetectors 

The demonstration that listeners can be trained to hear a supposedly 

categorical continuum honcategorically undercuts the original evidence for 

acoustic feature, or property, detectors in speech perception, namely, cate- 

gorical perception i tsel f .  Moreover, i t  throws into doubt the interpretation 

of a substantial body of work on selective adaptation of speech sounds that 

has appeared in the past f ive years. 
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The series began with a paper by Eimas and Corbit (1973). They asked 

listeners to categorize members of a synthetic voice onset time (VOT) continuum 

(Lisker and Abramson, 1964) and demonstrated that the perceptual boundary be- 

tween voiced and voiceless categories along that continuum was shifted by re- 

peated exposure to (that i s ,  adaptation with) either of the endpoint stimuli: 

there was a decrease in  the frequency with which stimuli close to the original 

boundary were assigned to the adapted category and a consequent shif t  of the 

boundary toward the adapting stimulus. Since the effect could be obtained on 

a labial VOT continuum after adaptation with a syllable drawn from an alveolar 

VOT continuum, and vice'versa, adaptation was clearly neither of the syllable 

as a whole nor of the unanalyzed phoneme, but of a feature within the syllable. 

Eimas and Corbit therefore termed the adaptation "selective“ and attributed 

their results to the fatigue of specialized detectors and to the relative 

"sensitization“ of opponent detectors. Subsequent studies replicated the re- 

sults for VOT and extended them to other feature oppositions, such as place 

and manner of articulation. These studies have been reviewed by Cooper (1975), 

Ades (1976), and Eimas and Miller (1978). 

Unfortunately, there are many grounds for doubting the opponent detector 

model. First, as already remarked, i s  the demonstration that listeners can 

be trained to discriminate at least some speech continua within categories. 

Second, the model lacks behavioral or neurological motivation. For, while 

the facts of additive color mixture make an opponent detector account of after- 

effects entirely plausible, the facts of  laryngeal timing or spectral scatter 

at stop consonant onset certainly do not. Third, the hypothesis i s  rendered 

implausible by dozens of reports of contextual effects: adaptation of con- 

sonantal features i s  apparently specific to following vowel, to syllable posi- 

tion, to syllable structure (Hall and Blumstein, 1978) and even to fundamental 

frequency (Ades, 1977). As Simon and Studdert-Kennedy (1978) remark, "...the 

theoretical utility of selectively tuned feature detectors goes down as the 

number of contexts to which they must be tuned goes up." Moreover, the degree 

of adaptation varies quite generally with the acoustic distance between adaptor 

and test syllables, an effect typical of psychOphysical contrast studies. In 

fact, Simon and Studdert-Kennedy (1978), drawing on their own work and that 

of Sawusch (1977), marshal evidence to show that selective adaptation along 

speech continua reflects a combination of peripheral auditory fatigue and 

central auditory contrast. They do not deny that selective adaptation has 

possible fruitful use in isolating functional channels of analysis. But i f  

their aYQUment is correct, we now have no evidence at all for specialized de- 

tector mechanisms tuned to the acoustic correlates of abstract linguistic 
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features. 

Scaling studies and feature interactions 

This conclusion s i ts  nicely with the results of  many studies in which 

phoneme confusions or similarity judgments have been used to characterize the 

psychological representation of speech sounds. Although results vary widely 

with experimental method (van den Broecke, 1976), these studies typically find 

that vowels (e.g.,  Terbeek, 1977) and.consonants (e.g., Singh, Hoods and 
Becker, 1972) fall readily into low-confusion/high-similarity groups isomorphic 

with some standard phonological feature set. However, as Goldstein (1977) has 
pointed out, relations within these feature groups are usually not random. 

Rather, the psychological space i s  structured in such a way as to suggest a 

continuous auditory representation within feature groups. Presumably, since 

the continuous auditory representation derives from an acoustic structure 

shaped by articulation, we could describe an analogous articulatory space by 

scaling articulatory errors. I t  was Goldstein's (1977) insight to  hypothesize 

that the variance common to the auditory and articulatory spaces would then 

prove to be categorical. His study - -  too complicated for summary here -- 

largely supported that hypothesis. We may fairly conclude that our models of 

perception should allow for continuous auditory and articulatory representa- 

tions from which categories can only be derived by some abstract metric common 

to both. 

The idea that speech sounds (perhaps unsegmented syllables) may be in— 

ternally represented in a continuous auditory space (at  some point before 

classification) i s  compatible with the repeated finding of interaction between 

features during perceptual processing (e.g. ,  Sawusch and Pisoni, 1974; Miller, 

1977). There i s ,  in  fact, no good reason to refer to these auditory processes 

as “featural” at all (Parker, 1977). Repp (1977) and Oden and Massaro (1978), 

for example, have already proposed specific models of integration based on a 

continuous spatial representation. 

Steps toward an auditory-articulatory_space 

The view of speech perception that Seems to be emerging from the studies. 

we have reviewed i s  of an active, continuous process. We turn now to several 

studies of perceptual integration across the syllable which seem to call for 

just such an interpretation. 

Perhaps the most familiar example i s  provided by voicing cues for stops 

in initial position. The concept of voice onset time (VOT) originally of- 
fered an articulatory account of how a range of disparate and incommensurable 

acoustic cues (including, as i t  happens, the interval between release burst 

and the onset of voicing) comes to signal the voiced-voiceless distinction. 



70 REPORT: PERCEPTION 

In fact, as Abramson (1977) has recent1y reminded us, VOT i s  itse1f simp1y a 

special case of the laryngeal timing mechanisms by which voicing distinctions 

are, in general, implemented. 

To il lustrate the underlying articulatory rationale, consider the sugges- 

tion by Stevens and Klatt (1974) that the duration of the f irst formant voiced 

transition might be a more potent cue than VOT i tse l f .  The motivation for the 

proposal seems to have been to coordinate the voicing cue with Stevens' hy- 

pothesized cues to place of articulation (rapid spectral scatter),  and perhaps 

to avoid saddling the infant with a delicate timing mechanism. As i t  happens, 

Simon and Fourcin (1978) have shown that English speaking children do not 

learn to use the Fl cue until they are f ive years o ld,  while French-speaking 

children never use i t  at a l l .  In any event, careful analysis by Lisker (1975) 

and by Summerfield and Haggard (1977) has shown that the principal f irst for- 

mant cue i s  not transition duration, but frequency at onset: the higher the 

frequency, the less l ikely i s  a sound to be judged voiced. Listeners appar— 

ently take a high f i r s t  formant onset as a cue that the mouth was relat ively 

wide open (and release therefore well past) when voicing began. 

A less familiar set of cues to another distinction has recently been 

studied by Repp, Liberman, Eccardt and Pesetsky (1978). They recorded the 

utterance: "Did anybody see the gray ship?" Then, by varying the durations 

of fricative noise at the onset of ship and of the silent interval between 

gray_and ship, they explored the conditions under which the utterance was 

heard as ending with I'gray chip," "great ship" or "great chip." Among their 

results was the finding that whether or not a syllable final stop was heard 

(gray vs. great) depended not only on the duration of the silence, but also 

on the duration of the noise following the silence. Just such an equivalence 

between a spectral property and silence emerges from an analysis of the trad- 

ing relation between silence and formant transition in  the cues for the medial 

[p] of [splzt] (Liberman and Pisoni, 1977). How are we to rationalize such 

an equivalence? Repp, et al. (1978) point out that.neither a single feature 
detector nor a set of feature detectors, integrated by some higher level de- 

cision mechanism (as proposed by Massaro and Cohen, 1977), nor, i t  would seem. 

any purely auditory principle can explain why such phenomenologically diverse 

cues can be traded off and integrated into a unitary percept. 

.As a final example, consider a positively daedalian series o f  experiments 

by Bailey and Summerfield (1978). They explored the conditions under which a 

particular VOÎCÈÏÊSS Stop ([D], [t] or [k]) is perceived i f  a silence is in- 
troduced between [s]  and a following vowel. Whether a stop is heard at all 
depends, of course, on the duration of the silence, but the effect of that 
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duration itself depends on the onset frequency of F1, while the perceived 

place of articulation depends on the duration of the closure, on spectral 

properties at the offset of [ s ]  and on the relation between those properties 

and the following vowel ( c f .  Dorman, et a l . ,  1977). Bailey and Summerfield 

suggest that, " . . .g iven sufficiently precise stimulus control, perceptual sen- 

sit iv i ty could be demonstrated to every difference between two articulations" 

(p. 55) (cf .  Haggard, 1977). Again, the problem i s  to understand the princi- 
ples by which such heterogeneous collections o f  spectral and temporal cues 

are combined into a percept. What rationalizes their integration? 

The answer, expl ic i t ly  proposed by the authors of these several studies, 

is  that the cues are held together by their origin in the integral, articulatory 

gesture. We should be absolutely clear that this i s  £23 a form o f  motor 

theory. Rather, i t  i s  a description of what the perceptual system appears to 

do. The system follows the moment-to—moment acoustic f low, apprehending an 

auditory "motion picture", as i t  were, of the articulation, in  a manner totally 

analogous to that by which the visual system might fol low the optic flow to 

apprehend the articulation by reflected light rather than by radiated sound. 

(cf.  Fowler, submitted; Studdert-Kennedy, 1977). 

Readingilips and reading spectrograms . 
The argument i s  clari f ied, and developed, in  a recent study of l ip read- 

ing by Summerfield (unpublished Ms). Subjects were asked to write down a 

series of sentences spoken over an audio system, but simultaneously masked by 

the talker 's own voice reading another text. There were three conditions of 

interest to the present discussion: (1) audio alone; (2) audio with full 
video of the speaker's face; (3) audio with a video disp1ay of the speaker's 

l ips. Without any training, naive subjects scored 23%, 65% and 54% correct, re- 

spectively. In a second experiment, Summerfield analyzed errors made against 
deliberately conflicting video. He found, as did McGurk and McDonald (1976), 
that subjects frequently made judgments reflecting a compound between the 

auditory and visual information. Summerfield (as also Haggard, 1977) points 

out that such instantaneous interplay between modalities seems to require a 

common metric by which the two streams of information can be combined. (The 

problem, incidentally, i s  quite general and may apply to any sound-producing 

visual event.) 

I t  i s  instructive to compare the ease with which naive subjects used 

the visual display of  face or l ips  with the obvious difficulty experienced 

by even the most skil led spectrogram reader. Cole, Rudnicky, Reddy and 

Zue (1978) report a systematic study of subject VZ who has been studying 

acoustic phonetics for more than seven years and has logged some 2000-2500 



72 REPORT: PERCEPTION 

hours reading spectrograms --  perhaps as many hours as a child of two years 

has spent 1istening to speech. Despite the fact that VZ i s  free to use the 

ample context of vision (rather than the narrow window of audition) and that 

he reports conscious, acoustic—phonetic interpretation of visual context at 

least 18% of the time; despite the fact that he came to the spectrograms know- 

ing that their visual segments were not isomorphic with phonetic segments (a 

crucial piece of knowledge that cannot be derived from the spectrograms them- 

selves); despite the fact that, in the hours devoted to spectrograms, he could 

probably have learned to read several foreign languages with fair proficiency, 

VZ now transcribes spectrograms at a rate some 20 to 40 times real time (Cole, 

personal communication). 

One i s  not surprised. There are, after a l l ,  biological constraints on 

learning (see Hinde and Stevenson-Hinde, 1973): pigeons learn more readily 

to peck plast ic keys for grain and to jump to avoid shock than vice versa. 

The visual display of talking l ips and face i s  natural and i ts  code i s  known 

to every speaker o f  a natural language, as the code of a spectrographic dis— 

play i s  not. Watching i ts mother’s face and listening to her speak, the in- 

fant learns to perceive articulation directly, whether by light or by sound. 

Extracting information from the syl lable 

The primary unit of  perception i s  evidently the unsegmented syllable 

(the rhythmic unit of nursery rhymes), and there is  ample evidence for per- 

ceptual interaction between i ts components (see Studdert-Kennedy, 1976, for a 

review). For a recent example, Hasegawa and Daniloff (1976) synthesized two 

fricative continua, /s/ - / f / ‚  before two different vowels, l i/ and /u/‚ 
and found a significant shift in the phoneme boundary as a function of follow- 

ing vowel. Kunisaki and Fujisaki (1977) developed the finding by showing that 

contextual dependency in perception corrects for a mirror-image contextual 

dependency in production: just as the frequencies of fricative poles and 

zeros are lower before /u/ than before /a/ ,  so, in perception, the frequencies 

of the poles and zeros at the synthetic boundary between [5/ and / f /  are 
higher before /a/ than before lu/. These results mesh neatly with our earlier 
conclusion that consonantal onset i s  judged as part of a dynamic, temporal 

pattern. 

Just such a process has recently been shown to  play an important role 

also in vowel perception. Strange, Jenkins and Edman (1978) recorded tokens 

Of lbl-Vowe1-lb/ syllables with ten different medial vowels, spoken by several 
speakers. They edited out the steady-state syllable nuclei (50% to 65% of 

the entire syllable, depending on the vowel) and presented various fragments 

STUDDERT-KENNEDY 73 

of the syllables for identification. The results varied with both speaker 

and vowel, but overall, for three speakers of the same dialect as the l isten- 

ers, error rates on the original syllables, on the syllables without their 

centers (“silent centers") and on the isolated centers were 4%, 10% and 18% 

respectively. The error rates for either the initial or the final transitions 

alone were approximately 60%. Evidently, the dynamic sweep o f  the spectral 

information and i ts temporal distribution across the syllable was the principal 

source of listener information in identifying these vowels, even when that 

portion usually said to characterize a vowel (namely, i t s  steady state) was 

completely missing. 

Results such as these return us to  the segmentation issue. Clearly, 

there was l i t t le  basis for peripheral segmentation in  these syllables. In 

fact, one is tempted to suppose that listeners recognized syllables (Massaro, 

1975) or perhaps "diphones" (Klatt, in press a) rather than phonemes. Mer- 

melstein (1978) reports a subtle experiment that speaks to this issue. He 

varied the duration and f i rst formant frequency of the steady-state nucleus 

of synthetic syllables to yield [bed/, /bæd/, IbetI, /bæt/. Notice that 

exactly the same acoustic information (namely, duration of the steady-state 

nucleus) controls both vowel and final consonant decision. Accordingly, i f  

subjects are asked to determine duration boundaries for both consonant voicing 

and vowel quality as a function of F1 frequency, and i f  the boundaries prove 

to be correlated, then we can conclude that listeners made a single - -  presum- 

ably syllabic -- decision. However, i f  the boundary values prove independent, 

we can conclude that listeners recognized phonemes rather than syllables and 

that they made two phonetic decisions on the basis of a single piece of 

acoustic information. This was, in  fact, the outcome. I f  this is  the normal 

mode o f  speech perception, i t  would seem that, even i f  syl labic segmentation 

i s  peripheral (cf .  Myers, et a l . ,  1975), phonemic segmentation may be a cen- 

tral process consequent upon classification. Usually, this process i s  facili- 

tated by auditory contrast within the syllable (cf. Bondarko, 1969). 
Continuous speech 

We come, f inally, full circle to continuous speech with i t s  prosody, syn- 

tax and "real world" constraints. Here, the main question i s  whether the per— 

ceptual processes we have been discussing up to this point have any bearing 

at al l .  Is i t  possible, for example, that, given the contextual aids of pro- 

sody, syntax, semantics, the listener needs no more than the "auditory contour" 

of a word (Nooteboom et a1., 1976; cf.  Morton and Long, 1976) or perhaps a 

few "invariant features“ (Cole and Jakimik, in press) to gain access to his 

lexicon? 



-. 
v 

- 
I

.
 

.
:

 
- 

. 
„ - 

- 
r

l
?

-
 

.
.

 
'

n
 

‚
r

t
-

'
 

74 REPORT: PERCEPTION 

I have no Space for a full discussion of this issue (a beginning is made 

by Liberman and Studdert-Kennedy, 1977). But a good place to start is with a 

paper by Shockey and Reddy (1975) who studied speech recognition in the absence 

of phonological and al l  other higher order constraints. They recorded some 

f i fty short utterances, spoken by native speakers o f  eleven different languages 

and presented them to four trained phoneticians for transcription. The trans- 

criptions were then compared with a "target" description, determined from na- 

t ive speakers and spectral analysis. The average "correct" score for the four 

transcribers was 56% and their average agreement 50%. Comparable scores for 

transcription of a familiar language, without contextual or syntactic con- 

straints, would be roughly 90% -- the level reached by the three transcribers 

of Cole, et a l . ,  (1978) in  their spectrogram reading study, cited above, and, 

moreover, a level close to that of VZ himself when reading spectrograms. The 

difference of roughly 40% i s  evidently due to  the transcribers' knowledge of 

the phonology of the language being transcribed. 

The point of this example i s  that the main difference between listening 

to continuous speech in a familiar language and to isolated words in a fereign 

one may not be in the syntax, semantics or real world constraints so much as 

in the phonology. This i s  a simplification, since phonology and syntax are 

not independent. But i t  serves to emphasize that phonology makes linguistic 

communication possible by setting limits on how a speaker i s  permitted to ar- 

ticulate and what a listener can expect to hear (Liberman and Studdert-Kennedy. 
1977). The problem of  how the listener extracts and combines information fran 

the signal to arrive at a unitary percept i s ,  of course, exactly the same for 

continuous speech as for isolated words. 

The function of the other higher order constraints -- syntax, context. 
semantics - -  i s  facilitative. They serve to delimit the sampling space from 
which the l istener's percepts may be drawn. -This i s  well illustrated by sev- 
eral experiments of Cole and Jakimik ( in press), using the ingenious "listen- 
ing for mispronunciations" (LM) technique, devised by Cole (1973). SubjeCtS 
are asked to listen to'a recorded story into which mispronunciations have been 
systematically introduced. Their accuracy and speed of detection i s  then 
measured as a function of different variables. Mispronunciations prove to be 
more rapidly reported for high than for low transitional probability words 
(c f .  Morton and Long, 1976), for words appropriate to a theme than for words 

inappropriate, for words implied by previous statements than for words not im- 
plied, and so on. Presumably the more rapid reports reflect the varied ways 
in which thresholds for words are lowered by contextual factors. Of course. 
the fact that listeners recover the words at all means that they can do so 
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without a full phonetic analysis. But this should not, in my opinion, be taken 

to mean that they can do so without any phonetic analysis at a l l .  

By far the fullest and most careful account of the interactive processes 

of word recognition in  continuous speech i s  offered by Marslen-Wilson (1975, 

1978). His experimental procedure also involves mispronunciations, but the 

subjects' task i s  to shadow the text as rapidly as possible. Marslen-Wilson 

examines the effects of context on the frequency of fluent restorations. These 

restorations are often so fast that the shadower begins to say the correct 

word (e .g . ,  "company") before the second syllable of the mispronounced word 

(e.g., "compsiny“) has begun (cf. Kozhevnikov and Chistovich, 1965). Since 

such restorations only occur when the disrupted word i s  syntactically and 

semantically apt, i t  i s  evident that these higher order factors have facil i- 

tated recovery of the correct word. However, they cannot do so in the absence 

of all phonetic information. I t  i s  reassuring to read as the conclusion of a 

lengthy and subtle discussion of these matters: "...word-recognition in con- 

tinuous speech i s  fundamentally data-driven, in the specific sense that the 

original selection of word-candidates i s  based on the acoustic-phonetic prop— 

erties of the initial segment of the incoming word“ (Marslen-Wilson and Welsh, 

1978, p. 60). Perhaps a11 these years of studying CV syllables have not been 

wasted after a l l .  
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