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DRS Construction Algorithm

Let the following be a well-formed, reducible DRS condition:
Conditions of form a or a(x1, ..., xn), where a is a context-free parse tree.
DRS construction algorithm:
- Given atext 2 = (S, ..., Sn, and a DRS Ko (= (@, @), by default)
- Repeatfori=1, ..., n:
- Add parse tree P(S) to the conditions of Ki.1.

- Apply DRS construction rules to reducible conditions of Ki-1, until no
reduction steps are possible any more.

-+ The resulting DRS is Ki , the discourse representation of text (S+, ..., Sp.
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—Xample

- A farmer owns a donkey. He beats it.
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- A farmer owns a donkey. He beats it.
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- A farmer owns a donkey. He beats it.
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- A farmer owns a donkey. He beats it.
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- A farmer owns a donkey. He beats it.
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DRS Construction Example

- A farmer owns a donkey. He beats it.
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- A farmer owns a donkey. He beats it.

Xyzu

farmer(x) S

donkey(y) T
owns(X, V) Z VP

S = x V/\u
u=y |
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- A farmer owns a donkey. He beats it.

Xyzu

farmer(x)
donkey(y)
owns(x, V)
Z=X
u=y
beat(z, u)
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Construction Rules: Indefinite NPs

Triggering configuration:

+areducible condition a in DRS K, with [S [NP 3] [VP y]] or [VP [V y] [NP
B]] as a substructure

- [3is €0, where € is an indefinite article
Actions:

() Add a new DR x to Uk;

(i) Replace 3 in a by x;

(i) Add 8(x) to Ck.
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Construction Rules: Personal Pronouns

Triggering configuration:

- a global DRS K*, and some K < K*, such that a is a reducible condition in
DRS K, with [S [NP B] [VP y]] or [VP [V y] [NP B]] as a substructure

- [Bis a personal pronoun
Actions:

() Add a new DR x to Uk;
(i) Replace B in a by x;

(i) Select an appropriate DR y that is accessible from a in K* and add x =y to
Ck
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A constraint on DRS construction

Problem: The basic DRS construction algorithm can derive DRSs
for both of the following sentences, with the indicated anaphoric
binding:

(1) [A professor]i recommends a book that she; likes

(2) Shei recommends a book that [a professor]; likes

Solution: If two different triggering configurations occur in a
reducible condition, then first apply the construction rule to the
highest triggering configuration.

- The highest triggering configuration is the one whose top node
dominates the top nodes of all other triggering configurations.
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From text to D

RS

Text

Syntactic Analysis

DRS Construction

2 ={ 31, So, Sn )

| | |

P(S1) P(So) - P(Sn)
} | }
Ki — Ko — ... —» K

|

Interpretation by
model embedding:
Truth-conditions of 2
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DRS Interpretation

Given a DRS K = (Uk, Ck), with Uk € Up

Let M = (Um, V> be a FOL model structure appropriate for K, i.e. a

model structure that provides interpretations for all predicates and
relations occurring in K

DRS K is true in model M iff

there is an embedding function for K in M which verities all
conditions in K

... where: an embedding of K into M is a (partial) function f from Up
to Uwm such that Uk € Dom(f).
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Veritying embedding

An embedding f of Kin M verifies K in M (f =m K) iff f verifies every
condition a € Ck

c fEMRX, LX) I FX), .., ) € VR)

- fEuXx=Yy iff  f(x) = f(y)

- fEvx=a iff  f(x) = Vv(a)

- T Em Ky iff there is no g 2ux, f such that g =m K+
- TEM K = Ko iff forallg QUK; :ujc-zhatﬁm -

there isa h 2uy, g such that hiEm Ko |

e ——— - _ = = T

{

- FEMKY v Ko iff thereis a g1 2uk4 f such that g1 =wv K
or there is a g2 2uk, f such that gz Em Ko



Veritying embedding: example

Mary knows a professor. If he owns a book, he gives it to a student.

S u
s = Mary professor(u) know(s, u)
Xy ZV W
X=uU gives(z,v,w)
book (y) = | z=x
owns (X, Yy) v=y
student(w)

...Is true in M = <Uwu,Vw iff there is an f :: Up = U, (with {s,u} € Dom(f)) such that:
f(s) = Vm(Mary) & f(u) € Vu(prof’) & <f(s), f(u)> € Vm(know),

and for all g 2y f s.t. g(x) = g(u) (=Ff(u)) & g(y) € Vm(book) & <g(x), g(y)> € Vm(own),
thereisa h 24, v, w) g S.1. (h(2), h(v), h(w)) € Vm(give) & h(z) = h(x) (=g(X)) & ... etc.



Translation of DRSs to FOL

Consider DRS K = {{xi, ..., X}, {C1, ..., Ck}

X1 Xn

C1

Cn

K is truth-conditionally equivalent to the following FOL formula:

3X1 ... IXn[C1 A ... A CK]
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DRT Is non-compositional

DRT Is non-compositional on truth conditions: The difference in
discourse-semantic status of the text pairs is not predictable
through the (identical) truth conditions of its component
sentences.

- Since structural information which cannot be reduced to truth
conditions is required to compute the semantic value of texts,
DRT is called a representational theory of meaning.

However...

20



Wait a minute ...

- Why can’t we just combine type theoretic semantics and DRT?
- Use A-abstraction and reduction as we did before, but:

- Assume that the target representations which we want to arrive
at are not First-Order Logic formulas, but DRSs.

- The result is called A-DRT.
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A-DRSS

An expression In A-DRT consists of a lambda prefix and a partially
instantiated DRS.

- every student :: g, D), ) »  AG.

Z

= G(X)
student(z)

Alternative notation: A\G[@ | [z | student(z) | = G(2) ]

* Works 1 <e, t) » A [ @ | work(x) ]



A-DRT: B-reduction

Every student works

> AG[ @ | [z | student(z) ] = G(z) ]Ax [ @ | work(x) ])
=B @ |[z]|student(z) ] = A\ [ @ | work(X) ])(2) ]

=P [ @ |[z|student(z) ] = [ @ | work(z) ]]
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(Nalve) Merge

The “merge” operation on DRSs combines two DRSs (conditions
and universes).

- LetKi=[U1|Ci]land Ko =[ U2 | C2].

Merge: Ki+Ko=[UiulU2|CiuCs]
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Merge: An example

+astudent » AG ([ z | student(z) | + G(2))

* Works — A [ @ | work(X) ]

A student works

—~ AG ([ z | student(z) ] + G(2)) \x[ @ | work(X)])

=B [ z | student(z) | + Ax[ @ | work(X)](2)
=B [z | student(z) ] + [ @ | work(z)]

=B [ z | student(z), work(z)]
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Compositional analysis

Mary ~ NG ([z]|z=Mary]+ G(2)

she ~ ANG.G(2)

Mary works. She is successful.
- MKAK(K + K')([ z | z = Mary, work(2)])([ |successful(z)])

=P NK'([ z | z = Mary, work(z)] + K’)([ |[successful(z)])
=P [z | z = Mary, work(z)] + ([ |successful(z)])

=P [z | z = Mary, work(z), successful(z)]
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Merge again

The “merge” operation on DRSs combines two DRSs (conditions
and universes).

- LetKi=[U1|Ci]land Ko =[ U2 | C2].

Merge: Ki+Ko=[UiuU2|CiuCo]

under the assumption that no discourse referent
u € Uz occurs free in a condition y € Ci.
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Variable capturing

INn A-DRT, discourse referents are captured via the interaction of
3-reduction and DRS-binding:

- NK’([z | student(z), work(z)] + K')([ | successful(z)])

=B [z | student(z), work(z)] + [ | successful(z)]

=B [z | student(z), work(z), successful(z)]

But the B-reduced DRS must still be equivalent to the original DRS!

S0, the potential for capturing discourse referents must be
captured into the interpretation of a A-DRS. Possible, but tricky.
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