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Vector-based models
standard approach

distribution similarity with latent senses

Latent Semantic Analysis
observation data explained by hidden structure: Hoffman[1989]

latent semantic classes

Parametrizations
PLSA

NMF

LDA

Evaluations and conclusions

Outline
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Distributional models of meaning = vector-based 
models

Firth (1957): “You shall know a word by a company it keeps!”

Term-content matrix:

word meaning is defined by a vector of context 
words

Vector-based models: standard
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aardvark computer data pinch result sugar

apricot 0 0 0 1 0 1

pineapple 0 0 0 1 0 1

digital 0 2 1 0 1 0

information 0 1 6 0 4 0
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Cosine for computing similarity

cos (v, w)
| |

Vector based models melt all meanings of a word into one vector:
big: “My bigger sister…”

(a) size

(b) age

Classic vector-based models
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Latent class model:

explains the structure of the observation data

Data: 

co-occurrence matrix of target words and context features

Latent Semantic Analysis
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Hoffman [1989]:

finite set of aspects =
each observation is assigned a class 

Observation data:

P =

x and y are independent:

P =

MLE: choose a structure that maximizes P(x,y)

Latent Semantic Analysis
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Assume :

= ]

Substituting this

P =

the same but with linguistic observation data:

P =

MLE: choose a structure that maximizes P(x,y)

Meaning of a word as a distribution over the latent senses

) = ( , … , ))

Representation for a target word with a context feature 

) = , … ,

Representation over latent senses
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? ?

Models for latent meaning induction
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Different probabilistic models for induction of latent senses: 

Probabilistic Principal Components Analysis: Tipping and 
Bishop [1999]

Probabilistic latent semantic analysis: Hofmann [2001]

Non-negative Matrix Factorization: Lee and Seug [2000]

Latent Dirichlet Allocation: Blei [2003]

Models for latent meaning induction
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Model:

– observation data

= - set of document labels 

W = - set of words

or:

d = - document as words in it

PLSA
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It is assumed that data is generated by the random sampling process:

Select a document with a probability P(d)

For each word position dn in a document d:

1. Generate a latent topic z with probability P( )

2. Generate a word w with a probability P( | )

Two assumptions here:

1. the pairs (d,w) are generated independently

2. Words and document are conditionally independent given a latent 
topic

P(w|z, d) = )

PLSA
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Under the independence assumption of (d,w)

the goal: reveal the underlying structure that maximizes P(S)

Under the independence assumption of P(w|z, d) = )

asymmetric (defined already)

symmetric

PLSA
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Non-negative Matrix Factorization (Lee & Seung [2000])
Main idea: find non-negative matrices W and H

Where:

Cost Function

find W and H which minimize the whole equation

constraint: 0

Non-Negative Matrix Factorization
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Symmetric parametrization: P d, w = )

1. Create diagonal matrix B where =

2. Create diagonal matrix A where =

3. = ( )( )( )

Non-Negative Matrix Factorization
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Asymmetric parametrization P d, w = )

1. Create diagonal matrix B where =

2. Create diagonal matrix A where = )

3. = ( )( )( )

Non-Negative Matrix Factorization
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Asymmetric parametrization: inducing latent meaning

Representation for a target word with a context feature 

) = , … ,

can be obtained as:

By assumption that are independent: )

Non-Negative Matrix Factorization

16



Seite

LDA: obtain data from a generative probabilistic process.
– for documents: hidden topic

– for words: hidden meaning

– put new data into the process: how does the document fits into the model.

Intuition: documents contain information about multiple topics.

Latent senses: LDA
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The Dirichlet distribution is a K-dimensional distribution K 2

with parameters = > 0

with density function 

where is a normalizing constant

parameters control mean and variance of X

Latent senses: Dirichlet distribution
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Latent Senses: Dirichlet Distribution
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Latent Senses: Dirichlet Distribution
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Assume: there are number of topics that exist outside of text data.

each topic is a distribution over vocabulary:

each document is a mixture of topics

each word is taken from one of the topics

Latent senses: LDA
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Latent senses: LDA
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Generative model for each document:

generate distribution over topics )

for each word dn in document d :

a. generate latent topic with probability P )
b. generate distribution over words )

c. generate word with probability P( )

The joint probability of document collection:

Computing meaning representation:

Latent senses: LDA
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Experiments:

1. word-similarity task

2. lexical substitution task

Measure similarity by 

scalar product:

=< =

cosine:

cos
|| ||

inverse Jensen-Shannon divergence:

) m = )

log( )
)

Experiments and Evaluation
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Task: judging similarity of two words out of context.

Evaluation: Spearman’s between similarity values from the modes and 
mean rating done by human participants. SVS as baseline

NMF: k =1000

LDA: k = 1200 

NMF & LDA performs significantly better

< 0.01) than LSA and SVS

Experiments and Evaluations
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Task: contextualized lexical substitutions.

Evaluation: Kendall’s rank correlation. SVS as baseline.

All models performs significantly better

< 0.01) than SVS

Experiments and Evaluations
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Evaluation:

Results of lexical substitutions for different parts of speech:

Experiments and Evaluations
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Paper proposes a solution to unsupervised context-sensitive word 
disambiguation.

Main idea: represent words out or in context as a probability 
distribution over set of induced latent senses.

Proposed methods include usage of NMF and LDA method for 
latent senses induction

Summing up
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