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Session Exercise next Wednesday
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alexander.volokh@dfki.de

Please send Alexander an email so that 
he can reply with the data used for 
solving the exercise.
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Motivation

• Text-based applications need robust semantic inference engines

• Example: Open domain question answering

Q: Who is John Lennon’s widow? 

A: Yoko Ono unveiled a bronze statue of her late husband,
 John Lennon, to complete the official renaming of   
 England’s Liverpool Airport as Liverpool John Lennon 
 Airport.
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Variability of Semantic Expression
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Variability of Semantic Expression

Dow ends up

Dow climbs 255

The Dow Jones Industrial Average closed up 255

Stock market hits a 
record high

Dow gains 255 points
All major stock markets surged
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Text-based Applications

• Question answering: 
„Who acquired Overture?“ vs. „Yahoos‘ buyout of Overture was approved ...“

• Unsupervised relation extraction:
Clustering of extracted semantically similar relations, e.g., all instances of the 
business acquisition relation found in a set of online newspapers

• Web query understanding:
„johny depp movies 2010“ vs. „what are the movies of 2010 in which johny 
depp stars ?“

7
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Text-based Applications

• E-learning:
Automatically score students‘ free-text answers to open questions relative to 
the „expected answers“.

• Text summarization:
Identify redundant information from multiple documents.

• Machine Reading:
Text extraction and automatic linkage to knowledge bases.
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Text-based Applications

• Common challenges

• textual variability of semantic expressions

• un-precise language usage of semantic relationships

• noisy language use and text data

• Still dominating approach: Individual solutions

• task specific solutions, e.g, answer extraction, empirical co-occurrence, narrow 
„procedural“ lexical semantics

• no generic approach (no „parsing“ equivalence)
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Scientific Perspective

• The usage of discrete NLP components alone are not sufficient, e.g., POS tagging, 
dependency parsing, word sense disambiguation, reference resolution.

• Because: text understanding applications need to be able to

• determine whether two strings „mean the same“ in a certain context independently of 
their surface realizations.

• determine whether one string semantically entails another string.

• reformulate strings in a meaning preserving manner.

• Hence: empirical models of semantic overlap are needed

• a common framework for applied semantics which renders possible scalable, robust, 
efficient semantic inference.
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Applied Textual Entailment:
Relations between texts wrt. semantic entailment

Question: “Where was John Wayne Born ?“ 

Answer: Iowa

Text (t): The birthplace of John Wayne is in Iowa 

Hypothesis (h): John Wayne was born in Iowa

inference
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Generic Entailment as a Task

Text (t): The birthplace of John Wayne is in Iowa 

Hypothesis (h): John Wayne was born in Iowa

inference

Given text t, is it possible to infer that h 
(quite likely) is true ?
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Classical Entailment

 Chierchia & McConnell-Ginet (2001):
A text t entails a hypothesis h, if h is true in all circumstances (possible 
worlds) where t is true.

 Very strict - does not consider uncertainties which are common in real-
world applications.
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“Nearly exact” Entailment

t: The technological triumph known as GPS … was incubated 
in the mind of Ivan Getting.

h: Ivan Getting invented the GPS.

t: According to the Encyclopedia Britannica, Indonesia is the 
largest archipelagic nation in the world, consisting of 13,670 
islands.

h: 13,670 islands make up Indonesia.
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Textual Entailment ≈ 
Human Reading Comprehension 

 From a school book (Sela and Greenberg):

• Reference test: “…The Bermuda Triangle lies in the Atlantic Ocean, off 
the coast of Florida. …”

• Hypotheses (True/False?): The Bermuda Triangle is near the United 
States

???
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Machine Reading
By Canadian Broadcasting Corporation 

T:  The school has turned its one-time metal shop –  lost to 
budget cuts almost two years ago - into a money-making 
professional fitness club.

Q: When did the metal shop close? 
A: Almost two years ago
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Machine Reading
By Canadian Broadcasting Corporation 

T:  The school has turned its one-time metal shop –  lost to 
budget cuts almost two years ago - into a money-making 
professional fitness club.

Q: When did the metal shop close? 
A: Almost two years ago

Two possible approaches:
a) System answers questions, which come from outside (QA)
b) System generate its own question, which are answered from 

outside (E-Learning)
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Recognizing Textual Entailment (RTE) Challenge – 
A Scientific Competition

 Since 2005 until today - 
RTE-1 to RTE-7

 Main motivation: Bring 
together scientists from 
all over the world, in 
order to commonly push 
forward the scientific 
field of „applied 
semantics“ („open 
collaboration“).
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Differences between RTE-1-5 and RTE-6-7

18
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Data format for RTE-1-5

<pair id="1" entailment="YES" task="IE" length="short" >
<t>The sale was made to pay Yukos' US$ 27.5 billion tax bill, Yuganskneftegaz was originally 
sold for US$ 9.4 billion to a little known company Baikalfinansgroup which was later bought 
by the Russian state-owned oil company Rosneft .</t>
<h>Baikalfinansgroup was sold to Rosneft.</h> </pair>

<pair id="2" entailment="NO" task="IE" length="short" >
<t>The sale was made to pay Yukos' US$ 27.5 billion tax bill, Yuganskneftegaz was originally 
sold for US$9.4 billion to a little known company Baikalfinansgroup which was later bought by 
the Russian state-owned oil company Rosneft .</t>
<h>Yuganskneftegaz cost US$ 27.5 billion.</h> </pair>

<pair id="3" entailment="NO" task="IE" length="long" >
<t>Loraine besides participating in Broadway's Dreamgirls, also participated in the Off-
Broadway production of "Does A Tiger Have A Necktie". In 1999, Loraine went to London, United 
Kingdom. There she participated in the production of "RENT" where she was cast as "Mimi" the 
understudy.</t>
<h>"Does A Tiger Have A Necktie" was produced in London.</h> </pair>

<pair id="4" entailment="YES" task="IE" length="long" >
<t>"The Extra Girl" (1923) is a story of a small-town girl, Sue Graham (played by Mabel 
Normand) who comes to Hollywood to be in the pictures. This Mabel Normand vehicle, produced 
by Mack Sennett, followed earlier films about the film industry and also paved the way for 
later films about Hollywood, such as King Vidor's "Show People" (1928).</t>
<h>"The Extra Girl" was produced by Sennett.</h> </pair>
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RTE-6 Example
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RTE-6 Example
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Another Example in XML Style

22

Dienstag, 20. Dezember 2011



Another Example in XML Style
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Current Approaches and Methods

 Conventional methods
 Assumption of independencies between 

words (Bag of Words) (Corley and Mihalcea, 2005)

 Measuring the distances between syntactic 
trees (Kouylekov and Magnini, 2006)
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 Logical based rules
 Logic rules (Bos and Markert, 2005)
 Sequences of allowed transformations (de Salvo Braz et 

al., 2005)
 Models of Knowledge Representation which is based on 

logical prove systems (Tatu et al., 2006)

Current Approaches and Methods
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 Machine Learning based approaches
 Automatic determination of additional training 

material (Hickl et al., 2006) (1st in RTE-2)

 Machine Learning methods based on tree 
kernels (Zanzotto and Moschitti, 2006) (3rd in RTE-2)

Current Approaches and Methods
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Matching vs. Transformations

Next 7 slides from Stern et al. (2011), „ BIUTEE - Knowledge and Tree-Edits in Learnable Entailment Proofs“, RTE-7 workshop 
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Matching vs. Transformations
• Matching

• Sequence of transformations (A proof)

–Tree-Edits
• Complete proofs
• Estimate confidence

–Knowledge based Entailment Rules
• Linguistically motivated
• Formalize many types of knowledge

T = T0 → T1 → T2 → ... → Tn = H

Next 7 slides from Stern et al. (2011), „ BIUTEE - Knowledge and Tree-Edits in Learnable Entailment Proofs“, RTE-7 workshop 
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Transformation based RTE - Example

Text: The boy was located by the police.
Hypothesis: Eventually, the police found the child.
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Entailment Rules

boy child

Generic 
Syntactic

Lexical 
Syntactic

Lexical

Bar-Haim et al.  2007. Semantic inference at the lexical-syntactic level. 
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Proof over Parse Trees - Example

Text: The boy was located by the police.
Passive to active

The police located the boy.
X locate Y  X find Y

The police found the boy.
Boy  child

The police found the child.
Insertion on the fly

Hypothesis: Eventually, the police found the child.
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Results RTE7
ID Knowledge Resources Precision 

%
Recall % F1 %

BIU1 WordNet, Directional Similarity 38.97 47.40 42.77

BIU2 WordNet, Directional Similarity, 
Wikipedia

41.81 44.11 42.93

BIU3 WordNet, Directional Similarity, 
Wikipedia, FrameNet, Geographical 
database

39.26 45.95 42.34
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Results RTE7
ID Knowledge Resources Precision 

%
Recall % F1 %

BIU1 WordNet, Directional Similarity 38.97 47.40 42.77

BIU2 WordNet, Directional Similarity, 
Wikipedia

41.81 44.11 42.93

BIU3 WordNet, Directional Similarity, 
Wikipedia, FrameNet, Geographical 
database

39.26 45.95 42.34

BIUTEE 2011 on RTE 6 (F1 %)BIUTEE 2011 on RTE 6 (F1 %)
Base line (Use IR top-5 relevance) 34.63
Median (September 2010) 36.14
Best (September 2010) 48.01
Our system 49.54
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DFKI - How far can we go with syntax only ? cf. 
Wang & Neumann, AAAI, 2007.

• Goal: Achieve a possible maximal syntactic baseline

• Method: 

• Compare similarity of dependency trees of H and T

• Tree compression: only consider relevant parts of the 
dependency trees

• avoid noise generated by the parsers

• can be used to construct compressed syntactic path 
information

• Feature extraction on basis of partial sequences

• Consider all possible sequences of  path differences

• Linear SMV for learning classification (binary 
threshold)
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Performance of the Puristic Syntax Approach using 
RTE-3 results

34
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RTE-3-5 DFKI Voting-based Approach

• Specialized RTE-engines which are integrated via a voting mechanism, cf. 
Wang & Neumann, AAAI, 2007; PhD Rui Wang, 2011

(Accuracy)

35
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RTE-6: DFKI Machine Learning based Approach

• A single machine learning engine (a linear SVM) is fed with features extracted 
from many different sources and learns to select the best, cf. (Volokh, 
Neumann and Sacaleanu, 2011)

syntactic-level:
MDParser

Named Entities
word-level:

word forms, POS, 
WordNet

Machine Learning Engine Model

Learns

Applies

entails(T,H)

Yes/No 36
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RTE-7: DFKI LITE - Linear Machine Learning for 
Textual Entailment

• A single machine learning engine (a linear SVM) is fed with features extracted 
from many different sources and learns to select the best (Volokh & Neumann, 
2011)

syntactic-level:
MDParser

NGRAM+MeteorScore
Named Entities

Meteor:
exact, stem, 

synonym

Machine Learning Engine Model

Learns

Applies

entails(T,H)

Yes/No 37
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Summary

• Text inference is a hot topic

• New EU project Excitement will further boost text inference for real-world 
research and applications:

• We will provide a open-source platform for RTE

• Web-scale RTE required

• New applications have to be considered ? -> what is the the RTE killer app?

38
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