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Some of the lecture material 1s covered in
other lectures.

Goal: understand all the details such that
you have running implementation in the
end.
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How Speech Recognition works

Speech input

|
_ e pacin|

Stream of feature
vectors A

Recognised Word ﬁ‘/
Sequence
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Guess the next word

o+ sine ip

What‘s in your hometown newspaper 7?7
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Guess the next word

o+ sine ip

What‘s in your hometown newspaper today
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Guess the next word

-

It‘s raining cats and ?7?
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Guess the next word

-

It‘s raining cats and dogs
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Guess the next word

President Bill ?9?
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Guess the next word

-4

President Bill Gates
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Information Retrieval

L. anguage model introduced to information
retrieval in 1998 by Ponte&Croft
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Measuring the Quality of
Language Models
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Definition Perplexity

PP = P(w,..w,)"""

= exp [-%Z}}N(w, h)log ©(w| h)j

P(wlh): language model
N(w,h): frequency of sequence w,h 1n some test corpus
N: size of test corpus
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Calculate perplexity of uniform distribution
(white board)
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Perplexity and Word Error Rate

il
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HER.

Perplexity and error rate are correlate within error bars

OCbm  UNIVERSITAT
||jmlﬂ| DES
U SAARLANDES

FLST: Statistical Language Models



Estimating the Parameters of a
Language Model
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*Minimize perplexity on training data

PP=exp( SN ra,n<w,h>log<><w|h>j

Tram w,h
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Define Likelihood

L=-log (PP)

] -~
L= - > Npoin(W, ) log @(w | h)
T

rain W,h

Minimizing perplexit o
& PeIp Y How to take normalizatio
— ) )
. . constraint into account?
maximizing likelihood
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Calculating the maximum likelihood estimate
(white board)
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Maximum Likelihood Estimate

P(W| h) — Tmm.(‘/(vh;l)

@at s the pmblem)
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Absolute Discounting

See white board
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Backing-Off Language Model

(

N(w,h)—d
P(w|h)=: N(h)
L a(h) P (w|h)

+a(h)P (w|h) fir Nw,h)>0

Backing-off weight ou(h)

Backing-off distribution P(wh”*) (normalized! Recursive:
again backing off structure with shortened history h*)

Discouting parameter d
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Influence of Discounting Parameter
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Linear Smoothing

N rain(w— |44 )

P(w, |w_) =4 ;7 —
Tmin(W—l)

_|_ﬂ¢2 NTrain(WO)

N

Train

1
(l_ﬂ'l _ﬂz)v

V: size of vocabulary
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Marginal Backing Offf

Kneser Ney Smoothing

Dedicated backing-off distributions
Usually about 10% to 20% reduction in perplexity
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Class Language Models

Automatically group words into classes
Map all words in the language model to classes

Dramatic reduction in number of parameters to
estimate

Usually used in linear with word language model
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How to build a state-of-the art plain vanilla language
model:
Trigram
Absolute discounting
Marginal backing-off (Kneser-Ney smoothing)
Linear interpolation with class model
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