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FLST: Organization

Cognitive Foundations Tutorial 1

!Look at the syntactic alternatives locally and globally 
ambiguous sentences 
! Identify at which word ambiguity arises / at which word 

disambiguation occurs? 
!How do you think people resolve the local ambiguity (what’s 

your preference)? 
!At the point of ambiguity, which structure does Frazier’s theory 

predict will be constructed? 
!Tell what additional kinds of information would influence 

processing in an interactive model like McRae’s. 
!How to design an experiment to test whether Frazier or 

McRae is right?
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!NP/VP Attachment Ambiguity: 
! “The cop [saw [the burglar] [with the binoculars]]” 
! “The cop saw [the burglar [with the gun]]” 

!NP/S Complement Attachment Ambiguity: 
! “The athlete [realised [his goals]] last week” 
! “The athlete realised [[his goals] were unattainable]” 

!Clause-boundary Ambiguity: 
! “Since Jay always [jogs [a mile]] [the race doesn’t seem very long]” 
! “Since Jay always jogs [[a mile] doesn’t seem very long]” 

!Reduced Relative-Main Clause Ambiguity: 
! “[The woman [delivered the junkmail on Thursdays]]” 
! “[[The woman [delivered the junkmail]] threw it away]” 

!Relative/Complement Clause Ambiguity: 
! “The doctor [told [the woman] [that he was in love with her]]” 
! “The doctor [told [the woman [that he was in love with]] [to leave]]”
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Well-known local ambiguities
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“The crook/cop arrested by the detective was guilty of taking bribes” 

Verb tense/voice constraint: verb bias towards past or past participle 
Relative log frequency is estimated from corpora:   RR=.67 MC=.33 

Main clause bias:  general bias for structure for “NP verb+ed …” 
Corpus: P(RR|NP + verb-ed) = .08, P(MC|NP + verb-ed) = .92 

by-Constraint: extent to which ‘by’ supports the passive construction 
Estimated for the 40 verbs from WSJ/Brown:  RR= .8 MC= .2 

Thematic fit: the plausibility of crook/cop as an agent or patient 
Estimated using a rating study 

by-Agent thematic fit: good Agent is further support for the RR vs. MC 
 Same method as (4).

Constraint Parameters

Matthew W. Crocker

The complete model
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Constraint Based (CB) Model 
MC bias: .5094 x .75   

Thematic Fit: .3684 x .75 
Verb tense: .1222 x .75 

by-bias: .25   

The crook arrested by the detective was guilty of taking bribes 

1. Combines constraints as they  
become available in the input 

2. Input determines the probabilistic  
activation of each constraint 

3. Constraints are weighted according  
to their strength 

4. Alternative interpretations compete  
to a criterion 

5. Cycles of competition mapped to  
reading times
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On-line study

Two-word, 
self-paced presentation:  
(similar to completion studies) 

The crook / arrested by / the detective / was guilty / of taking bribes 

The cop / arrested by / the detective / was guilty / of taking bribes 

The crook / that was / arrested by / the detective / was guilty / of taking bribes 

The cop / that was / arrested by / the detective / was guilty / of taking bribes
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!Sc,a is the raw activation of the node for the cth constraint, supporting 
the ath interpretation, 

!wc is the weight of the cth constraint 
! Ia is the activation of the ath  

interpretation 
!3-step normalized recurrence 

mechanism: 
!Normalize: 

! Integrate: 

!Feedback:

Sc,a(norm) =
Sc,a
Sc,a

a
∑

Ia = wc ⋅ Sc,a (norm)[ ]
c
∑

Sc,a = Sc,a (norm) + Ia ⋅wc ⋅ Sc,a(norm) wi
i
∑ =1

The recurrence mechanism
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Example of Recurrence


