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Foreword�from�the�Organizers�

Welcome to the Forth annual Young Researchers’ Roundtable on Spoken Dialogue Systems.  
The workshop carries on from previous workshops, held at were held in Antwerp 
(Interspeech 2007), Pittsburgh (Interspeech 2006) and Lisbon (Interspeech 2005). 

The purpose of the Young researchers’ Roundtable is to promote networking and discussion 
in the field of dialogue systems amongst student and young researchers in both academia and 
industry.  It is our hope today that our program will both facilitate and encourage this, and 
our time together will be worthwhile, productive, and fun!  We are pleased that our number 
of participants has increased on last year to 33 participants, reflecting the growing interest in 
the field of dialogue research from both parties. 

Given the high standards regarding the program of previous roundtables, it was a difficult 
task for the organizers to further improve this year’s schedule; however, we are confident that 
this will be achieved with the inclusion of some new events to the roundtable.  Our drinks 
reception on Friday night will provide an opportunity for all involved to get to know one 
another before the roundtable begins.  Next we are pleased to see the inclusion of 3 industrial 
presentations, given by student researchers in industry from VoiceObjects, AT&T and 
Nuance.  Continuing on from the success of last years’ academic panel, we have this year 
once again decided to hold a panel of senior researchers, this time from both academia and 
industry.  We are pleased to announce our panel of Alex Rudnicky, David Schlangen and 
Tim Paek.  Lastly, we are excited also about the first half day event to follow the main 
roundtable day, with a special session on evaluating spoken dialogue systems.  It is our hope 
that these additional elements will further the past success of the Young Researchers’ 
Roundtable, and make it even more enjoyable for our participants. 

This year’s roundtable was supported by VoiceObjects, Nuance, Microsoft Research, Google, 
AT&T Labs-Research, SpeechStorm and IBM Research. We thank these sponsors for giving 
us the opportunity to make the workshop possible for our participants at a low fee and 
providing coffee breaks, lunch, and dinner.  We also received endorsements from ISCA, ACL 
2008, and SIGdial. Thanks to these institutions for promoting the event. Special thanks to the 
Ohio state University for enabling us to use the university’s rooms. Further thanks to the 
members of our advisory committee for providing assistance and helping to promote the 
event.  Finally we would like to thank this year's participants, who provided interesting 
position papers and thoughtful questions for discussion.  

Wishing you all an interesting day in Columbus and a successful roundtable, 
The organizing committee of YRRSDS 2008 
Hua Ai 
Carlos Gómez Gallo  
Robert J. Ross 
Tim Weale 
Sabrina Wilske 
Andi Winterboer 
Craig Wootton
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Workshop�Program�

Friday 
Drinks Reception 

Saturday, June 21st

8:30  Registration / breakfast  
9:00  Introductions  

9:45  Discussion session I  
  Dialog Strategy Learning and dialog design 

Next killer-apps 
Multimodal Systems 

11:30  Summaries and discussion  

11:45  Industry/Company talks:   
Tobias Göbel (VoiceObjects) 
Jason Williams (AT&T) 
Simona Gandrabur (Nuance) 

12:45  Lunch + set up demos/posters  

13:45  Discussion session II  
  Empirical Approach -- Training from Dialog Corpora 

Realistic conversation -- How to make SDS human-like? 
Dialog System development. 

15:30 Summaries and discussion  

15:45  Introduction of Industry and Academic Panellists  
Alex Rudnicky (CMU) 
David Schlangen (University of Potsdam) 
Tim Paek (Microsoft) 

16:00 Afternoon coffee with poster and demo presentation session 

16:45  Industry/Academic Panel Session  

18:30  Dinner 

Sunday, June 22nd

9:30 Breakfast 

9: 00    Special session: Frameworks and Grand Challenges for Dialog System Evaluation
11:30  Discussion 

12:30  Lunch �
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Industry�Speakers�

Tobias�Göbel�

Employer: VoiceObjects 

Presentation Abstract: In addition to text (SMS) and voice, current mobile devices have built-
in capabilities for the display of videos as well as Web pages that allow for new kinds of 
interactive man-machine applications.  The talk describes a framework for building, 
deploying, and analyzing phone applications that can run in the voice, video, text, and Web 
channel. It shows that these channels have enough similarities so that applications can be 
generated by the same dialog definition. 

Tobias Göbel studied computational linguistics, phonetics, and computer science at the 
universities of Bonn (Germany) and Edinburgh (UK).   After graduating in 2003 he has held 
different positions at VoiceObjects, the Phone Application Server company, and worked as a 
contract teacher at the University of Bonn.   As Partner Consultant at VoiceObjects he was 
involved in VUI design and implementation of various large voice portals.   As a Program 
Manager, he held responsibilities for the development of the VoiceObjects product family, 
mainly for the VoiceXML-based runtime server.  Today he is acting as Senior Presales 
Consultant for the company. 

Jason�Williams�

Employer: AT&T 

Presentation Abstract: In this brief talk, I'll describe my experience of finishing a PhD and  
finding a research job 2-3 years ago.  I'll share some thoughts about what seemed important 
then, and what seems important now.  I'll also talk a bit about AT&T's research lab, including 
areas of research, culture, opportunities for internships and staff positions, and the  
application process.  Time permitting, I'll also briefly describe my work at AT&T. 

Jason D. Williams is a Principal Member of Technical Staff at AT&T Labs - Research in 
Florham Park, New Jersey, USA.   He received a BSE in Electrical Engineering from 
Princeton University in 1998, and at Cambridge University he received an M Phil in 
Computer Speech and Language Processing in 1999 under a Churchill Scholarship and a PhD 
in Information Engineering in 2006 under a Gates Scholarship.  His main research interests 
are dialog management, the design of spoken language systems, and planning under 
uncertainty.  He has previously held positions at Tellme Networks, Edify Corporation (now 
Intervoice), and McKinsey & Company's Business Technology Office. 

�
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Simona�Gandrabur�

Employer: Nuance 

Presentation Abstract: There is a well-known gap between academic dialogue research, which 
tends to explore advanced methods for dynamic, adaptive, data-driven methods for open, 
unconstrained dialogues, and the current state-of-the art commercial dialogue applications, 
which are mostly constrained, directed-prompt, typically based on an exhaustive  Finite State 
Machine  (FSM) description of the call-flow. Several more-or-less independent efforts have 
been undertaken to address this issue, such as the "Bridging the Gap: Academic and 
Industrial Research in Dialog Technologies" workshop at NAACL-HLT 2007 and the 
VoiceXML Advanced Dialog Working Group. At Nuance, two projects are currently 
focusing on advanced dialogue technologies that facilitate the development of commercial 
natural language dialogue applications for embedded or enterprise platforms. The emphasis is 
on facilitating the packaging, code reuse, and ease-of-use during application development, 
maintenance and tuning. In this talk I will give an overview of these projects, their motivation 
and their goals. 

Simona has studied mathematics (University of Bucharest) and then Computer Science 
(Université de Montréal), graduating in 2001 with a PhD in formal specification and 
verification for hardware interfaces. From 1999 until 2002 she has been part of the speech 
technology team at Locus Dialogue, working mainly on confidence measures and semantic 
interpretation and leading the ASR Post-Processing team.  

From 2002 until 2005 Simona was a post-doctoral fellow at the RALI computational 
linguistic lab (Université de Montréal), where she has investigated the use of machine 
learning techniques for confidence estimation on various statistical natural language 
processing technologies (s.a. machine translation and language identification). During this 
time she has also co-lead a 6 week workshop on this topic at the Johns Hopkins University 
CSLP lab, in the summer of 2003. Following Simona's post-doc, She worked for two years at 
Idilia, a Montreal start-up specialized in statistical word sense disambiguation, where she lead 
the Named Entity Recognition team.  

Simona joined Nuance Communications in September 2007 within the Enterprise Natural 
Language Understanding (NLU) Research team, working on advanced dialogue research. 
Within this project the team is developing a dynamic, adaptive dialogue management 
infrastructure that handles unconstrained and unsolicited user input in task-oriented speech 
applications. 

�
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Panelists�

Alex�Rudnicky�

Affiliation: Carnegie Mellon University 

Dr. Rudnicky's research has spanned many aspects of spoken language, including knowledge-
based recognition systems, language modeling, architectures for spoken language systems, 
multi-modal interaction, the design of speech interfaces and the rapid prototyping of speech-
to-speech translation systems. His most recent work has been in spoken dialog systems, with 
contributions to dialog management, language generation and the computation of confidence 
metrics for recognition and understanding. Dr. Rudnicky has published over 60 refereed 
papers and is a recipient of the Allen Newell Award for Research Excellence.  

Dr. Rudnicky is currently a Principal Systems Scientist in the Computer Science Department 
at Carnegie Mellon University and on the faculty of the Language Technologies Institute. He 
serves on the boards of the Applied Voice Input/Output Society (AVIOS) and of SIGdial. 

David�Schlangen�

Affiliation: University of Potsdam 

David studied Computational Linguistics, Computer Science and Philosophy at the 
Universities of Bonn and Edinburgh, graduating in 1999 from Bonn.  Afterwards, he returned 
to Edinburgh to pursue a PhD (under the supervision of Alex Lascarides), developing a 
logical model of the interpretation of non-sentential utterances.  

In 2003, he joined the Computational Linguistics Group in Potsdam, Germany, as a Post-
Doc, working, among other things, on interaction management phenomena in dialogue. In 
2006, he was awarded an "Emmy Noether Grant" from DFG, and now leads an Independent 
Research Group at Potsdam, working on computational models of the timing of linguistic and 
non-linguistic
behaviours in dialogue. 

Tim�Paek��

Affiliation: Microsoft 

Tim Paek is a researcher at Machine Learning and Applied Statistics Group, Microsoft 
Research. His research focuses on fostering and improving human interaction with automated 
systems, and in particular, those capable of engaging in conversational dialogue. He currently 
serves on the Scientific Advisory Committee of (SIGDIAL), the Special Interest Group on 
Discourse and Dialogue for ACL and ISCA. He is also on the Editorial Board of the Journal 
of Dialogue Systems. �



Jaime C. Acosta Department of Computer Science
University of Texas at El Paso
500 W. University
El Paso, TX 79968

jcacosta@miners.utep.edu

1 Research Interests

My research interest is in making a persuasive dialog
system that incorporates automated interpretation and
generation of emotion. My thesis will investigate which
elements from a speech signal should be extracted to
model the affective state of the user. The adaptive SDS
will utilize the speaker’s state to dynamically calibrate
the motivator’s actions and generate emotional dialog.
The generated dialog will have an emphasis on gaining
rapport and trust, therefore allowing users to feel more
comfortable and more accepting of the technology. By
accomplishing this, users of automated motivational sys-
tems, health-care systems, and automated task-oriented
systems in general will benefit. In addition, non-task ori-
ented systems, such as virtual humans in video games
will be more realistic.

1.1 Previous and Current Work

Previous work towards the persuasive dialog systems has
included collecting a Persuasive Advisor corpus consist-
ing of ten dialog sessions between a graduate school ad-
visor and an undergraduate student. The dialog acts for
both the advisor and the student were labeled and ana-
lyzed and a system that will mimic the advisor’s dialog is
currently being built.

The dialog system will strive to motivate undergrad-
uate students to consider attending graduate school. It
will be system-directed and will begin by greeting users
and obtaining information about their current state on the
subject. Different strategies, which are based on some
predefined tasks from the corpus, will be prompted to the
listener depending on what seems to be the most effective
strategy at the time. Certain strategies will either enable
or disable different tasks such as advice about financial,
GRE scores, GPA, and others. Enabled tasks will be can-
didates for future prompts.

This application will be built with VoiceXML and will
serve as a baseline for a more sophisticated system that
will incorporate emotion recognition and generation. An
experiment that will ask users for areas of improvement
will be conducted. Special focus will be on shortcom-
ings, if any, of the automated advisor’s responses regard-
ing trustworthiness and rapport.

1.2 Plans for Future Work
Several key factors are essential to the implementation of
an persuasive spoken dialog system. In order to create
such a system that is sensitive to user emotion, I will an-
alyze different corpora and specifically focus on speech
signals. I would like to obtain corpora that does not rely
on actors. In (Craggs, Wood 2003), a corpus contain-
ing various emotional dialogs between nurses and a pa-
tient is described. In addition, the authors also provide
guidelines for creating an annotation scheme that allows
for ranking emotional levels. In (Forbes, Riley, Litman
2004), content in a corpus is labeled as having three basic
types of emotions: positive, negative and neutral. How-
ever, if I were to adapt thier labeling method, modifica-
tion to allow for finer-grained annotation would be nec-
essary. I plan to detect and produce happiness, sadness,
fear, surprise, and disgust. In addition, in the case of the
graduate advisor, it is important to detect confusion.

The features of the speech signal that I will analyze
for affective speech include prosody, loudness, energy,
and tempo. Some machine learning techniques for emo-
tion such as work conducted by Devillers, Vidrascu, and
Lamel (2005) will be utilized and applied to my particular
domain.

Recent work in persuasive textual dialog sys-
tems(Andrews, DeBoni, Manandar 2006) has shown in-
terest in determining how to find a middle point between
task-based dialog systems, which have very little emo-
tion, and chatbots. Chatbots are interesting because, simi-
lar to the Eliza system, they solicit user emotion, but their
weakness is the lack of modeling user state. I plan to ex-
tend his work and apply some of his methods to spoken
dialog.

In order to achieve better trustworthiness and rapport
with embodied conversational agents, the authors in (Cas-
sell, Gill, Tepper 2007) built a model of deepening rap-
port based on data collected from studies between friends
and strangers. Some of the verbal behaviors that were
associated with friendship may be used to build a rela-
tionship in persuasive dialog.

2 Future of Spoken Dialog Research
In the future, I see users utilizing dialog systems in a va-
riety of applications including health-care systems, video



games, artificial entities such as robots, and command
and control systems more naturally. Ideally, we will reach
a point where third-party listeners will not know if some-
one is speaking to a human or a machine. This will be
accomplished by allowing users to speak naturally, and
have the dialog system understand not only the content,
but also the implied meanings carried by acoustic fea-
tures.

From the first introduction of Eliza the psychia-
trist (Weizenbaum 1966) , which investigated human-
computer interactions with dialog systems, it has been
seen that computers can act as health-care agents. Creat-
ing systems that expand this simple echo response appli-
cation into a more human-human conversation will bene-
fit society.

Regarding virtual environments, both training and
entertainment-based systems will be more effective. Sol-
diers can learn how to work with teammates quicker by
working on building strong relationships by practicing
with virtual agents. Future systems can be used to teach
people how to gain rapport and how to better manage
groups and become stronger leaders (persuasive dialog
utilizing trust and rapport will help with this). Video
games will become more realistic as the behavior of
avatars will become closer to humans.

As pointed out by (Breazeal 2004), there will be
a greater interest in robotic systems which are some-
what different from current human-machine interactions.
Command and control of robotic systems and other ma-
chine technologies will benefit from better speech sys-
tems. There will also be a greater effort for multimodal
interaction.

These advances can be accomplished by accurately
modeling and reacting to the human mind. It is necessary
to combine advances in machine learning, speech recog-
nition and generation that incorporates emotion, cogni-
tive state, physiological acts, and current work being done
on textual analysis.

3 Suggestions for Discussion
• How to effectively detect and handle emotion, turn

taking, back-channeling, response timing. What
properties of speech can be extracted to predict
these. How can this be done in real-time and what
are some performance issues.

• Modeling the cognitive state based on acoustic fea-
tures and content. How can dialog acts be recog-
nized autonomously given a specific domain? Is per-
sonality a major factor in creating better dialog sys-
tems?

• How to use emotional speech to gain trust and rap-
port from a user and how this could effect the future
of gaming systems and training.

• Collection of corpus dialogs with emotions from re-
alistic dialogs as opposed to actors. How can we use
information integration and the web to collect this
data? What tools are best suited for analysis and la-
beling of different types of data?

References
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Hua Ai 
 

University of Pittsburgh 
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210 S. Bouquet St. 
Pittsburgh, PA 15260, USA 
 
hua@cs.pitt.edu 
www.cs.pitt.edu/~hua 

1 Research Interests 

My research interests lie generally in spoken dialogue 
systems, with a particular interest on user simulation 
for dialogue manager design.  

1.1 Past, Current and Future Work 

My research so far has focused on evaluating the utility 
of user simulation. We divided the evaluation problems 
into two parts: one is to estimate how humanlike the 
simulated corpora are; and the other is to measure how 
useful the user simulations are for a particular spoken 
dialog system design task since we believe this is a task-
dependent question.  
    For the first part of the problem, we are interested in 
exploring automatic evaluation measures as well as 
verifying the validity of these automatic measures by 
means of a human assessment study. Previous research 
(Schatzmann et al., 2005) has proposed a group of 
automatic evaluation measures to distinguish between 
simulated corpora generated by different simulation 
models. We conducted a study (Ai and Litman, 2006) to 
examine the differentiating power of these evaluation 
measures to see to what extent they can distinguish be-
tween simulated corpora, between real corpora, and 
between simulated and real corpora. Our experiments 
show that some of these previously used measures do 
not provide enough information to figure out why two 
corpora are different; neither can they help us to draw 
conclusion on whether a corpus is a real corpus or simu-
lated corpus. We observe that two real corpora can be 
very different when measured by these evaluation 
measures. Thus, even if these measures demonstrate that 
a simulated corpus is different from a real corpus, we 
cannot conclude that the simulated corpus is not realistic 
enough. We also conducted a human assessment study 
to validate these automatic measures using human 
judgments (Ai and Litman, 2008). We observe that it is 
hard for the human judges to reach good agreement 
when asked to rate the quality of the dialogs from given 
perspectives. However, the human ratings give consis-
tent ranking of the quality of simulated corpora gener-
ated by different simulation models. We build a 
prediction model of human rankings using the automatic 
measures.  

We notice that in other research fields (e.g. machine 
translation, document summarization) where automatic 
measures are used for evaluation, human assessment 
studies are also performed to validate the automatic 
measures. Furthermore, researchers are interested in 
finding correlations between the automatic measures 
and human assessment. We think this kind of validation 
and correlation study is also important for user simula-
tion evaluation, but there is not much work done in pre-
vious research. We are currently carrying out a human 
assessment study to validate the previously proposed 
automatic measures.  
  For the second part of the evaluation problem, we are 
interested in studying the utility of different simulation 
models in the context of a particular dialog system de-
sign task. The two types of tasks we are currently focus-
ing on are dialog strategy learning and dialog system 
evaluation. Reinforcement Learning (RL) is widely used 
to learn dialog strategy automatically (e.g., Singh et al., 
1999, Henderson et al., 2005). Since RL training re-
quires a large amount of training data, user simulation is 
considered as a promising approach to generate the 
large training corpus in a low-cost and time-efficient 
manner (Levin et al., 2000, Scheffler, 2002). However, 
it is unclear how realistic versus how exploratory a 
training corpus should be. In (Ai et al., 2007), we inves-
tigate what kind of user simulation is good for using 
Markov decision Processes to learn dialog strategies. In 
the study, we compare three simulation models which 
differ in their efforts on modeling the dialog behaviors 
in a training corpus versus exploring a potentially larger 
dialog space. Our results suggest that with sparse train-
ing data, a model that aims to randomly explore more 
dialog state spaces with certain constraints actually per-
forms at the same or better than a more complex model 
that simulates realistic user behaviors in a statistical 
way. 
     For the task of dialog system evaluation, we hy-
pothesize that a more realistic simulated corpus is pref-
erable. Since the system strategies are evaluated and 
adapted based on the analysis of these simulated dialog 
behaviors, we would expect that these behaviors are 
what we are going to see in the test phase when the sys-
tems interact with human users. In (Ai and Litman, 
2007), we propose a novel model to simulate student 
knowledge consistency in tutoring dialogs. This model 



constrains student performance on similar problems that 
requires similar knowledge based on the students previ-
ous performance while taking into account the learning 
effect of tutoring. We show that this new model does a 
better job in simulating the learning events happening in 
the tutoring sessions than a simpler model which gener-
ate user utterances in a probabilistic way. In our future 
work, we will further investigate whether this new 
simulation model is more helpful than the simple prob-
abilistic model in system evaluation tasks.  

2 Future of Spoken Dialog Research 

A big challenge for the current spoken dialog systems is 
to handle speech recognition errors. On one hand, 
speech recognition errors are inevitable with the state-
of-the-art speech recognizer. On the other hand, speech 
recognition rate are strongly correlate with user satisfac-
tion. Therefore, how to detect speech recognition errors 
promptly and how to recover the errors in a natural way 
would be the very important issues to address in spoken 
dialog research.    

3 Suggestions for discussion 

Three possible topics for discussion could be: 
 
Use and uselessness of user simulations:  Best practices 
for building and evaluation user simulations? Possible 
criteria for a “good” user simulation? 
 
Emotion detection in spoken dialogue systems: What 
kind of emotions should be detected in real applica-
tions? Is it possible to build up general emotional data-
base to facilitate system development?  
 
Multimodality: What are the strong points and short 
points for text and speech modalities? How to combine 
them in an efficient way? Should a system prompt the 
user to switch modality explicitly in some error condi-
tions? 
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1 Research Interests 

My current research agenda is focused on situated 
natural language interaction. The overarching ques-
tion is: how can we develop systems that embed inte-
raction and computation deeply into the natural flow of 
everyday tasks, activities and collaborations? More 
specifically, some of the areas and problems I am cur-
rently investigating are: conversational scene analy-
sis, multimodal sensor fusion, intention recog-
nition, situated dialog and behavioral models, en-
gagement models, self-supervised and lifelong 
learning and adaptation. 

1.1 Previous work 

My previous work focused on dialog management 
and error handling in task-oriented spoken dialog 
systems.  

As a platform for my dissertation research, I have 
developed RavenClaw (Bohus and Rudnicky, 2003), 
an open-source, reusable dialog management frame-
work for task-oriented domains. RavenClaw has since 
been used to develop several systems spanning differ-
ent domains and interaction types: information access 
(Bohus 2007, Raux et. al, 2006), browsing and guid-
ance through procedural tasks (Bohus and Rudnicky, 
2002), human-robot-interaction (Harris et al., 2006). 
Together with these systems, RavenClaw provides a 
robust basis for a number of research projects address-
ing issues such as error handling, multi-participant 
dialog, timing and turn-taking, dynamic generation of 
dialog plans, learning at the task level.  

My dissertation work focused on the problem of 
error handling in task-oriented spoken dialog sys-
tems, and addressed three questions in this space: (1) 
how can a system reliably detect potential errors, (2) 
what strategies can be used to recover from different 
types of errors, and (3) how should a system choose 
between multiple such strategies at runtime. 

With respect to error detection, the main contribu-
tions of my dissertation work were: an implicitly-
supervised approach for training semantic confidence 
annotators (Bohus and Rudnicky, 2007); a data-driven 
approach for assessing the costs of various errors 
committed by a confidence annotator (Bohus and 

Rudnicky, 2005a); and a scalable belief updating 
framework for task-oriented spoken dialog systems 
(Bohus and Rudnicky, 2006). With respect to error 
recovery strategies, I have empirically investigated 
various types of non-understanding errors and several 
corresponding recovery strategies (Bohus and Rud-
nicky, 2005b). Finally, with respect to error recovery 
policies, I proposed and evaluated a supervised, online 
learning method for learning non-understanding re-
covery policies over a large set of recovery strategies 
(Bohus et al., 2006). 

1.2 Current interests 

Currently, my research agenda is focused on the notion 
of situated interaction. The central question is: how 
can we develop systems that embed interaction and 
computation deeply into the natural flow of everyday 
tasks, activities and collaborations? 

To make this notion of situated interaction more 
concrete, consider the following examples. Several 
stores are currently experimenting with so-called “in-
teractive billboards” that attract the attention of poten-
tial customers by detecting and responding to motion 
in their immediate vicinity (i.e. changing or animating 
their displays). It’s not too hard to imagine the day 
when such systems will become truly interactive; they 
will be able to grab your attention off the side-walk 
and engage you in a conversation about a product 
they’re trying to advertise and offer you coupons based 
on a drink they’re noticing in your hand. In the future, 
we can envision interactive systems that continuously 
monitor, assist and coordinate teams of experts 
through complex procedures and tasks (e.g. surgery, 
rescue operations, air traffic control, manufacturing 
etc.) Closer to home, they will perhaps watch over 
your shoulder and offer you guidance in the kitchen of 
the future as you experiment with a new recipe. The 
robots are well on their way! Today, they’re limited to 
very simple house-hold chores like vacuuming floors. 
Tomorrow, they will perform more complex tasks. We 
will encounter them monitoring patients in hospitals, 
giving directions in airports or stadiums, or perhaps 
serving as shopping assistants in the neighborhood 
mall. As the component technologies evolve, they will 
take on even more sophisticated roles such as educa-
tors, care-takers, and perhaps even social companions.  



Bringing such systems into reality poses a number 
of interesting scientific and technological challenges. 
A common aspect in all of the scenarios above is that 
the interaction is situated, that is, it takes place in the 
real, physical world and is deeply embedded in the 
natural flow of other human activities.  

Such systems will therefore need to be situational-
ly-aware: they will have to fuse information from 
multiple sensors and knowledge sources, and conti-
nuously monitor and run inferences about what is hap-
pening in their surrounding environment. They need to 
be able to interact using natural language, and gener-
ate both verbal and non-verbal communicative beha-
viors that are in tune with social and cultural norms. 
Interaction planning will have to be tightly integrated 
with other complex subsystems for sensing, decision 
making and problem solving. Such systems should be 
able to engage in mixed-initiative interaction with 
one or multiple participants, and exhibit collabora-
tive intelligence. Ideally, they should be able to learn 
from their own experiences, adapt continuously 
throughout their lifetimes, and share the knowledge 
they gain with each other.  

2 Future of Spoken Dialog Research 

In the past, a lot of applied dialog research was fo-
cused on telephone-based task-oriented spoken dialog 
systems. Today, a sufficient level of maturity has been 
reached in the field to allow for successful commercial 
development and deployment of these systems into 
daily use.  

I believe that in the next 5-10 years more attention 
will shift towards issues in multi-modal, embodied and 
situated interactive systems, of the type described in 
the previous section. The challenges that lie ahead of 
us are exciting and many: situation awareness, multi-
modal sensor fusion, scene analysis, behavior and in-
tention recognition, situated dialog management, si-
tuated grounding, engagement models, mixed-
initiative and multi-participant interaction, life-long 
learning and adaptation.  

3 Suggestions for discussion 

� challenges and opportunities in situated in-
teraction. Identify and discuss challenges in 
creating situated interactive systems: conver-
sational scene analysis, intention recognition, 
behavioral models, situated dialog manage-
ment, situated grounding, etc.  

� dialog management for human-robot inte-
raction. Discuss applicability and limitations 
of current dialogue management technologies 

(e.g. information-state, plan-based, POMDP-
based, etc) in the context of human-robot in-
teraction (e.g. multiple sensors, asynchronous 
events, multiple participants, etc.) 

� challenge problem(s) and evaluation. Pro-
pose and discuss one or more challenge prob-
lem(s) for the field, and a corresponding 
evaluation process. 
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1 Research Interests

My research interests lie mainly in the optimization
of Human-Machine Interaction (HMI). I am inter-
ested specifically in the area of integrating expectation-
management techniques into the designs of systems, and
work centered on creating more conversational interfaces.
Furthermore, I am also interested in the ability of auto-
mated spoken dialog systems to make possible new meth-
ods of communication between humans.

1.1 Expectation Management

The design of a spoken dialogue system necessitates
managing the user’s expectations to facilitate use. In El-
dlund, Heldner & Gustafson (2006), the authors inves-
tigated the different ’metaphors’ by which humans and
machines interact. Using limited testing, they ascertained
that one of the most important caveats of system design
is an internally- consistent metaphor; that is to say that
for a system using a human-like metaphor, human-like
behavior is internally consistent; for what they call the
‘interface’ metaphor, machine-like behavior is internally
consistent.

This was of particular relevance to me during my work
as an intern on the EDAS (Emotive Driver Advisory Sys-
tem) with Ford Motor Company. Over the course of my
work, I developed end-to-end implementation of dialogue
functionality for two areas of in-car functionality: ve-
hicle performance and entertainment. In the context of
this, I was also responsible for modeling appropriate user-
input and system-output, working within the human-like
metaphor presented by the system as a whole. Over the
course of my time there we were able to do limited testing
during which it became clear that a more effective model
could be generated. While I employed basic constraints
on the system’s lexicon and syntax to present dialogue
to the user in terms that the system was able to under-
stand, the testing made it clear that there were implicit
assumptions at work that caused frequent frustration to
our testers.

In future, it would be extremely worthwhile to do much
broader testing in these terms in the context of a spe-
cific system, in order to create a more coherent interface
that aligns itself more clearly with the expectations of the

user. We can do this by considering not only what can be
generated versus what can be recognized, but also non-
verbal cues (for visual interfaces), indirect speech acts
(c.f. Searle 1969), and overall system architecture.

1.2 Conversational Interfaces

In line with my interest in expectation management, I
have great interest in the means by which more ‘conver-
sational’ interfaces can be developed. This was also influ-
enced by my work with Ford Motor Company. It would
seem that one of the more important constraints in system
design is allowing for the amount of attention the user is
expected to expend over the course of an interaction, and
to a greater extent, the sort of behavior they are willing to
put up with and how to handle inevitable errors. (Marti-
novsky and Traum 2003).

For example, in call-routing or telephone systems it
can reasonably expect that users are willing to devote
their full (if limited) attention to the task at hand. How-
ever, when it is expected that the system will be used
by drivers (to return to the EDAS example) an entirely
different set of constraints become relevant. For drivers
to navigate a lengthy menu-driven structure is not only
unreasonable; it’s unsafe. Therefore, there is an extent
to which a more conversational interface is better, be-
cause it allows even naive users to operate in a mode in
which they can be expected to be familiar with. How-
ever, consider the behavior of a helpful passenger; the
context of being in the car functions as a constraint on the
passenger’s behavior, optimally not expecting the driver
to respond to queries as quickly as might otherwise be
expected. For these reasons, open mic (versus push-to-
talk) technology is extremely useful, because it helps the
system to be responsible for the timing of the conversa-
tion. Furthermore, studies could modify turn-taking al-
gorithms to account for the vehicular context.

1.3 Spoken Dialog Translation

A final interest is the ways that spoken dialog systems
can be used in terms of translation. I feel that this is
one of the most useful areas of research in terms of peo-
ple who could benefit from it. For example, the medical



translation program, MedSLT1 (Bouillion et al, 2007) is
a spoken language translation system designed to facili-
tate a diagnosis between a patient and a doctor with no
common language. A program proposed by a collabora-
tor at University of Michigan is a translation system for
use between Deaf and speaking people. Her proposal in-
cludes using existing technology like IBM’s Say it Sign it
(Tomasco 2007) (which takes speech input and produces
signed output) and the MSignS project2 (which works on
visual recognition of ASL signs, functioning with about
90% accuracy with a vocabulary of roughly 100 signs
(Clayton 2006)) and building an interface which trans-
lates both ways between signing and speaking partici-
pants. This is of great interest to me because it has the
potential to change the way that humans communicate
with one another.

2 Future of Spoken Dialog Research
Right now, I think that the average user considers spo-
ken dialog systems in terms of push-to-talk user-operated
systems, speaker-dependent dictation software, or menu-
driven call-routing. As more and more interest seems to
be exerted in the direction of creating more natural inter-
actions, emotion-detection, and new systems which facil-
itate human-to-human communication, it seems that this
will soon change. To return to the idea of the metaphor of
a system, I speculate that we are shifting from a primar-
ily ‘interface’ oriented perception, and into the realm of
more ‘human’- like behavior, which I perceive as having
a lot of potential, but also many possible pitfalls. I think
that this will present many ideas about relevant system
metaphors by task, and also influence further research in
both human-machine interaction, and human-human in-
teraction.

3 Suggestions for Discussion
• Considering the metaphor of a system, what sorts

of standardization could allow users to rapidly dis-
tinguish between ‘interface’ and ‘human’ systems?
Could this stereotyping have negative effects on
HMI?

• How can more effective turn-taking algorithms be
constructed? What kinds of studies could provide
the necessary insight to create contextual models?
And would context-based turn-taking models be par-
ticularly effective in a broad sense, or would it make
more sense to be as application-specific as possible?

• Machine translation: Translation is often considered
to be more of an art than an algorithmic sorting pat-

1http://www.issco.unige.ch/projects/
medslt/index.shtml

2http://judyyu.net/msigns/index.html

tern. What are the likely limits of machine transla-
tion and their future in general contexts or specific
ones?
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1 Research Interests

My main research is in the area of human-human
interaction; specifically in the way that mutual-
understanding is achieved. I have examined this issue
through the quantification of mutual-engagement.
This was approached by developing coding protocols
for the Conversation Analysis concept of repair and
the broader concept of ellipsis.

1.1 A note on spoken dialogue research

As described above, my interests are in human to hu-
man communication rather than computer based sys-
tems. However, my research started as an approach to
evaluating the efficacy of computer-mediated commu-
nication. The underlying process that needs to be ex-
amined is that one of understanding; it is for this
reason that my research has a crossover with other
developments in computer based dialogue systems.

1.2 Repair

'Repair' deals with problems in 'hearing' and under-
standing in communication. Previously this has only
been looked at in a qualitative manner; through my
work I have designed a reliable and valid coding
scheme for examining this phenomenon.

Being able to fix a misunderstanding in communica-
tion is critical for all participants; statistically I have
shown that there are two main points of interest.
Firstly, there is a tendency for people to correct the
problems with something that they themselves have
said, and secondly that the likelihood of requesting a
repair or correction will depend upon the role of the
communicator - whether they are trying to explain
something or understand something. When a request
for a repair is made, it will generally appear as a
choice of options rather than checking one specific
understanding. Eye contact can affect the use of cer-
tain repair types; so can familiarity with the other par-
ticipant. Healey et al. (2005) outlines the approach
taken, although further unpublished work extends
upon and supercedes this.

1.3 Ellipsis

As with the principle of repair, there was a question of
whether mutual-understanding could be quantified and
illustrated through the use of ellipsis (the omission of
words or phrases from previous utterances). A protocol
for identifying four types of ellipsis was developed and
applied to a corpus. The four types (each divided into
four subtypes) were anaphora; answers; questions and
statements. Previous work has attempted to identify
elliptical types of communication such as non-
sentential utterances (e.g. Fernandez and Ginzburg;
2002), but without any inter-coder reliability - neces-
sary for claims of coding scheme validity. What our
research found was that significant differences exist
between types of ellipsis, available to any participant
in communication, are only used in certain cases.
These differences have been found through coding a
dialogue corpus, and various comparisons and con-
trasts to repair emerged. Simply put, any answers,
questions or statements are statistically more likely to
be elliptical if you have no eye contact with the other
participant. The ellipsis coding scheme will be pre-
sented at this SIGdial conference; further publications
will be forthcoming.

1.4 Applications of this research

Any approach to spoken dialogue systems must ulti-
mately rely on how human communication works; it is
this aspect that merges my work into computer based
dialogue systems. The taxonomy of non-sentential
utterances provided by Fernandez and Ginzburg
(2002) demonstrates this to some degree; here I dem-
onstrate a reliable, more comprehensive scheme that
both can operationalise repair and ellipsis in commu-
nication.

2 Future of Spoken Dialogue Research

Current and future dialogue research: is an unknown
quantity. If the question of intersubjectivity can be
solved, then anything is possible.



3 Suggestions for discussion

• Can a computer follow anaphoric references
if people have trouble following these?

•  Is it necessary to be specific in requesting
'repairs' or further information? Or are 'wh-'
words sufficient to explain the problem?

• How much information would be needed be-
fore an elliptical response can be constructed?
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1 Research Interests 

I am interested generally in multimodal communica-
tion systems, specifically those that use embodied 
conversational agents to communicate with the user. 
In relation to this, my main interest is the study of 
natural dialogue in human-human interaction. I am 
interested in the linguistic aspects of communication, 
such as speech production and perception, and dia-
logue structure, as well as in non-verbal communi-
cation, such as body movement behaviour. Another 
interest is the collection and annotation of corpora 
for studies of verbal and non-verbal behaviour that 
may help in the development of communication sys-
tems. 

1.1 Past Work 

During my M.Sc. studies at The University of Edin-
burgh, I became interested in the integration of differ-
ent modalities in speech perception, and in particular 
in a well-known phenomenon by which, when pre-
sented with discrepant auditory and visual information, 
what you see affects what you hear. At the same time I 
was interested in foreign accent and face perception 
and so I ran a study to investigate whether ethnicity 
information perceived from a speaker’s face could 
affect what the perceiver heard  (Flecha-García 1998). 
I designed a perception experiment in which subjects 
were presented with audiovisual stimuli as follows. I 
created a synthetic speech continuum between the 
words “pip” and “peep” and I combined each of the 
items in the continuum with a digital image of one of 
three faces (as “speakers” of those words): one with 
typical male Anglo-Saxon features, one with male 
Mediterranean features, and a cartoon face as a con-
trol. The goal was to test whether subjects looking at a 
Mediterranean versus an Anglo-Saxon face would be 
biased to hear “peep” instead of “pip” due to the ten-
dency for natives of Mediterranean countries, such as 
Spain and Italy, to pronounce both vowel sounds as 
“ee” in English. The results did not show the expected 
effect. One of the possible reasons was the use of un-
natural stimuli, i.e. synthetic speech and still images. I 

became very aware of the importance of studying natu-
ral spontaneous speech and speech processing in real 
contexts.    

With that in mind and keeping an interest in infor-
mation from the speaker’s face, for my Ph.D. thesis I 
studied the use of eyebrow raises in natural dialogue 
(Flecha-García 2006, 2007). The goal was to obtain 
information on when and why speakers raise their eye-
brows during dialogues, which could be useful in the 
design of embodied conversational agents, for in-
stance. In previous research eyebrow movements had 
mainly been studied in relation to the expression of 
emotion or as social signals. There were some indica-
tions that these movements could be related to the lin-
guistic signal as well but these were mostly anecdotal 
observations, with very few exceptions, or were based 
on studies of synthetic speech. Thus, I did an empirical 
study of natural conversations by collecting and anno-
tating a corpus of task-oriented dialogues. I tested sev-
eral hypotheses about the relation of eyebrow raises to 
linguistic phenomena such as discourse structure, ut-
terance function, information structure, and pitch ac-
cents. This revealed that the start of eyebrow raises 
was aligned with the start of accented syllables (i.e. 
where a pitch accent occurred). Also, eyebrow raises 
occurred more frequently at the beginning of certain 
high-level discourse segments than in other parts of the 
dialogue, and were longer and more frequent when 
giving instructions than in other types of utterances. 
Interestingly, speakers did not raise their eyebrows 
more often when asking a question nor when providing 
new (as opposed to given) information. I concluded 
that eyebrow raises are communicative, even if this 
might not be intentional, and that they may have two 
functions: structuring the spoken message and empha-
sizing parts of it.  The results of this research could be 
useful not only for the design of embodied conversa-
tional agents, but also for dialogue systems capable of 
using non-verbal information from the users to inter-
pret their intentions.  

Between 1999 and 2005, I did some work as a Re-
search Associate in different European projects study-
ing spoken language. My main role was dialogue act 
annotation. I also trained and supervised a group of 
transcribers and annotators and adapted a tool for a 



project designed to determine whether feedback and 
time pressure affect what a speaker says (see e.g., 
Nicholson et al. 2003).  As a Research Associate in a 
project at Oregon Health & Science University, I 
worked with a team in the prototyping of multimodal 
systems that use modalities such as speech, handwrit-
ing, and gestures in human-computer interaction in a 
meeting environment. 

1.2 Current Work 

I am now working in a team project on cultural differ-
ences in the way people behave in dialogue, including 
how and when the listener provides backchannel feed-
back showing attention, how speaker and listener 
communicate non-verbally, and how all this is inter-
preted by a listener or observer. We have already re-
corded an audiovisual corpus of conversations among 
and between Arabs and Americans and are currently 
annotating and analysing the data.  

This work has direct applications to the field of 
spoken dialogue systems. For instance, if we can de-
termine how cultures differ in the way they provide 
backchannel feedback, we will be able to implement 
this in the design of spoken systems so that they can 
respond appropriately to users of different cultures. 

2 Future of Spoken Dialog Research 

With no doubt, spoken dialogue systems will be more 
natural and efficient year by year and generations of 
new researchers will contribute to this development by 
bringing new ideas and perspectives. However, it is 
difficult to predict where this field will be in 10 years, 
as new and unexpected needs arise imposing new de-
mands in the field of communication technology and 
its users. On the other hand, aside from the unexpected 
challenges of a changing world, something stays rela-
tively unchanged and that is the basic way in which 
humans talk to other humans. We still have much to 
learn to fully understand the intricacies of this process, 
and that is why it is important that young researchers 
pay even more attention to the study of natural human 
communication behaviour, both verbal and non-verbal. 
In particular, an important issue to address is the de-
velopment of standard, reliable methods and tools for 
the empirical study of human communication behav-
iour, especially multimodal behaviour.   
 

3 Suggestions for discussion 

• Tools and methods for the collection, annota-
tion and analysis of natural multimodal com-

munication behaviour: What is available? 
What do we need?  

• The use of embodied conversational agents in 
spoken dialogue systems: what is needed for 
the design of agents that are helpful and not 
distracting  

• Disfluency in users’ speech: detection and 
handling.  
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1 Research Interests 

I am interested in developing dialogue models with 
minimal annotation work. I have been exploring sta-
tistical methods that can bootstrap dialogue models 
from un-annotated human-human dialogue corpus. 
This work is focused on developing Virtual Humans 
with applications to simulation training, games, etc. I 
am also interested in developing technologies for 
Natural Language Dialog systems that would enable a 
coherent interaction between the user and the system. 

1.1 Unsupervised Dialogue Modeling 

Most dialogue systems operate on a dialogue-act level. 
That requires extensive annotation of dialogue corpora 
to learn how to convert from surface text to dialogue-
acts. Moreover in models like the ones employing in-
formation-state updates, experts have to write down 
rules that operate on the dialogue act input and keep 
the information state updated. This semantic annota-
tion and rule-writing is a bottleneck in rapidly devel-
oping dialogue systems for different domains. I am  
exploring statistical models that avoid this bottleneck 
by operating at surface text level (Gandhe and Traum, 
2007). These methods are inspired from information 
retrieval and use un-annotated human-human dialogue 
corpus which is collected as part of role-plays and 
Wizard of Oz experiments. The basic assumption is 
that a dialogue can be carried out by retrieving the 
appropriate utterance from the corpus rather than con-
structing one from higher abstraction. We have found 
that such models are particularly useful for creating 
Virtual Humans for simulation training (Traum et. al., 
2005) where the domain of interaction is controlled 
and the goal of the agent is to be as human-like as pos-
sible. I am also interested in evaluation of dialogue 
coherence models with minimal human input (Gandhe 
and Traum, 2008). 

1.2 Coherent interactions 

The idea of a question answering system, where an-
swers are pre-recorded video segments has proved 
very useful in various applications for training and 

entertainment. Users are allowed to input a free text 
question which in turn elicits a pre-recorded video 
response. Although the video response tends to have 
very good value in terms of immersive experience, the 
very design of the system allows for a lack of coher-
ence. Especially when there are no video responses 
directly answering the question or are not phrased in 
desired manner, the coherence gap problem is strik-
ingly visible. We tried to address this issue by intro-
ducing short linking dialog between question and an-
swer and thus bridging the gap. We carried out ex-
periments to assess whether such linking dialogs can 
increase the coherence of interaction and proved that 
interactions with human-generated linking dialogs are 
statistically significant when compared to interactions 
without linking dialogs. (Gandhe et. al., 2004) Further 
analysis of human-generated linking dialogs reveals 
that these carry more information than present in the 
answer or the question. This leads us to realize the 
need for a knowledge base behind such a system. We 
have built such a knowledge base and have experi-
mented with simple computer generated linking dia-
logs. (Gandhe et. al., 2006) have shown that these 
methods improve the perceived coherence of the inter-
action. 

1.3 Speech to speech Translation 

We developed a speech to speech translation system 
for medical domain. (Narayanan et. al., 2004) Using 
this system an English speaking doctor can communi-
cate with a Farsi speaking patient and carry out the 
medical diagnosis. My work focused on GUI and the 
dialog manager. Only one participant, the doctor, can 
control the interaction. After speaking the utterance, 
the doctor is presented with multiple interpretations of 
that utterance and the doctor can choose one from 
those. The GUI also shows the history of the current 
dialog along with possible next utterances the doctor 
may choose to speak. The dialog manager component 
in this system is different from most of the dialog sys-
tems, in the sense that it has no active participation in 
carrying out the dialog. It can only assist the commu-
nication process. With this goal in mind, we split the 
dialog in phases. viz, introduction, registration, Q&A, 



physical examination, diagnosis, conclusion. We also 
analyzed different medical cases, cardio, neuro, ent, 
ortho, ... Based dialog history and current phase and 
case estimations, the next possible doctor utterances 
are predicted and presented to the doctor for selection. 

2 Future of Spoken Dialog Research 

Currently speech as a modality is competing with 
more traditional interfaces like push buttons, GUI or 
touch screens. I believe in the next decade or so, 
speech interface in automobiles will be a common-
place occurrence. Speech technology has matured 
enough to provide a reliable alternative in cases where 
traditional interfaces are less desirable (e.g. while driv-
ing). 
  
Looking more into the future, as spoken dialogue sys-
tems get more widespread, rapidly developing dia-
logue systems for new domains with minimum effort 
remains would an important challenge. 
 
In non-task oriented systems building conversational 
partners or embedding these capabilities in other sys-
tems like car navigation can be an interesting goal to 
work towards for our times. 

3 Suggestions for discussion 

Possible topics for discussions: 
 
• How to minimize the efforts required to rap-

idly develop dialogue systems for new do-
mains? i.e. How to minimize the efforts of 
semantic annotation, dialogue act labeling? 

• Evaluation: One of the recurring topics in 
previous discussions has been standardizing 
the evaluation of dialogue systems. Can an 
approach like shared task or competition for 
building dialogue systems be used to that ef-
fect? Can we get industry involved in provid-
ing funding and resources like data for such 
activities. 
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1 Research Interests
My research interest lies in the area of statistical ap-
proaches to Dialogue Management. I am primarily fo-
cused on Partially Observable Markov Decision Pro-
cess framework to Spoken Dialogue Systems. This
framework has the potential to enable learning from data,
learning from interaction with both simulated and real
users and, also, to be robust to recognition errors.

1.1 Modelling Dialogue as a Partially Observable
Markov Decision Process

One of the main problems that real world applications of
Spoken Dialogue Systems are encountering is the diffi-
culty to deal with the errors from the speech recogniser
in a noisy environment. As almost any real application is
not noise free, this is a large obstacle preventing dialogue
systems from wide use.

It has been suggested that the Partially Observable
Markov Decision Process (POMDP) can provide a princi-
pled mathematical framework to deal with the uncertainty
that originates from errors in the speech recognition by
retaining and updating the distribution over all states in
each turn (SJ Young, 2002; JD Williams and SJ Young,
2007a). The idea is that the dialogue state is hidden and
therefore the policy should not be based on a single state
but on the distribution over all possible states.

The main weakness of POMDP approach is its com-
putational intractability for even very simple domains.
However, it has been suggested that factoring the states
into summary states can enable using POMDPs for pol-
icy optimisation (JD Williams and SJ Young, 2007a; JD
Williams and SJ Young, 2007b). It has also been shown
that the policy learning can be performed online in inter-
action with a simulated user (Thomson et al., 2007).

1.2 Current Work
My current work involves training a POMDP-based di-
alogue manager with a simulated user in a noisy envi-
ronment and investigating how that influence the perfor-
mance with real users in noise.

My work is focused on the Hidden Information
State system (HIS). What makes HIS different to other
POMDP-based dialogue managers is its representation of
user goal in the dialogue state. It retains the full repre-

sentation of user goal though partitions of the user goal
space. The partitions are created based on the information
that the user has provided. After each dialogue turn the
partitions and their probabilities are updated and pruning
is performed to the ones with a low probability (SJ Young
et al., 2007; Thomson et al., 2007; JD Williams and SJ
Young, 2007b).

In order to reduce the dimensionality, the state space
(the master space) is mapped into a much smaller sum-
mary space. Reinforcement learning is performed on the
probability distribution over the summary space - the be-
lief space. Since the belief space is continuous, it is di-
cretised into grid points. Then, an online batch policy
iteration is performed on these points. Finally, the out-
come of the policy is mapped back into the master space.

The results of my current work suggest that the training
in noise leads to better performance at higher semantic er-
ror rates then in training in noise free environment. Also,
the ability of a dialogue manager to make use of N-best
inputs from a recogniser improves in the performance at
higher error rates.

1.3 Future Work

What I encountered during the training of the dialogue
manager with a simulated user is training a very small
number of grid points can reach the same performance as
using a larger number of grid points for learning. This
suggests that there the current choice of summary space
can be enriched in order to be more informative.

On the other hand, a rich summary space can lead to
computational intractability due to the exponential nature
of the algorithms used in the POMDP framework.

Therefore, my future work will consist of investigating
different summary spaces and trying to develop a tech-
nique for defining an optimal summary space that best
represents the whole state space on one hand and that
is enables computationally tractable training on the other
hand.

On a longer run, I would like to be able to investigate
more advanced policy optimisation techniques, as well as
the potential for online learning with real users.



2 Future of Spoken Dialog Research
In the next decade, I expect noise robustness issues that
prevent dialogue systems from a wider application to be
resolved. Also, it is very important to define the frame-
work which is domain independent and easily transfer-
able to other domains. POMDPs seem to have the poten-
tial for this, but additional research is needed in order to
to further investigate the possibilities to obtain desirable
results with a computationally tractable approximations.

It would be desirable that the process of building a Sta-
tistical Spoken Dialogue System in the next decade be-
comes fully automatic. This would mean that the sim-
ulated user can be trainable from real data, that the di-
alogue manager can learn from the interaction with the
simulated user and finally that is also able to learn with
real users. Therefore the future of the Dialogue Manager
is highly dependent on the simulated user.

3 Suggestions for Discussion
• Can Spoken Dialogue Systems be robust to ASR in-

put errors?

• How predictive is the dialogue performance of a di-
alogue manager trained on a simulated user for its
performance with real users?

• Which policy optimisation algorithms could be ap-
plicable to dialogue manager learning with a simu-
lated user?

• What issues need to be solved to enable online learn-
ing with real users?
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1 Research Interests

The primary motivation underlying my research is to cre-
ate multimodal interfaces which make complex tasks eas-
ier and more natural. I aim to build flexible, fluid, and
intelligent interfaces which leverage speech. Humans
use language to effortlessly share complex ideas, and
research in spoken dialogue systems provides a critical
foundation for advancing both human-computer interac-
tion and artificial intelligence. To that end, I am partic-
ularly interested in making access to dialogue systems
ubiquitous: I endeavor to advance dialogue systems from
their current role as the annoying voice on the other end
of the phone line to that of a nearby companion, with a
rich multimodal interface.

My general methodology is to first develop prototype
multimodal interfaces, which I then use to perform re-
search into ways in which we can improve users’ expe-
riences with such systems. It is critical, however, that
we get these prototypes in the hands of users, so that we
can understand how to improve their experiences with the
systems we develop. To that end, I have been develop-
ing a web-based platform with which compelling and in-
teractive multimodal dialogue systems can be developed,
deployed, and iteratively improved. This makes it possi-
ble to build compelling multimodal interfaces using web
standards, allowing us bring multimodal interfaces out
of the lab and into the hands of users on their desktop,
laptop, and tablet computers—and, increasingly, on their
mobile devices.

Much of my current work is centered around a map-
based multimodal interface I’ve developed called City
Browser, which provides restaurant, museum, and pub-
lic transportation information for several metropolitan ar-
eas in the United States (Gruenstein et al., 2006; Gruen-
stein and Seneff, 2006). In developing City Browser, we
have worked towards both portability and scalability: the
framework is portable to any map-based system, and it
is scalable in that it can easily accommodate large num-
bers of restaurants in any number of metropolitan areas.
Recently, I have also been involved in developing a mul-
timodal home entertainment system, which allows users
to access their media content on their television, via their
mobile device (Gruenstein et al., 2008). In the past, I have

contributed to a multimodal interface for commanding a
robotic helicopter (Lemon and Gruenstein, 2004; Lemon
et al., 2002).

I am particularly interested in the ways in which con-
versational context can be used to improve the perfor-
mance of multimodal interfaces. A major usability prob-
lem that such systems face is that users (especially those
unfamiliar with speech recognition) may not be sure what
they can say, and—at the same time—when they do
speak within the confines of the system’s understand-
ing capability, they may often be misunderstood due to
speech recognition errors. Much of my recent research
has been focused around mitigating these difficulties via
context-sensitive techniques. In particular, I have looked
at ways to use contextual information to dynamically up-
date context-sensitive language models (Gruenstein and
Seneff, 2006; Gruenstein et al., 2005; Lemon and Gruen-
stein, 2004), contextually shape user utterances (Gru-
enstein and Seneff, 2007), and assign confidence scores
to system responses (Gruenstein, 2008).

Finally, I also have an interest in exploring incremen-
tal speech processing in multimodal applications. In par-
ticular, I’m interested in ways that the graphical modality
can be used to give feedback to a user as he or she speaks,
so that the user understands immediately what the system
has heard so far, and how it has updated its beliefs as a
result. I have only done some initial exploration in this
area, but hope to soon study it in more detail.

2 Future of Spoken Dialog Research

I believe that, in the near future at least, mobile devices
are the ideal target for spoken dialogue systems. Mobile
devices are becoming increasingly powerful, and now
offer a wide range of functionality previously available
only on desktop computers. However, they still have ex-
tremely limited input capabilities: small screens and tiny
keyboards. There has been an enormous increase in in-
terest in providing speech interfaces to mobile devices,
however these tend usually to focus on form-filling types
of approaches where users may use speech to fill in one
field of a form at time. While this is a good starting point,
smarter interfaces which allow for more complex interac-
tion should be the ultimate goal.



Mobile devices are also interesting because while
speech may be a very good input modality, it is not al-
ways the ideal output modality. Mobile devices are used
in many contexts: while driving, walking, running, rid-
ing the train, etc. As such, the ideal output modality may
shift depending on what the user is doing. While driving,
speech output may be quite useful; but while sitting on
a train, the screen might be the best way to give infor-
mation. Moreover, users keep mobile devices with them,
so they may simply want a response to a query stored
for later reference, rather than described to them immedi-
ately. A mobile device which has some awareness of the
context in which it is being used, and of the user’s per-
sonal preferences and habits, can enable very interesting,
long-ranging interactions.

3 Suggestions for Discussion

Multimodality and Incrementality It can be challeng-
ing, both technically and theoretically, to develop multi-
modal interfaces which incrementally understand a user’s
utterance as he or she speaks. How quickly, and in what
manner, could a multimodal interface respond graphi-
cally to a user during an utterance. Can this be done in a
way that is non-obtrusive, yet useful?

Life partners We tend to think of dialogue systems as
applications that a user will interact with for a brief pe-
riod of time, before moving back to “real life.” What
about a dialogue system (or systems) which play a mean-
ingful role of people’s lives day in and day out? What
is involved in making speech a part of people’s daily in-
teractions with computers? What does a dialogue sys-
tem mean in this context? How can a speech interface be
more like a “life partner” which helps you accomplish all
sorts of tasks throughout your day? There are all sorts
of aspects to this problem, from hardware to client/server
architectures, to AI and HCI. Moreover, it highlights a
real need to perform longitudinal studies of how people
make use of speech interfaces when they can use them
frequently.

Generic dialogue systems One of the holy grails of di-
alogue systems research has always been to make truly
“reusable” components, which application designers can
integrate into their applications without any knowledge of
speech or dialogue systems technology. We have VXML
and SALT, but where should we head next? What capa-
bilities and knowledge could researchers in our field pro-
vide as APIs to people who know very little about speech
or dialogue systems technology? Integrating speech tech-
nology into an application is not as simple as letting a
user speak whenever they see a text box (or is it?). What
would be more useful? What would be interesting enough
to get application developers to notice?
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1 Research Interests

My research interests lie generally in the area of spoken
dialogue systems, with a special focus on automotive
systems. I am especially interested on dialogue descrip-
tions and speech output of these systems.

After getting in contact with the wide field of speech
and language in university I was a working student at
IBM European Speech Research creating a phone-based
dialogue system informing on traffic jams presented in
(Günther et al., 2000). Since I was really fascinated be-
ing able to make machines speak with humans and (at
least mostly) understand their answers, I got stuck within
the field of speech dialogue systems. Therefore I built a
speech-based shopping system during my diploma thesis
(Hamerich, 2000). Within this work I learnt a lot about
dialogue strategies and which impact they have on the
dialogue flow and user’s behaviour. And I made my first
own system evaluation, which was sometimes really frus-
trating, since real users behaved very different from what
I expected.

After finishing my studies I worked within the EC
funded project GEMINI. The aim of the project was to
develop a platform able to generate a dialogue flow for
accessing data from a database. For making the platform
work a special abstract dialogue description language
was created (Hamerich et al., 2003) which even could
be used independently of the GEMINI project (Schubert
and Hamerich, 2005). The platform developed within
the project was able to cover multi-modal error handling
(Wang et al., 2003). The final version even covered
mixed-initiative dialogues in multiple languages and of-
fered user-modelling and overanswering (Hamerich et al.,
2004). Within the project I was mainly occupied with the
definition of the abstract dialogue modelling language,
with the general design of the generation platform and
the specialties of error handling for the speech modality.
Finally the project was successfully finished; a complete
overview is given in (D’Haro et al., 2006).

At Harman/Becker I am working on automotive dia-
logue systems, which as embedded systems are in some
aspects really different from telephone-based ones, refer
to (Hamerich and Hanrieder, 2004; Hamerich, 2005) for
further details.

As a member of the dialog research and tools team
within Harman/Becker I was dealing with new prototypes
of advanced applications for in-car use. One of these pro-
totypes I was working on was a system able to do music
selection in a car based on spoken artist or title names. A
first approach has been presented in (Wang et al., 2005), a
more extended and elaborate version has been presented
in (Wang and Hamerich, 2008).

Currently I am more involved into product develop-
ment, where my main task is to care about (synthesised)
speech output for speech dialogue and navigation systems
in cars.

Another task is my Ph.D. thesis, which I am doing in
my spare time under the supervision of Walther von Hahn
from the University of Hamburg and Wolfgang Minker
from the University of Ulm. Within the scope of my the-
sis I am working – based on my work with GEMINI –
on DiaGen, a tool to support development for automotive
speech dialogue systems. The tool will be presented in
(Hamerich, 2008). A first prototype created with DiaGen
has already been presented in (Hamerich, 2007).

2 Future of Spoken Dialog Research

Regarding dialogue research in general I think technol-
ogy already is quite good, but nevertheless most appli-
cations are not yet good enough to be used by inexperi-
enced users. From my point of view the problem results
in the design of most systems. Most novices using a SDS
for the first time just do not know what to say. If the
system detects the timeout it is important to just guide
these users as good as possible. Here some systems just
tend to repeat the initial question. This of course does not
help at all. It seems to me that most research is still deal-
ing with technological issues, which of course are needed
and helpful. But at a certain step each technology is to be
used in an application. And that is when soft facts like
dialogue design (here especially prompt design) become
important, because we need users to use our systems. Un-
fortunately the perfect design for each situation has not
yet been found. Therefore dialogue design is still a thing
to be discussed. Personally I think this is a field which
needs much more research and attention by researchers.



I would wish that these general things are investigated
with more efforts and we all get closer to more useable
systems. We all shall not forget that finally someone has
to buy our systems. And there are less people just buying
new technology because it is cool (so called early adap-
tors) and there are more people only buying things if they
have a sense. For SDS that sense could mean faster ac-
cess to information, more comfortable device control, or
just an intuitive user interface for everyone. And this goal
still is far away. So let’s go to reach that goal!

3 Suggestions for Discussion

I propose the following topics for discussion:

• System evaluation: which experiences do we have,
which metrics do we use, which standards could be
created?

• Dialogue design: how to write/develop a good and
usable speech dialogue? What are best practices?
Which experiences do we have?

• Image of speech: if talking to people not involved
into speech, they do not like speech systems at all
due to bad experiences or whatever. What can we
do to change that and maybe have a bright future
with speech?
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1 Research Interests 

My research focuses on developing flexible spoken 
utterance generation. Humans produce speech 
incrementally and on-line as the dialogue progresses 
using information from several different sources in 
parallel. We anticipate what the other person is about 
to say in advance and start planning our next move 
while this person is still speaking. When starting to 
speak, we typically do not have a complete plan of 
how to say something or even what to say. Yet, we 
manage to rapidly integrate information from different 
sources in parallel and simultaneously plan and realize 
new dialogue contributions. Pauses, corrections and 
repetitions are used to stepwise refine, alter and revise 
our plans as we speak (Clark & Wasow, 1998). My 
work so far has revolved around three different 
dialogue systems:  

1.1 DEAL 

DEAL is a dialogue system for second language 
conversational training in Swedish, currently being 
developed at KTH (Hjalmarsson et al., 2007). DEAL 
is a multidisciplinary research platform for exploring 
challenges and potential benefits of combining 
elements from computer games, dialogue systems and 
language learning. From dialogue research point of 
view this approach contributes with several novel and 
interesting objectives and challenges. These include 
how to design dialogues which are fun and natural 
using a language which suits the vocabulary and 
language complexity of language learning students on 
various levels. Since efficiency and task completion 
are no longer the main objectives, dialogue systems in 
a serious game context do not have to be predictable, 
rational or even co-operative. Instead, we need to 
consider how to build systems which are fun, 
educational and addictive to talk to. I am involved in 
various parts of the DEAL project but I am mainly 
working on the implementation of human-like 
generation strategies. 
 In order to generate output in a more stepwise 
manner extended knowledge on how to signal relations 

between different segments of speech is needed. In a 
recent data collection effort human-human dialogue 
data was recorded and labelled to extend the 
knowledge of human interaction and in particular to 
distinguish different types of cue phrases used in the 
DEAL domain. Ten different functional cue phrases 
(see Hjalmarsson, in press for more details) were 
labelled with high agreement between labellers (kappa 
coefficient 0.82, p=0.05). The data is a valuable 
resource of information for the use of cue phrases in 
the DEAL domain as well as how they are lexically 
and prosodically realized. 

1.2 The KTH Connector 

During 2005-2007 I was involved in the development 
of the KTH Connector, a spoken dialogue system 
acting as a personal secretary. Within this project I 
conducted an experimental study (Hjalmarsson & 
Edlund, in press) in order to see how human-like 
variability is perceived in the context of a spoken 
dialogue system. Human-human dialogue data were 
collected and used to simulate a system with human-
like variability by replacing one of the human parties 
in the recordings with a synthetic voice. The task was 
for non-participating listeners to compare two different 
versions of system behaviour in a dialogue. One 
version was an imitation of a human behaviour and 
one version was constrained to contain less variability. 
The results support that the system version based on a 
human speaker was perceived as more human-like, 
polite and intelligent compared to a system version 
with less varying behaviour. 

1.3 AdApt 

My master’s thesis project was a data collection of 
human-machine dialogue which was used as a basis 
for a PARADISE evaluation and a qualitative study of 
various dialogue parameters in AdApt (Hjalmarsson, 
2005). The aim of the AdApt project was to study 
human-computer interaction in a multi-modal 
conversational dialogue system. The tasks of the 
system are associated with finding available 
apartments in Stockholm. 



2 Future of Spoken Dialog Research 

The research issues of today, including how to detect 
and recover from speech recognition errors, perform 
user evaluations and develop components which can 
be used across applications, will likely be urgent for 
many years. However, if future dialogue systems are 
used within a wider range of applications, including 
systems for entertainment and tutoring, these issues 
needs to be reconsidered. Depending on which type of 
dialogue systems we aim at, we need to find out what 
is crucial for that particular type of system. We also 
need methods to evaluate single components, 
components in combination as well as entire systems 
at different stages of system development (Edlund et 
al., in press).  

3 Suggestions for discussion 

• How can we build dialogue systems which 
give the users a sense of talking to a system 
with human-like conversational capabilities? 
If aiming at spoken dialogue systems 
coherent with a human metaphor, i.e. which 
evoke us to talk to it as talking to another 
human, we might need to consider how to 
build dialogue systems that model an 
extended set of human dialogue manners 
including grounding strategies, incremental 
processing and disfluencies such as 
repetitions, hesitations and restarts.  

• Human computation has shown to be an 
effective way to collect large amounts of data 
for various tasks for which humans are better 
suited than computers. Good examples of 
such experiments are the ESP game 
(http://www.espgame.org/, von Ahn) and 
Paek et al. (2007). Much of the effort when 
building spoken dialogue systems lies in 
colleting speech and human strategies within 
the target domain. What type of data can be 
collected and how can we make people 
provide data for free and because it is fun for 
our particular purposes?  

• How can we test theories of interaction 
without building an entire dialogue system? 
Empirical experiments to study particular 
issues are not always studied within fully 
working dialogue systems. How can we best 
benefit and what are the pitfalls of methods 
like Wizard of Oz studies and analysis of 
human-human interaction? 
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1 Research Interests

My research interests broadly cover machine learning
in spoken dialogue systems with a special focus on how
an interactive system adapts to the environment it is de-
ployed in and how it automatically learns from its own
experiences without any explicit help from the develop-
ers of the system. I am particularly interested in learning
more about techniques that help spoken language inter-
faces to perform in a robust manner and error-handling
strategies that would improve the efficiency of the dia-
logue between the system and the user. I am in the first
year of my doctoral studies and I am still exploring more
about my intended area of research.

Even with the current state of the art Automatic Speech
Recognition (ASR) systems, ASR errors are inevitable
and they significantly compromise the end-to-end perfor-
mance of the spoken dialogue system (SDS).In their in-
teractions with SDSs, people try to correct these ASR er-
rors in dialogue turns subsequent to the one where the
ASR error occurred. (Litman et al., 2006) describe an
analysis of the various features which distinguish the
above mentioned user corrections from other user input
and discusses the use of machine learning techniques to
identify such user corrections.

Spoken Dialogue Systems usually have little gener-
alization power and are not portable across application
domains. (Ammicht, Fosler-Lussier and Potamianos,
2007) implement application-independent semantic and
pragmatic modules which can be used in dialogue sys-
tem design. This includes an introduction of a domain-
independent semantic representation of the user input that
efficiently represents semantic ambiguity.

ASR confidence scores serve as an initial estimate
of the interpretation error of the user’s input. Ideally,
an SDS should consolidate information from subsequent
user responses to improve and update the scores of the
hypotheses assigned to a particular concept in the system.
(Bohus and Rudnicky, 2006) propose the use of machine-
learning to address this problem. The authors make use
of a representation which keeps track of the k-best hy-
potheses for a given concept at a given time and train a
linear regression model to construct the updated beliefs.

2 Future of Spoken Dialog Research
Speech is the most natural medium for human-human
communication and is increasingly used these days to
interact with computer agents in the form of spoken di-
alogue systems. This is also aided by the remarkable
growth of the basic infrastructure for communications
technology, even in the developing countries.

I believe the main challenge that faces dialogue sys-
tems today is the ability of the system to automatically
optimize its responses while incorporating contextual in-
formation which is learnt from interactions with the user.
This problem is further complicated by the limitations of
current speech technologies, especially for recognition.
Thus, in order to make the human-machine interaction
successful, another hurdle that current dialogue systems
need to cross is to devise effective strategies for deter-
mining when a dialogue is not proceeding as expected
and choosing a mechanism to deal with the error once it
is detected.

3 Suggestions for Discussion
• Current spoken dialogue systems are not sufficiently

robust and one of the most important challenges fac-
ing these systems is their lack of flexibility when
faced with understanding errors. What are the var-
ious error-detection and repair strategies that could
be employed after the ASR stage to improve the end-
to-end performance of these systems?

• The purpose of a practical dialogue is to achieve a
concrete goal. The language used in practical dia-
logue, while large, is small relative to the full com-
plexity of human discourse. (Allen, et al., 2000)
People tend to stay within this subset of language
when their main focus is on achieving a stated
objective. Most of the current dialogue systems
are largely goal-oriented and thus support practi-
cal dialogues. How can we use machine learning
techniques (Reinforcement Learning, Markov De-
cision Processes) to help such systems enable dy-
namic contextual interpretation and generation of re-
sponses?
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1 Research Interests 

I am investigating the use and the effectiveness of rich 
behavioral strategies for conversation. In particular, I 
am interested in the use of social conversational be-
havior in multi-user task domains like collaborative 
learning. Some interesting characteristics of social 
behavior include: several interpersonal aspects includ-
ing emotion, personality and social role comprise 
social behavior; social behavior like greetings can of-
ten be detached from task oriented behavior suggesting 
reusability of behavior across task domains; interplay 
of social and task oriented behavior presents interest-
ing issues related to prioritization and coordination
of conversational behavior. 

1.1 Past work 

In our work, we have developed tutorial dialogue sys-
tems for domains such as thermodynamics, calculus, 
middle school math, earth sciences, physics, psychol-
ogy, civics, etc., but our most long term and focused 
effort has been in the context of the CycleTalk project 
(Rosé et al., 2006). In this project, we have evaluated 
the use of Conversational Agents playing the role of 
tutors in learning environments. These learning envi-
ronments are interfaces like instant messengers and 
chat rooms and include one or more students working 
on a given exercise while the tutor helps the students. 

In the process of development and evaluation of tu-
torial dialog systems, we have identified requirements 
for a framework suitable for building such systems. 
We have also identified behavioral shortcomings on 
the agent’s part, having which may help in their peda-
gogical effectiveness. 

Framework Requirements Conversational Agents 
used for educational applications need to be integrated 
with variety of learning environments ranging from 
chat rooms to simulators to virtual worlds. Agents 
built for such applications need to be able to detect and 
respond to events like problem completion, incorrect 
use of concept, etc. This calls for a need to have a 
framework with elegant and scalable integration of 
procedural as well as event driven behavior. Finally, 

such agents should have decomposable behavior to 
allow reusability and ease distributed development. 

Behavioral Shortcomings While agents acting as 
tutors are effective at helping students learn (Kumar et 
al., 2007), we observe that the students often ignore 
the tutors in the presence of another human in setting 
like collaborative learning. We also observe that the 
students, who participate in more instructive conversa-
tional turns with the tutor, learn more. This led us to 
hypothesize that tutors capable of exhibiting social 
behavior to engage the students may be more effective. 

1.2 Ongoing work 

Recently, we have developed Basilica as a framework 
for developing conversational agents. The underlying 
motivation of this framework was to serve the re-
quirements I have listed earlier. Basilica takes a de-
composition stance on development of intelligence. 
Each Intelligent behavior that is part of a conversa-
tional agent is identified and developed as a separate 
component. We argue that this approach enables re-use 
of behavioral components. Also, this facilitates inte-
gration by isolating the components required for the 
integration of the agent with external environments.  

Basilica: A new framework Basilica (Kumar et al., 
Submitted 2008) is an event-driven framework, which 
enables development of conversational agents by using 
two basic types of behavioral components, namely 
Actors and Filters. The components communicate us-
ing Events. The Actor component, as the name sug-
gests displays behavior. Filters on the other hand 
observe behavior. Behavior and data are encapsulated 
into Events. We adopt a programmatic approach to 
development compared to other frameworks which use 
proprietary specification and scripting languages. Each 
component is a Java class. We preserve the benefits of 
using a scripting language by building wrapper com-
ponents. We have built a wrapper component for 
scripts developed using the TuTalk authoring tools 
(Cui and Rosé, 2008). More details on the intricacies 
of this framework are beyond the scope of this paper. 

Social Behavior and its Effect Based on the finding 
about the shortcomings of agent behavior, we used 



Basilica to implement new social behavior alongside 
the instructional behavior already exhibited by the 
older versions of our conversational agents. We have 
found that social conversational behavior exhibited by 
agents is effective in changing the user behavior to-
wards the agents (Chaudhuri et al., 2008) as well as 
their behavior towards each other (Kumar et al., 2007). 
However, this kind of behavior has not been successful 
at influencing the outcome measures related to task 
success. Currently, our hypothesis is that the social 
behavior in conversation causes a change in the inter-
personal dynamics between the interlocutors. This 
change is measurable by questionnaires and conversa-
tion analysis methods. On the other hand, the influence 
of the change in interpersonal dynamics on learning 
takes time and an experiment conducted over longer 
duration of time may be required to find this effect. 

2 Future of Conversational Agent Re-
search

Conversational agent and dialog system research in the 
near future may move into the development of systems 
which interact with more than one user at a time. The 
role of the conversational agent may shift from being 
an active participant to an occasional contributor for 
some of these applications. The emergence of such 
agents may be driven by the popularity of multi-user 
virtual environments like Second Life. In such envi-
ronments and applications, the agents may need to 
exhibit behavior other than typical task oriented be-
havior in order to maintain its presence among the 
users (Kumar et al., Submitted 2008). 

The switch from single-user to multi-user scenarios 
as well as the need for social behavior alongside task 
oriented behavior will present new and interesting 
challenges to this research community. Some of these 
challenges include coordination and prioritization be-
tween different behavioral components, design and 
evaluation of the strategies used to create social behav-
ior, identification and adoption of participant roles, 
tracking change in interpersonal dynamics, etc. 

I believe one way to approach these issues would 
be to develop experimental applications in which mul-
tiple users would participate in a useful activity while 
being supported by one or more conversational agents. 

3 Suggestions for discussion 

� Emerging application domains where multi-
ple users and agents can work together. 

� The role of the agents in such domains. 
� Frameworks support required for develop-

ment of agents in such domains. 
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1 Research Interests

My research interests lie generally in models of individ-
ual differences in language, with a special focus on user
modelling, stylistic natural language generation and
theories from personality psychology.

1.1 Past work

I’ve recently completed my Ph.D. thesis on statistical
models for detecting and conveying linguistic variation
in dialogue systems. Although there are many ways to
express any given content, most dialogue systems do not
take linguistic variation into account in both the under-
standing and generation phases, i.e. the user’s linguistic
style is typically ignored, and the style conveyed by the
system is chosen once for all interactions at development
time.

Over the past few years, psychologists have identi-
fied the main dimensions of individual differences in hu-
man behaviour: the Big Five personality traits (Norman,
1963). The Big Five traits are hypothesised to provide a
useful computational framework for modelling important
aspects of linguistic variation. My thesis first explores
the possibility of recognising the user’s personality using
data-driven models trained on essays and conversational
data (Mairesse et al., 2007). I then tested whether it is
possible to generate language varying consistently along
each personality dimension in the information presenta-
tion domain. I implemented PERSONAGE: a language
generator modelling findings from psychological studies
to project various personality traits (Mairesse and Walker,
2007). PERSONAGE was used to compare various gener-
ation paradigms: (1) rule-based generation, (2) overgen-
erate and select and (3) generation using parameter esti-
mation models—a novel approach that learns to produce
recognisable variation along meaningful stylistic dimen-
sions without the computational cost incurred by over-
generation techniques. These generation methods were
evaluated based on human judgements, showing that hu-
man judges can detect the personality conveyed by the
system’s utterances, even if multiple traits are projected
simultaneously (Mairesse and Walker, 2008).

1.2 Current and future work

While my previous work has focused on dialogue system
components (user modelling and natural language gener-
ation), I recently joined Cambridge’s Dialogue Systems
group in order to develop statistical models for semantic
parsing and language generation, and to test these com-
ponents within a fully trainable dialogue system. This
work is part of the CLASSiC project fudned by the Euro-
pean Union. In the future, I am hoping to test various hy-
potheses about personality-based alignment in different
dialogue tasks, in order to evaluate the benefits of mod-
elling user characteristics linguistic cues, as well as to
assess what style or personality is the most suitable given
a specific dialogue application (e.g. information presen-
tation, intelligent tutoring, interactive drama).

2 Future of Spoken Dialog Research

I believe that modelling linguistic variation can greatly
improve the interaction in dialogue systems, such as in
intelligent tutoring systems, video games, or informa-
tion retrieval systems, which all require specific linguistic
styles. Previous work has shown that linguistic style af-
fects many aspects of users’ perceptions, even when the
dialogue is task-oriented (Cassell and Bickmore, 2003;
Wang et al., 2005). Moreover, users attribute a consistent
personality to machines, even when exposed to a limited
set of cues (Reeves and Nass, 1996), thus dialogue sys-
tems manifest personality whether designed into the sys-
tem or not.

I thus believe that the future of dialogue system re-
search is to produce systems that can control that vari-
ation in a scalable way. This scalability will require
moving towards data-driven approaches at all levels of
the output generation, i.e. controlling the level of ini-
tiative, the language generation process and the speech
synthesis module in a consistent way. While previ-
ous research has produced highly trainable components
(e.g. speech recogniser, text-to-speech engine), young re-
searchers will need to focus on how to make the language
understanding, dialogue management and language gen-
eration components re-usable across domains.



3 Suggestions for Discussion

• Dialogue system personalisation: is it important to
model the system’s output style, and if so what kind
of style or personality should the system convey for
different dialogue applications (e.g. intelligent tu-
toring systems, tourist information presentation, fi-
nancial information retrieval)?

• In the near-future, will data-driven methods remove
the need for rule-based knowledge in all dialogue
system components?

• What issues need to be solved before all dialogue
system components become truly re-usable from
one domain to the other (e.g. dialogue manager, lan-
guage generator)?
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1 Research Interests
My research interests lie in the domain of spoken dia-
logue systems for human-robot interaction. As part of
the TeamTalk project, I work on improving how multi-
modal robots can better interpret spatial language and
their environment. Our project’s domain requires that hu-
mans and robots work together on a “treasure hunting”
task. I rely on the principle of grounding for my research
efforts. Currently, I am exploring the capabilities of spa-
tial perspective-taking in human-robot dialogue.

1.1 Spoken Dialogue Systems for Surveys
My undergraduate research included building a spoken
dialogue system for course-based surveys with the assis-
tance of colleagues in the Computer Science Department
at Stony Brook University. My chief responsibilities were
to design, implement, and evaluate an automated course
evaluation system called the “Rate-A-Course System”
(Stent et al., 2006). This system allowed people to set
their own goals for the conversation, such as how many
topics to discuss about a course and in what order to dis-
cuss them. For my honors thesis, I designed and con-
ducted experiments with human participants to study how
speech-driven dialogues can adapt to users. Our project
goal was to understand what dialogue designs were most
effective when interacting with users that have specific
goals in conversation.

1.2 Adaptive Human-Robot Dialogue
In past research, I investigated the cognitive and social
aspects of robotics at the Carnegie Mellon University
Human-Computer Interaction Institute. I studied how
robots might adapt to the existing knowledge of novices
and experts via dialogue interaction. Pearl, an interac-
tive robot from the CMU Robotics Institute, was used in
our experiments. We investigated whether, given a topic
of conversation such as cooking, Pearl should use tech-
nical terms with experts but longer explanations of those
terms with novices. One of my responsibilities was to en-
hance Pearl’s existing adaptive dialogue system. I did this
by increasing the number of appropriate responses Pearl
could give to participants’ questions about cooking tools.
When we compared responses of novices and experts, we

found that novice cooks appreciated Pearl and performed
best when it gave detailed explanations of the tools rather
than the tool names alone (Torrey et al., 2006). By con-
trast, expert cooks found Pearl patronizing when it gave
them detailed explanations of the tools.

As an intern at the Naval Research Laboratory, I devel-
oped a scenario for disambiguating dialogue in a human-
robot team (Fransen et al., 2007). In this scenario, two
people are directing a mobile robot to retrieve an item
from a dangerous area. In order to improve the ability of
the robot to disambiguate dialogue spoken by the team
members, I worked with graduate students to integrate
several functionalities into the robot, including gesture
recognition, sound localization, and natural language un-
derstanding.

1.3 Spatial Human-Robot Dialogue

Currently, I am working with other members of the
TeamTalk project and the larger Boeing TreasureHunt
project under the supervision of Dr. Alex Rudnicky. This
project investigates how robots can better collaborate
with humans using speech and dialogue with the goal of
finding “treasures” in a real-world location. I helped pre-
pare the current version of the virtual TeamTalk system,
along with a research associate and a summer intern. This
simulation, built using the USARSim system, provides us
a vehicle to test our spoken dialogue system without the
need to manage actual robots (Balakirsky et al., 2006).
The system is built using the RavenClaw/Olympus Dia-
logue Architecture (Bohus et al., 2007).

I am currently exploring the capabilities of spatial
perspective-taking in human-robot dialogue. We want
to find out how spatial perspective-taking, both in refer-
ence to members of a human-robot team and to objects
in the environment, can be incorporated into the current
TeamTalk platform. This included developing a small
scenario that we could begin to study. I am also learn-
ing more about the dialogue concept of grounding for this
work.

Our exploration of spatial perspective-taking in
human-robot dialogue has led us to design an experiment
to assess how humans give simple dialogue commands in
reference to members of a human-robot team. We have



developed this experiment in order to conduct it formally
with human participants. I have also conducted a litera-
ture review of spatial reasoning, spatial language, and its
applications in human-robot interaction.

1.4 Future Work with Human-Robot Dialogue
We intend to expand the experimental stimuli from
snapshots of scenarios to real-time interaction with the
TeamTalk virtual system in the near future. After I con-
duct a formal experiment on spatial perspective-taking in
human-robot scenarios, I plan to develop the TeamTalk
dialogue engine with a spatial reasoning component. I
intend to base it on what humans typically say when giv-
ing spatial commands from my experiment. Once we are
established on a spatial reasoning component that can re-
fer to team members in a scenario, I plan to extend the
component to reference objects in the environment of the
human-robot dialogue scenario.

2 Future of Spoken Dialog Research
Interactive spoken dialogue applications will steadily in-
crease in popularity over the next decade. This is depen-
dent upon public acceptance of these systems, which have
often frustrated the general public due to poor design and
implementation. We should see a decrease in the number
of call centers answering customer service phone lines,
for example. I also expect that as the field of robotics ex-
pands, dialogue will become an increasingly greater need
given the wide range of tasks that robots can perform.
Our generation of spoken dialogue researchers should be
able to develop formalized, accepted methods for evaluat-
ing spoken dialogue systems. Also, our generation should
be able to analyze and improve the fine-grained aspects
of human-computer dialogue to improve everyday inter-
actions with public users. I think that grounding will be-
come an even more ever-present concept that dialogue re-
searchers must rely on when designing effective spoken
dialogue systems. Attaining these goals requires that for-
mal user studies be performed with publicly accessible
spoken dialogue systems. In addition, these goals will
require our generation of dialogue researchers to educate
incoming students in our departments about the impor-
tance of spoken dialogue applications and the need for
more researchers in the field.

3 Suggestions for Discussion
• Cognitive plausibility: What is the cognitive plausi-

bility of existing spoken dialogue systems? Do they
manage dialogue in a way that the cognitive science
community would find acceptable?

• Environment interaction: How can we have spoken
dialogue systems better process changing informa-
tion about the environments of their applications?

• Spoken dialogue design: How can we best minimize
the chance that speech recognition errors irritate the
users of our systems? Will this require more careful
design of dialogue prompts?

• Appealing to the next generation: What kind of ap-
plications should we discuss with new members of
our departments to excite them about dialogue re-
search? Should we be discussing new “killer apps”?
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1 Research Interests 

My research is related to spoken human-computer 
interaction (SHCI) in vehicles, with particular em-
phasis on the influence of different aspects of the 
SHCI and other factors on driving safety and perfor-
mance.

1.1 Motivation 

The motivation for this research comes from two 
prominent characteristics of our society: driving and 
using in-car devices. Given the large amount of time 
that people on average spend behind the wheel (Lowe, 
2005) and the increasing availability of computing 
resources that can be used inside a vehicle, many com-
panies have introduced a number of mobile devices for 
drivers into the consumer market. Some wide known 
examples are cell-phones with hands-free dialing, GPS 
navigation devices, live traffic reports, in-car multime-
dia, etc.     

1.2 Past, Present and Proposed Future Work 

Since we are exposed to this trend of increasing num-
ber of in-vehicle devices, the question that naturally 
comes to mind is how drivers cope with this? With 
more and more states adopting legislation barring the 
use of mobile devices in cars (Governors Highway 
Safety Association, 2008), speech user interfaces that 
allow drivers to dial numbers or control multimedia 
hands-free are becoming increasingly common. One 
example is Ford Sync (Ford Motor Company, 2008) 
that allows drivers to make phone calls and control 
their music selection hands-free. Also, in our work at 
the University of New Hampshire, we have deployed 
an in-vehicle speech user interface for the Project54 
system (Kun et al., 2004). The Project54 system inte-
grates multiple devices in a police cruiser such that 
they can be controlled using voice commands. Speech 
was always anecdotally associated with the safest way 
of communicating with in-vehicle devices. In order to 
confirm this, we compared the influence of the manual 
user interface and the Project54 speech user interface 
while interacting with the police radio on driving per-

formance (Medenica and Kun, 2007). Our results 
showed that manual interaction decreased driving per-
formance significantly, while speech interaction did 
not. But, in our recent study (Kun et al., 2007), we 
have explored the effects of speech recognizer accura-
cy, press-to-talk (PTT) button and dialogue repair of 
an in-car speech user interface on driving performance. 
Our results showed that poor speech recognition per-
formance negatively influences driving performance. 
We also found that when the speech recognition per-
formance is poor, having to use a PTT button results in 
worse driving performance than when using ambient 
recognition. This stands as a proof that there is no ab-
solutely “safe” technology and that further studies are 
necessary to investigate the possible negative effects 
that those may introduce. 

The main problem here is that the effect of differ-
ent in-car technologies on the psychology and driving 
performance of users has not been adequately ad-
dressed in the research literature. A related problem is 
that of determining how to integrate these technologies 
so as to reduce the threat of accidents. Ideally, speech 
interaction should not introduce any impairment to the 
primary visual and cognitive task of driving. However, 
as was shown in our study above, this is not always the 
case. Our research endeavors to address such questions 
using a state-of-the-art driving simulator, an eye-gaze 
tracker, and physiological metrics. 

One important question is how should in-car tech-
nologies be assessed for their impact on driving per-
formance? In the past, different researchers used 
different variables, such as reaction time (Chisholm et 
al., 2007), crash and near-crash rates (Neale et al., 
2005), etc. However, because of different experimental 
conditions and used measurements, it is very difficult 
to compare and reuse different studies and to draw 
clear conclusions from them. 

Our goal is to create standards for evaluating in-car 
user interfaces and to use these standards to evaluate 
the influence of the characteristics of speech user inter-
faces on driving performance. In order to make the 
results easy to interpret and compare, we will design a 
set of standardized obstacle tests in a driving simulator 
that ordinary drivers would be able to navigate without 
accidents, if they focus their attention on the driving 



task. This way we would be able to precisely measure 
the impact of in-car devices and their interfaces on 
driving performance. Our hypothesis is that there are 
three factors (and their interactions) that will have an 
effect on driver’s response in the obstacle test: 

• Level of visual and cognitive load caused by 
different road conditions, 

• Speech user interface characteristics (recogni-
tion accuracy, interface type – command-and-
control or natural language processing, PTT 
button location), 

• Psychological state - driver emotions com-
bined with speech interaction (Nass and 
Brave, 2005). 

Understanding these characteristics will not only be of 
scientific interest, but will also be of practical value to 
vehicle user interface designers. Thorough analysis of 
these characteristics will reveal which of them are sta-
tistically significant, which would enable us to develop 
statistical models that would predict situations when 
breakdowns in driving performance are likely to occur. 

2 Future of Spoken Dialog Research 

We are witnessing an almost exponential increase of 
the number of vehicles on our roads. Also, technologi-
cal advances are introducing more and more electronic 
devices into vehicles that are supposed to make time 
spent in vehicles more enjoyable and productive. 
Looking at this trend we can expect cars to become 
“docking stations” where users would be able to add 
their own devices as they desire. Speech has proven to 
be a very efficient way of handling these technologies, 
but more research has to be done in this area to elimi-
nate potential harmful interference of the characteris-
tics of the speech user interface and other factors that 
can impair the main task of driving. 

3 Suggestions for discussion 

Some of the topics for discussion are: 

• Ways of designing speech-user interfaces in 
vehicles, 

• How to incorporate affective cues into 
speech-user interface system, 

• Influence of emotions on subject’s perception 
of the speech-user interface quality. 
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1 Research Interests 

My broad field of research includes automotive spo-
ken language systems and multimodal ubiquitous 
systems. Specifically, I am interested in researching 
different modalities of push-to-talk speech user in-
terface activation and how these systems affect driv-
ing and spoken language system usage in vehicles. I
am also investigating how different wearable push-to-
talk solutions (e.g. glove) could create a continuous, 
ubiquitous speech user interface experience in and 
outside a vehicle.  

1.1 Push-to-talk glove 

In a recent study (Kun et al., 2007), our group has 
found that push-to-talk usage, which is one character-
istic of the Project54 in-car speech user interface (Kun 
et al., 2004), influences driving performance. This 
motivated us to explore other possible push-to-talk 
(PTT) solutions, which could have a lesser impact on 
driving. Therefore I proposed a wireless PTT glove 
solution, which allows the user to activate the Pro-
ject54 speech user interface in a less restrictive way 
compared to the fixed PTT. We performed a pilot 
experiment with this PTT solution in our high-fidelity 
driving simulator (Palinko and Kun, 2008a). The sub-
jects drove a city scenario, which consisted of intersec-
tions, straight portions and curvy roads. The results 
show that when using the glove, participants tended to 
operate the PTT in positions other than that provided 
by the fixed PTT button, which is positioned on the 
crossbars of the steering wheel. The glove also signifi-
cantly reduced reaction times of operating the PTT, 
while taking turns at intersections.   

1.2 Steering wheel sensor 

In order to provide an even less restrictive and more 
transparent PTT activation method, we integrated 
pressure sensor strips onto the perimeter of the steering 
wheel. In our paper describing this system (Palinko
and Kun, 2008b), we hypothesize that a steering wheel 
could provide an effective PTT sensing surface with-
out a negative influence on driving performance. In 

our experiments, participants drove in a city scenario, 
while activating the speech recognizer by double-
tapping on the steering wheel sensor. This solution 
was compared to the standard fixed PTT activation 
method. The results show, that the new system does 
not degrade the driving performance of subjects as 
compared to using the fixed PTT button. In post-
experiment interviews, the participants reported find-
ing the steering wheel sensor to be an interesting, use-
ful and convenient method of PTT activation.  

1.3 Push-hold-release vs. push-release 

I am currently conducting an experiment with 20 
subjects which will evaluate how different aspects of 
in-car speech user interface design influences driving 
performance. The experiment focuses on speech 
recognizer accuracy, PTT activation method (glove vs. 
fixed), and PTT activation sequence. I am 
investigating two activation sequences: push-hold-
release and push-release. In the first one, subjects push 
and hold down the PTT button while issuing 
commands, while in the second one they just push and 
release the PTT indicating the starting point of an 
uterance. In this case the end point is automatically 
detected. We hypothesize that the latter approach will 
have a beneficial effect on driving performance, since 
the push-button does not have to be held down for a 
longer period of time (1-2 seconds). The holding 
action may interfere with driving in curves or while 
taking turns, since the driver’s hand must be held at a 
constant position on the steering wheel for some time. 

1.4 Ubiquitous computing with the PTT glove 

In the near future, we plan to transform our in-car 
wireless PTT glove into a ubiquitous input device that 
first responders (mainly police officers) could use in-
side and outside their vehicles. The PTT glove will 
become the PTT solution for our handheld system, 
which connects directly to the Project54 base system 
inside the vehicle. This will allow officers to issue 
speech commands to the handheld, without actually 
having to push buttons on the device. The speech 
commands will be relayed to the in-car system. The 
current version of our handheld application uses the 



handheld’s built-in buttons for PTT activation and it is 
discussed in a recent paper by our group (Fekete and 
Kun, 2008). 

2 Future of Spoken Dialog Research 

In my opinion spoken dialog research should address 
the question of providing a more natural speech dialog 
environment. In such a system, the user would feel 
more comfortable talking to a spoken dialog system, 
since the machine would successfully mimic an 
intelligent speaking partner: it should be able to detect 
different emotions in the speaker’s voice and it should 
provide appropriate prosody in its voice, even show 
compassion or share a laugh. Much attention should be 
focused on avoiding misinterpretation of the user’s 
emotional status. In the case of a misinterpretation, the 
users could feel that the spoken dialog system is trying 
to mock their feelings and might consider it to be an 
unworthy speaking partner (Nass and Brave, 2005).  

In order to be able to develop such semi-intelligent 
spoken dialog systems, it is necessary to deepen our 
understanding of human-human speech interaction. 
One of the steps in that direction is to be able to detect 
and interpret multi-threaded speech dialogs (Shyrokov 
et al., 2007). Another obvious need is to detect and 
analyze emotions in human-human and human-
computer conversations, e.g. by applying speech 
processing techniques in order to analyze prosody. 

3 Suggestions for discussion 

Proposed discussion topics: 

• Emotionally aware spoken dialog systems. 
How to get there? 

• Need for push-to-talk signaling for speech 
interaction in noisy conditions (e.g. in-car) 
with multiple speech sources (e.g. driver and 
multiple passengers). 

• Speech interaction with vehicles. Should cars 
be perceived by drivers as semi-intelligent or 
should the vehicle not display signs of 
situation awareness using speech?  
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1 Research Interests
My research interests lie generally in the area of spoken
dialogue systems with particular interest in software en-
gineering techniques to dynamically integrate struc-
tured knowledge sources, like databases and ontolo-
gies (Paulo Pardal, 2007), and in evaluation frameworks
that allow measuring the advantages. The challenges of
creating tutorial and educational systems that can be
used by the general public at their homes, schools or
museums are also part of my research. This includes the
use of general resources like those usually provided by
Question-Answering systems (Mendes, 2008). Finally, I
am also interested in the creation of emotion models to
enrich the agents with emotional behavior that changes
according to the dialogue’s flow and the systems’ success.

1.1 Background and related work
DIGA (DIaloG Assistant), the domain-independent
framework for Spoken Dialogue Systems of L2F was cre-
ated back in 2000 (Mourão et al., 2004) The framework
is highly inspired on the TRIPS architecture (Allen et al.,
2005): it is frame-based and is used to build domain-
specific dialogue systems. Every domain is described
by a frame, composed by domain slots that are filled
with user requests. Several systems were already cre-
ated with this framework: a bus ticket vending system,
that provides access to buses timetables; a digital vir-
tual butler named Ambrósio that controls home devices;
a prototype system that helps the user perform some task
(tested for cooking and automobile repair domains); and
two telephone-based systems (home banking and digi-
tal personal assistant). Ambrósio is publicly available
at the “House of the Future” (www.casadofuturo.org), on
the Portuguese Telecommunications Museum since 2003.
The telephone-based systems were developed under the
project TecnoVoz (www.tecnovoz.pt), a Portuguese na-
tional consortium including Academia and Industry part-
ners. The integration of the framework into commer-
cial products led to a major reengineering process (Mar-
tins et al., 2008b). Also, some improvements on the
parsing method were needed to deal with different data
types (Martins et al., 2008a).

1.2 Past and current work

Most practical dialogue systems are designed for a spe-
cific task, and even if the authors were concerned with
possible future extensions, integrating new tasks is al-
ways a challenge. Work has been done to take advantage
of some programming paradigms to ease this process.
Dynamic integration of new tasks according to some kind
of structured knowledge is an interesting research topic.

The use of databases has been shown to ease the ex-
tension of a system to new tasks since we can extract do-
main knowledge from the tables’ structure and create sys-
tems that generically use that kind of information. Given
that the ontologies can be seen as an upgrade of databases
(whereas richer information can be stored) a new method-
ology will be proposed that will use domain knowledge
collected in a ontology, gathering the (currently scattered)
domain knowledge into a specific module. This will help
when introducing new languages in the system; it also
pushes the dialogue phenomena into a specific module
that can be reused across different systems. Better mod-
ule APIs are needed to do so.

To test this possibility, an ontology for the cooking do-
main concepts was built (Ribeiro et al., 2006) that was
later populated with information automatically extracted
from books and web sites with a natural language spe-
cific tool (Machado, 2007). Also, a first prototype was
built that helps the user with the tasks needed to perform
a chosen recipe.

Current work includes a survey of the state of the art
and a technical report summarizing the existing dialogue
systems (with a categorization according to the tasks that
are performed and to the information that is used); and
the systems using ontologies. Also a state of the art on
generic systems that takes advantage of the use of on-
tologies (against the sole use of databases).

1.3 Future work

After DIGA has been tested as a simple tutorial system
(where the system, instead of receiving orders, instructs
the user to perform some steps towards a selected task),
I will adapt the existing module to take advantage of on-
tological knowledge. The current version loads recipes



from a basic XML file. The next version will obtain that
information from the database populated according to the
cooking ontology. Later I will include the ontological
knowledge in the system and will measure the impact of
gathering the knowledge in a single data source. It is my
belief that we can extract all the domain-specific knowl-
edge that needs to be included in the systems’ modules
from a domain-specific ontology (vocabulary to recog-
nize and use, domain terminology and thesaurus, transla-
tions between natural language and domain-specific key-
words, etc.). It will also be interesting to declare new
dialogue systems as instances of an ontology stating the
needed information to declare a system. To allow real-
time responses to the users it might be necessary to create
some optimization mechanisms that process the knowl-
edge stored in the ontology offline in order to enhance
the integration at runtime.

2 Future of Spoken Dialog Research
Currently spoken dialogue systems are proposed only
when no other input modalities are available (like when
there is no access to a keyboard or when the user has some
kind of special need – blind, reduced accessibility, etc.)
However, we should consider the use of speech whenever
it is natural. That would be easier if interaction with this
systems was more natural (more similar to human-human
interaction).

Research in psycholinguistics has shown that contin-
uous understanding plays a major role in language un-
derstanding by humans. This can be seen by the com-
pletion of what the interlocutor is saying or by response
earlier than the end of a sentence. Capturing human con-
tinuous understanding behavior in a multimodal dialogue
corpus (Gomez-Gallo et al., 2007) is an initial step to-
wards natural interaction.

When human-computer interaction approaches
human-human interaction, people will feel comfortable
on delegating some tasks to a digital helper while they
will concern themselves with some other tasks. This
also needs to consider the right time to interrupt and
managing priorities.

3 Suggestions for Discussion
• Question-Answering: architectural needs and dia-

logue handling to take advantage of the knowledge
store in the database/ontology.

• Teaching SDS (methods, frameworks, evaluation)
and SDS for Teaching (tutorial and educational ap-
plications).

• Evaluation: universal metrics for comparing dis-
parate systems, tasks, languages and modalities; ex-
pert systems against rapid development frameworks.
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1 Research Interests 

My main research interests lie in spoken dialogue 
systems (SDSs) incorporating nonverbal channels of 
communication, focussing particularly on user-
centred quality evaluation.

1.1 Past and ongoing research: ECAs 

At GAPS (the Signal Processing Applications 
Group at UPM) we have been studying a variety of 
contexts of multimodal human-machine interaction in 
which dialogue systems are very much at the core. Our 
main goal is to improve the robustness of human-
machine communication while making the experience 
for the users as efficient and enjoyable as possible. 

We have developed several interaction platforms to 
test various modalities of interaction for a variety of 
purposes. One such platform enabled us to compare 
several forms of biometric access (fingerprint, signa-
ture, voice and iris recognition), using either only text 
prompts to guide the user, or spoken messages accom-
panied by an avatar. We found that, overall, the pres-
ence of an avatar tended to enhance the feeling of 
pleasantness and the perception of ease of use. How-
ever, the concern over privacy was intensified. 

In another study we sought to find the effects that 
incorporating an embodied conversational agent 
(ECA) might have on the usability, efficiency and user 
acceptance of an identity verification system relying 
on voice recognition. In this case we have a spoken 
dialogue interface which incorporates an animated 
figure. Again, interaction with an animated figure was 
more efficient and enjoyable, but it also enhanced us-
ers’ privacy concerns (Hernández et al., 2007). 

We then tested an application to remotely control 
home devices (i.e., a domotic system). Again, we 
compared two spoken dialogue interfaces: one with 
and the other without a gesturing ECA onscreen. In 
addition to the gestures designed to show the state of 
the dialogue and the system’s level of recognition con-
fidence, and also those to keep users in a positive 

frame of mind when recognition errors occurred, we 
tried out a proxemic code to mark dialogue turns. Our 
gestural and proxemic cues helped users in their inter-
actions with the system, making these more fluent, and 
the users more confident. The error management 
strategies we tried (e.g., implicit confirmation of in-
formation, apologising and showing special interest in 
getting it right in the following attempt) seem to work 
better when accompanied by appropriate gestures. On 
the other hand, we did also found mild evidence that 
an ECA can cause users to initially overestimate the 
system’s conversational capability, leading to some 
degree of disappointment after the interaction. 

1.2 Past and ongoing research: evaluation 

A related area of research we have been working 
on is dialogue system evaluation. We may identify two 
main goals of user-centred evaluation: the first is to be 
able to establish the users’ overall opinion of the 
“quality” of a dialogue system as a whole, and possi-
bly of a variety of system characteristics (such as intel-
ligibility, quality of recognition, fluency or “cognitive” 
ability); the second is to develop models with which 
the users’ perception of quality may be predicted from 
a set of parameters. We have chosen to focus on the 
facet of quality that has to do with user acceptance, 
which in turn has elements of user satisfaction and 
inclination to use the system. 

Various evaluation schemes have been proposed in 
the literature, but as far as we know there is no stan-
dard procedure to evaluate dialogue systems in spe-
cific contexts, such as enrolment and verification 
dialogues for speaker authentication systems, which, 
as we mentioned earlier, is an area of research we have 
payed special attention to. Nor have we found well 
defined and tested guidelines to evaluate multimodal 
dialogue systems that include a humanlike figure in the 
visual communication channel (an ECA), or standard-
ised approaches to take user emotions into account. 

What we have done in order to incorporate these 
aspects in our evaluations is to follow the ITU P.851 
recommendation (ITU-T P.851, 1999) on question-
naire design for the evaluation of spoken dialogue sys-



tems for general telephone services, and expand it to 
include dimensions (as sets of questions) to evaluate 
user perceptions related with secure access and with 
the ECA. Inspired by Möller’s taxonomy of quality 
factors (Möller et al., 2007), in our approach we com-
bine user’s responses to questionnaires with perform-
ance and interaction data registered automatically. 

Rather than establish a rigid taxonomy of parame-
ters that may be related to user acceptance (understood 
as an overall aspect of quality), we have defined a 
quality-parameter class structure, or frame (since we 
hope it will be useful as a “frame” for modelling), that 
provides a certain conceptual clarity both to further 
develop questionnaires and future experiments and to 
analyse the data obtained in them. The class structure 
arises from considering two orthogonal sets of dimen-
sions. First, from the literature on usability and ergo-
nomics (among which Angela Sasse’s work is 
especially relevant to ours; see, e.g., Sasse (2004)) we 
have extrapolated the notion that three major classes of 
parameters are generally (and implicitly) considered to 
be related to user acceptance: likeability factors (those 
that have to do with the experience of using the sys-
tem), rejection factors (those that can only have a 
negative valence) and perception of usefulness (those 
related with how well the user believes the system is 
suited to the pursuit of the goals she would expect or 
want to achieve by using it). Secondly, the class struc-
ture is further broken down into various levels that 
may be independently subject to, or may independ-
ently affect, user perception. We may distinguish an 
overall system-assesment level, task and goal-related 
levels (here we might have the biometric access task 
and the accessed application), and an interaction-
through-interface level (e.g., a dialogue system with or 
without an ECA). 

2 Future of Spoken Dialog Research 

I believe in the near future we will see an intensifi-
cation of efforts to standardise the specification of 
communication acts –incorporating speech and visual 
communication (e.g., ECA gestures)– for system dia-
logue output. The communication act generation proc-
ess needs to be studied, in the first place to determine 
what stages it should be broken down into. We need to 
know how the system should react to user input as a 
function of the interaction context, how to specify 
multi-layered and multimodal semantic output, from a 
pre-verbal, conceptual stage to a verbal, message and 
gesture-bound one. Efforts from the AI camp centred 
on cognition are already taking off (e.g., the SAIBA 
framework). I believe an HMI counterpart focusing on 
the interaction is needed. 

Multi-layered semantic appraisal of the user’s mes-
sages and behaviour may possibly take longer, but is 
nonetheless also necessary in order to fully achieve a 
human interface metaphor. 

3 Suggestions for discussion 

My suggestions for discussion are the following: 

� What elements of user-centred quality should 
we focus on when evaluating multimodal dia-
logue systems? Identifying factors that affect 
user perception of quality and how to deter-
mine the relevant interrelations. 

� Formalisation of multimodal communication 
act generation. 

� Bridging the gap between the AI and the HMI 
approaches to dialogue generation. 
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1 Research Interests 

I am interested in all aspects of practical spoken dialog 
systems, from speaker adaptation for ASR, to pros-
ody modeling for TTS, to dialog management and, 
most importantly, turn-taking. The main purpose of 
my work is to improve human-machine spoken inte-
raction by enhancing the low level abilities (ASR, 
TTS, channel establishment) of spoken dialog systems. 

1.1 Previous work 

Prosody modeling for speech synthesis 
Originally as part of a class project on TTS, I investi-
gated ways to create more appropriate and natural pro-
sodic contours for dialog utterances. In (Raux and 
Black, 2003), we describe a new method to generate 
F0 contours by concatenating portions of natural con-
tours from recorded utterances, in the same way that 
concatenative speech synthesis generates utterances by 
concatenating portions of waveforms. This approach 
allowed us to build natural yet flexible contours in a 
very limited amount of time (assuming a database of 
the target phenomenon is available) and without re-
quiring an expert to write prosodic rules. 
 
Non-native users of dialog systems 
Another of my topics of research has been non-native 
speakers, and how to improve their experience with 
spoken dialog systems. From data collected with the 
Let's Go system, I studied linguistic (Raux and Eske-
nazi, 2004), phonetic (Raux, 2004), and acoustic dif-
ferences between native and non-native users, and 
proposed a method to guide non-native users' language 
towards the lexical and syntactic structures expected 
by the system through lexical entrainment.  

1.2 Thesis work 

Let’s Go! 
Most of my empirical research is based on the Let’s 
Go! bus information system. Built and maintained in 
collaboration with Brian Langner, under the supervi-
sion of Alan Black and Maxine Eskenazi, Let’s Go! is 
a telephone-based dialog system used by the general 

Pittsburgh population (the system is available at night, 
when the human operators of the bus company are not 
working). In addition to providing large amounts of 
data (40-80 dialogues a day on average), this system 
allows us to directly test the impact of research ideas 
on dialogs with real users. Interesting issues that we 
have faced include how much do users actually listen 
to what the system says, how they respond to different 
prompts, and how to handle non-understandings (Raux 
et al 2005, Raux et al 2006). 
 
Olympus 
Let’s Go! is based on a generic spoken dialog system 
architecture that has been created over the past 10 
years at Carnegie Mellon, starting from the DARPA 
Communicator project. I joined Dan Bohus in his ef-
fort to turn the original Communicator system into a 
domain-independent platform for dialog systems re-
search (Bohus et al, 2007). Our recent efforts, with 
Thomas Harris, have focused on making Olympus 
easier to distribute, install and use, including tutorials 
and documentation, with the idea of making it a true 
large scale open-source project supported by a broad 
community. 
 
Turn-Taking 
While most research in spoken dialog systems has 
focused on task and on dealing with uncertainty in 
speech recognition and understanding, very little atten-
tion has been given to the way the system and the user 
manage turn-taking. In the vast majority of cases, spo-
ken dialog systems assume a rigid turn-taking behavior 
where user input goes through a serial understanding-
dialog management-generation pipeline and turn 
boundaries are detected using only pause information. 
This leads to interaction issues like turn overtaking and 
unnecessary delays. My current research aims at ad-
dressing these issues by: 

1) integrating an interaction manager into 
Olympus, in conjunction with the higher lev-
el, traditional dialog manager. I described this 
multi-layer architecture in (Raux and Eskena-
zi, 2007), 

2) building models of endpointing and inter-
ruptions to better handle the crucial conver-



sational phenomena of gaps and overlaps. My 
SIGdial paper (Raux and Eskenazi, 2008) ad-
dresses the problem of endpointing, while I’m 
currently working on interruptions, 

3) endowing the interaction manager with reac-
tive error handling abilities in order to prop-
erly deal with floor conflicts. This is future 
work, enabled by the internal structure of the 
interaction manager as described in (Raux 
and Eskenazi, 2007). 

2 Future of Spoken Dialog Research 

With the advent and spread of practical application of 
speech technology, I think the research should diversi-
fy into different directions. Research that tries to make 
systems more human-like should be paralleled by re-
search on designing speech and multimodal interfaces. 
While most people would agree on the intellectual 
merit of the former type of research, designing practic-
al interfaces is an HCI issue that does not necessarily 
need to follow the human-human model. These two 
approaches to speech application research are some-
times contrasted in critiques or defenses of specific 
projects. Obviously, both views share common issues 
(e.g. ASR, turn-taking…) and cross-fertilization 
should happen. However, both would also benefit from 
a clear definition of their distinct goals. On the one 
hand, human-like agent research offers a long term 
grand challenge as well as potential application to spe-
cific tasks (e.g. games, tutoring) where the consensus 
is that being human-like is a key feature. On the other 
hand, there is still much room for research on new 
interaction paradigms for speech and, in particular, 
multimodal applications. 
I hope to see progress on both fronts in the coming 
decade. The very young field of speech-based human-
robot interaction is one direction for human-like agent 
research. It offers aspects like situatedness that were 
not part of previous, mostly telephone- or desktop-
based systems. Mobile devices, where one can com-
bine small touchscreen/keyboard and speech are a plat-
form of choice for the second type of research.  

3 Suggestions for discussion 

Realistic conversation: what is missing to accomplish 
human-like conversation on simple/small domains? 
Better speech recognition? More control over language 
generation/speech synthesis? Smoother turn-taking? 
Embodied agents: what are the potential applications 
of humanoid embodied agents (either on-screen or as 
solid robots)? Tutoring, gaming, caretaking, …? What 

kinds of dialog need to be supported for such applica-
tions (social, guidance, information access, …)? 
Mobile devices: how can we efficiently combine a 
small display/touch screen and speech input/output to 
optimize user experience? What applications are best 
suited for such a multimodal approach? 
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1 Research Interests
My research interests lie in the area of statistical machine
learning techniques and spoken dialogue systems. In par-
ticular, I am interested in using Reinforcement Learn-
ing (RL) to design strategies for Spoken Dialogue Sys-
tems (SDS), see (Young, 2000), (Lemon and Pietquin,
2007). One of the key advantages of statistical optimisa-
tion methods, such as RL, for dialogue strategy design is
that the problem can be formulated as a principled math-
ematical model which can be automatically optimised by
training on real data.

In my work I investigate the use of RL for different
aspects of system design: Dialogue Management (DM)
and Natural Language Generation (NLG).

1.1 Optimising Dialogue Strategies
For my Ph.D. I applied RL to optimise dialogue strategies
for multimodal dialogue systems (Rieser, 2008), (Rieser
and Lemon, 2008a), (Rieser and Lemon, 2008b). In
particular, we propose to learn dialogue strategies by
simulation-based RL, where the simulated environment
is learned from small amounts of Wizard-of-Oz (WOZ)
data. Using WOZ data rather than data from real Human-
Computer Interaction (HCI) allows us to learn optimal
strategies for new application areas beyond the scope
of existing dialogue systems. Optimised learned strate-
gies are then available from the first moment of online-
operation, and tedious handcrafting of dialogue strategies
is fully omitted. We call this method ‘bootstrapping’.

We apply this framework to optimise multimodal
information-seeking dialogue strategies for an in-car
MP3 music player. Dialogue Management and mul-
timodal output generation are two closely interrelated
problems for information seeking dialogues: the decision
of when to present information depends on how many

pieces of information to present and the available options
for how to present them, and vice versa. We therefore
formulate the problem as a hierarchy of joint learning de-
cisions which are optimised together. We see this as a
first step towards an integrated statistical model of DM
and output planning (NLG).

1.2 Optimising Output Generation
In current research we apply the introduced bootstrap-
ping approach to optimise Natural Language Generation
in spoken dialogue (see the EC FP7 CLASSiC project:

www.classic-project.org). We will follow a
similar overall aim: to improve the global user expe-
rience by optimising local dialogue decisions (Lemon,
2008). We will also explore RL for more complex do-
mains such as troubleshooting dialogue (Janarthanam and
Lemon, 2008).

2 Future of Spoken Dialog Research

One current vision for SDS research is to turn these sys-
tems into “organic interfaces” (Zue, 2007), i.e. interfaces
which automatically adapt to the current context and the
user through learning. However, statistical learning tech-
niques are still not widely used. Major challenges to over-
come is the need for training data, tractability of learning
with large state spaces, learning with Partially Observ-
able Markov Decision Processes (POMDPs), and quality
assurance for simulated learning environments (Lemon
and Pietquin, 2007).

Besides these technical challenges, statistical tech-
niques, such as RL, also lack acceptance amongst the di-
alogue community. Especially their use for commercial
application has been questioned (Paek, 2006). Research
systems traditionally are logic-based, e.g. (Grosz and Sid-
ner, 1986), (Steedman and Petrick, 2007), whereas indus-
try (still) relies on simple Finite State Automaton (Pierac-
cini and Huerta, 2005). We believe statistical approaches
to SDS design have the potential to “bridge the gap”
between industry and research: one the one hand data-
driven approaches provide insight in the general mecha-
nisms underlying communication; on the other hand they
facilitate rapid development of robust strategies.

3 Suggestions for Discussion

One feature which makes machine learning techniques to
SDS particular attractive, is the fact that it drives SDS
development towards being more scientific research. Di-
alogue design in the past was “more art than science”
(Jones and Galliers, 1996). We therefore suggest the fol-
lowing topics for discussion:

• What does it take to make dialogue design proper
scientific research?

• How can we facilitate comparison between different
dialogue design approaches? Would a shared task



effort (as carried out for other areas of Computa-
tional Linguistics) be suitable for SDS design?

• How can we address the need for dialogue corpora?

References
Grosz, B. J. and Sidner, C. L. (1986). Attention, inten-

tions and the structure of discourse. Computational
Linguistics, 12(3-4):175–204.

Janarthanam, S. and Lemon, O. (2008). User simula-
tions for online adaptation and knowledge-alignment
in troubleshooting dialogue systems. In Proc. of the
12th SEMdial Workshop on on the Semantics and
Pragmatics of Dialogues.

Jones, K. and Galliers, J. (1996). Evaluating Natural
Language Processing Systems: An Analysis and Re-
view. Springer Verlag.

Lemon, O. (2008). Adaptive natural language generation
in dialogue using Reinforcement Learning. In Proc. of
the 12th SEMdial Workshop on on the Semantics and
Pragmatics of Dialogues.

Lemon, O. and Pietquin, O. (2007). Machine Learning
for spoken dialogue systems. In Proc. of the Inter-
national Conference of Spoken Language Processing
(Interspeech/ICSLP).

Paek, T. (2006). Reinforcement Learning for spoken di-
alogue systems: Comparing strengths and weaknesses
for practical deployment. In Proc. Dialog-on-Dialog
Workshop, Interspeech.

Pieraccini, R. and Huerta, J. (2005). Where do we go
from here? Research and commercial spoken dialog
systems. In Proc. of the 6th SIGdial Workshop on Dis-
course and Dialogue.

Rieser, V. (2008). Bootstrapping Reinforcement
Learning-based Dialogue Strategies from Wizard-of-
Oz data (to appear). PhD thesis, International Re-
search Training Group Language Technology and Cog-
nitive Systems, Saarland University.

Rieser, V. and Lemon, O. (2008a). Does this list con-
tain what you were searching for? Learning adaptive
dialogue strategies for interactive question answering.
Natural Language Engineering (special issue on Inter-
active Question Answering, to appear).

Rieser, V. and Lemon, O. (2008b). Learning effec-
tive multimodal dialogue strategies from Wizard-of-Oz
data: Bootstrapping and evaluation. In Proc. of the
21st International Conference on Computational Lin-
guistics and 46th Annual Meeting of the Association
for Computational Linguistics (ACL/HLT).

Steedman, M. and Petrick, R. (2007). Planning dialog
actions. In Proc. of the 8th SIGdial Workshop on Dis-
course and Dialogue.

Young, S. (2000). Probabilistic methods in spoken dia-
logue systems. Philosophical Trans Royal Society (Se-
ries A), 358(1769):1389–1402.

Zue, V. (2007). Organic interfaces. In Proc. of the Inter-
national Conference of Spoken Language Processing
(Interspeech/ICSLP).

Biographical Sketch
Since April 2008 the author is a Research Fellow at the
School of Informatics, University of Edinburgh, where
she carries out her post-doctoral research within the
CLASSiC project (Computational Learning in Adaptive
Systems for Spoken Conversation) funded by the EU
FP7 Programme under grant agreement 216594 (www.
classic-project.org). Prior to that she received
a Ph.D. from Saarland University where she studied at the
International Post-Graduate College for Language Tech-
nology and Cognitive Systems. Her thesis was supervised
by Dr. Oliver Lemon (School of Informatics, Edinburgh)
and Prof. Manfred Pinkal (Computational Linguistics,
Saarbrücken). In 2004 she received an M.Sc. in “Lan-
guage Engineering” from the School of Informatics, Ed-
inburgh She also took an M.A. in Information Science
and Linguistics at the University of Regensburg, Ger-
many, in 2003.



Robert J. Ross Universitat Bremen
Enrique-Schmidt-Str. 5
28359 Bremen
Germany

robert.ross@informatik.uni-bremen.de
www.informatik.uni-bremen.de/˜robertr/

1 Research Interests

Having started my research in the area of deliberative
control for speech enabled agents [Ross et al., 2004a,b],
my primary research interest is now focused within the
Spoken Dialogue System (SDS) community – with em-
phasis on Ontology & Semantics, Dialogue Structure
& Control, and Dialogue System Integration.

1.1 Ontology & Semantics

My main research interest has been the application
of upper-ontologies to linguistic semantics and domain
modelling for dialogue systems. I have pursued this
through collaborative work on a Description Logic based
Linguistic Ontology which forms the semantic interface
to Categorial and Functional grammars. Part of that lin-
guistic ontology has been the forthcoming Generalised
Upper Model Version 3 [Bateman et al., 2006], while
other parts have concerned inter-personal aspects (de-
scribed below). I am also interested in the related topic of
domain modelling of conceptual action and spatial rep-
resentation for dialogue systems [Ross et al., 2006, Shi
et al.].

1.2 Dialogue Structure & Control

Another active research interest of mine is dialogue
structure and control modelling. My motivations for
this research have been: (a) to understand the control
mechanisms behind information state and agent-oriented
approaches to dialogue management; and (b) to pro-
duce dialogue systems more suited to natural interaction
through empirical investigations of the relationship be-
tween human-human and human-machine interaction at
the level of speech acts and Generalised Dialogue Struc-
tures [Ross et al., 2005]. Following on from the ontology
centric approach described above, I am currently formu-
lating the interaction structures in terms of an Upper In-
teraction Ontology – an ontological module which forms
a linguistic resource within a complete SDS.

1.3 Dialogue System Integration

I have also been interested in dialogue system integration
for many years. While in early approaches I investigated
a loose-coupled agent-centric integration strategy [Krieg-

Brückner et al., 2004], in recent work I have pursued
a more tightly coupled integration methodology. The
principle result of that work is Corella, an open-source
Java based dialogue management and integration library.
That work, along with the other ideas outlined above,
have been applied within a number of research prototypes
including a speaking robotic wheelchair, and simulated
conversational systems in the spatial domain.

2 Future of Spoken Dialog Research

I see the coming decade as a period of consolidation in
practical dialogue research, but one in which a number of
challenges and risks may yet present themselves for the
dialogue systems community.

Facilitated by the direct incorporation of speech syn-
thesis and recognition into commodity platforms and op-
erating systems, Command & Control applications are
likely to continue to grow in the applied system commu-
nity. While positive from many perspectives, there is the
potential for negative impact on the SDS community as a
perception of sufficient functionality having been reached

hampers further basic research funding. It may therefore
be important for SDS researchers to pay measured atten-
tion to both practical system development in industry, as
well as fundamental research in the lab.

As part of the proliferation of dialogue projects, con-
solidation in research systems may be possible as pre-
ferred stacks of language technologies develop. Young
researchers can achieve much in moving towards this
goal, but care should be taken to ensure that the results
are not prescribed premature standardisation strategies.
Instead, a natural consensus can be developed as com-
mon regularities in component and algorithm design are
identified.

One major risk, but potential research possibility, may
come in the area of speech recognition. Speech technol-
ogy quality continues to be a bottleneck in SDS develop-
ment leading both to perceptions of poor quality in sys-
tem design, and considerable complications in SDS eval-
uation. It may be necessary for the upcoming SDS re-
search community to devote much effort to the improve-
ment of language technologies through the augmentation
of language models with various forms of context, as



well as the pursuit of parallelism and tight-coupling in
the speech technology tool chain. These goals may not be
achievable through ad-hoc efforts within general dialogue
projects, but may instead have to be pursued explicitly as
a dedicated research area.

Of course, opportunities for improvements in SDS re-
search may come from any direction. Reasoning tech-
niques researched within the Semantic Web community
are likely to continue to be a fruitful source of basic com-
ponents for SDS researchers. Similarly, research on user
system design coming from the human-machine interac-
tion community may provide empirical findings and de-
sign goals which should be built upon by dialogue sys-
tems researchers.

3 Suggestions for Discussion
Coupling in Dialogue System Integration Due to third-
party and legacy software re-use, there has been a ten-
dency to favour loose-coupled system integration facil-
itated by agent, middleware, or service architectures in
SDS. While this approach has led to off-the-shelf inte-
gration strategies which allow rapid system development,
an argument might be made that many limitations in cur-
rent dialogue systems can only be solved through a far
tighter coupling of the components which compose an
SDS. Issues for discussion in this topic might include
an analysis of trends in this area, and an evaluation of
how tighter coupling might alleviate current difficulties
in wide-coverage speech recognition.

Safety & Reliability in Dialogue Systems While mu-
sic selection and GPS navigation enquiries are common
deployments of dialogue systems to safety critical en-
vironments such as the automotive industry, it is likely
that SDS will be further integrated into key navigation
and control systems in both that automotive and service
robotics industries over time. These practical applica-
tions present a number of interesting questions for dia-
logue system researchers as we move beyond research
lab prototypes: What practical or regulatory challenges
do safety critical applications present to the SDS com-
munity? Should conscious compromises in functionality
be made to guarantee predictability in operation? And are
dialogue systems at all mature enough to be deployed to
critical system applications?

Benchmarking SDS Research With large funding
bodies such as the EU Framework Programme and Ger-
many’s DFG increasingly requesting benchmarking of re-
search and development beyond publication statistics, the
SDS community may need to propose clear benchmark-
ing methodologies to satisfy these funding agencies. Is-
sues such as inter-project and complete system evalua-
tion are of course relevant here, but so too are intra-
project issues such as resource development and code re-
use. Questions for discussion would include: Are ex-

plicit benchmarking requests already making their way
into SDS funding strategies? What can we learn from
outside the SDS community? And what coherent sugges-
tions for benchmarking can we make in a research field
which is notoriously difficult to evaluate?
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1 Research Interests 

My research focuses on empirical approaches to spo-
ken dialogue system analysis and design. I am primar-
ily interested in the challenges and the opportunities 
that arise from adding speech interfaces to complex 
domains (e.g. tutoring, troubleshooting). 

The testbed of my research is the ITSPOKE sys-
tem developed at University of Pittsburgh within 
Diane Litman’s research group. During my Ph.D. stud-
ies I was involved in several research projects using 
this system. Among others, I looked at emotion predic-
tion using sub-turn features (Nicholas et al., 2008; 
Rotaru and Litman, 2005) and at interactions between 
dialogue phenomena (Rotaru and Litman, 2006a, 
2006b). My dissertation work investigates and vali-
dates the utility of discourse structure for spoken dia-
logue systems in complex domains and a brief 
description of its current status is available below. 

1.1 Applications of Discourse Structure 

Dialogues (human-human or human-computer) have 
an inherent structure called the discourse structure. To 
make an analogy, discourse structure is for dialogues 
what an outline is for a textbook. However, due to the 
relatively simple structure of dialogues in previous 
spoken dialogue systems, discourse structure has seen 
limited applications. In contrast, dialogues in complex 
domains like tutoring or troubleshooting exhibit a 
richer discourse structure which enables new applica-
tions of this concept. 

Two types of applications are being pursued: on 
the system side and on the user side. This classification 
reflects the direct beneficiary of the applications: the 
system designer or the user, respectively. 

On the system side, my work investigates the ap-
plications of discourse structure for performance 
analysis and characterization of dialogue phenomena. 
The task of performance analysis is to discover factors 
that relate to or impact the system performance. Two 
intuitions have guided our use of discourse structure. 
First, phenomena related to performance (e.g. speech 
errors, user emotions, etc) are not uniformly important 

across the dialogue but have more weight at specific 
places in the dialogue. We use transitions in the dis-
course structure to define the notion of “places in the 
dialogue”. Second, “good” dialogues have a discourse 
structure different from “bad” dialogues. An empirical 
study (Rotaru and Litman, 2006c) validates these intui-
tions and provides important insights about factors that 
relate to system performance (i.e. behavior after cer-
tain discourse structure transitions is associated with 
increased system performance). A modification of our 
system was informed by these insights and a current 
study investigates its performance improvements. 

For the characterization of dialogue phenomena, 
we hypothesize that these phenomena are not uni-
formly distributed across the dialogue but are more 
frequent at specific places in the dialogue. Again, we 
use discourse structure transitions to define the notion 
of “places in the dialogue”. Empirical studies confirm 
this hypothesis for speech recognition problems 
(Rotaru and Litman, 2006b) and for user affect 
(Forbes-Riley et al., 2007). We find that certain transi-
tions are associated with an increase in speech recogni-
tion problems or user affect. From the dialogue 
designer perspective, these results suggest that particu-
lar attention should be paid at specific locations in the 
discourse structure. In addition, the observed interac-
tions suggest that discourse structure can be an infor-
mative feature for predicting speech recognition 
problems or user affect. 

On the user side, we hypothesize that it is easier for 
users to follow the conversation with a system if a 
graphical representation of the discourse structure is 
present. This representation is called the Navigation 
Map. We conducted a user study focused on the user's 
perception of the system with and without the Naviga-
tion Map (Rotaru and Litman, 2007). An analysis of 
users’ ratings indicates that they prefer the Navigation 
Map-enabled version on various dimensions. The 
Navigation Map presence allows users to better iden-
tify and follow the tutoring plan and to better integrate 
the instruction. It was also easier for users to concen-
trate and to learn from the system if the Navigation 
Map was present. We are currently conducting another 
user study that investigates the objective utility of the 
Navigation Map. 



2 Future of Spoken Dialog Research 

Dialogue systems for call-centers and in-car enter-
tainment/navigation have matured over the past few 
years and there are many examples of successful 
commercialization. In my view, the next step for spo-
ken dialogue systems is to go back to their roots and 
become once again “personal”. By personal, I mean 
systems that cater to the informational, organizational 
and entertainment needs of their users. In-car systems 
already fit in this category and there are a number of 
startups that are exploring mobile phones as the vehi-
cle for such systems (e.g. SpinVox). The CALO pro-
ject (caloproject.sri.com) is pursing a similar idea. 

Another novel application for dialogue systems is 
data processing. While it has become increasingly easy 
for people to store and access information, I believe 
that the tools for processing information are inade-
quate. The problem with current tools is that they re-
quire a long time to train and that users are always 
struggling to match their processing needs to the avail-
able functionalities. A better approach will be to allow 
users to describe in (spoken) natural language what 
they want to do and to disambiguate if needed. I envi-
sion a dialogue system that incrementally acquires 
user’s description of the data, verifies consistency of 
the description with the data, provides an arsenal of 
predefined data processing operations and allows users 
to define new operations. This domain raises many 
interesting research questions related to the acquisition 
of vocabulary/operations from user, natural language 
understanding, dialogue management, natural language 
generation and constraint checking. 

To summarize, I believe we are seeing for spoken 
dialogue systems the same transition we saw for com-
puter systems 25 years ago: moving from the enter-
prise paradigm to the personal paradigm.   

3 Suggestions for discussion 

� What data analysis methods should we use to 
identifying system’s weak points from col-
lected corpora? Can these analyses be per-
formed with limited or no human feedback? 

� There is a gap between the technologies used 
in research and industry. What is the impact 
of this gap for young researchers applying for 
jobs in industry and how to address it? 

� What are the tasks where personal spoken 
dialogue systems will have the most impact 
and lead to the largest adoption?  
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1 Research Interests
My research in spoken dialog systems has focused on
learning user models. More generally, I am interested in
machine learning, especially reinforcement learning.
Recently, I have begun some work in game theory.

1.1 Learning User Models From Unlabeled Dialog
Data

In the machine learning approach to dialog management,
the problem of building a good dialog manager is re-
duced to the problem of finding an optimal policy in a
(Partially Observable) Markov Decision Process (Levin
et al., 2000; Williams and Young, 2007). Since algo-
rithms for policy learning in (PO)MDPs often require a
lengthy and costly exploration phase, running these algo-
rithms on real users is impractical. For this reason, it is
desirable to build realistic models of user behavior with
which experimentation can be freely done.

User models are typically estimated from transcribed
corpora of human-computer dialogs. Of course, because
the transcriptions are done manually, these corpora are
usually small and sparse. In (Syed and Williams, 2008),
we describe a method for learning user models that oper-
ates on dialogs that have been automatically transcribed
by an ASR engine. Since the ASR process is error-prone,
we cannot assume that these transcripts will accurately
reflect users’ true actions and internal states. To han-
dle the uncertainty, we employ an EM algorithm that
treats this information as unobserved data. The EM algo-
rithm infers the presence of transcription errors by using
an ASR confusion model that is estimated from a very
small number of manually transcribed dialogs. Our ex-
periments indicate that our method learns user models
that are very similar to those learned by simpler meth-
ods that use a much larger set of manually transcribed
dialogs.

1.2 Speeding Up the Learning of User Models with
a “Value-Based” Prior

The approach described in the previous section learns a
user model by finding a maximum likelihood (ML) es-
timate from data. Incorporating prior knowledge about
user behavior can help improve this estimate. If we can

restrict the space of user models to just those that agree
with our pre-existing beliefs about how users tend to in-
teract with a spoken dialog system, then hopefully less
data will be needed for learning.

Detailed prior knowledge about user behavior is usu-
ally hard to obtain; this is, after all, the very problem we
are trying to solve. But for most spoken dialog systems,
it is fair to assume that users are acting in goal-directed
manner (see e.g. (Scheffler and Young, 2001)). They may
be booking a flight, retrieving a directory listing, or trying
to accomplish some other task. In (Syed and Schapire,
2007) we assume that, for an MDP that models the dialog
generating process, we can design a reward function that
is consistent with how users behave. For example, we can
assign higher rewards to dialog states that are nearer to
fulfilling the user’s objective. Then we identify the space
of possible user models with the set of high-value poli-
cies in this MDP. In this way, we can leverage our prior
knowledge that users are trying to complete their conver-
sations as soon as possible, without needing to specify
exactly how they are trying to accomplish that goal.

Instead of finding the ML estimate, our learning algo-
rithm seeks a maximum a posteriori (MAP) estimate for
the user model, in which the likelihood is combined with
our “value-based” prior. Our algorithm provably con-
verges to a stationary point of this posterior.

1.3 Future Work: Directly Optimizing User Model
Evalutation Metrics

A major challenge in the design and analysis of user mod-
els is determining whether one user model is more “re-
alistic” than another. There is unfortunately no widely-
accepted evaluation metric for measuring this property.
See (Schatzmann et al., 2005; Williams, 2007) for dis-
cussion and proposed solutions. In addition to measuring
realism, a user model evaluation metric ought to be “op-
timizable”: it should be possible to design efficient algo-
rithms that learn user models that maximize the value of
the metric. Indeed, this is how any proposed metric will
ultimately be used. However, relatively little attention has
been paid to this issue.

To motivate the issue further, let us describe how the
use of a suitable evaluation metric can lead to a consid-
erable savings in the amount of data need to learn a user



model. For a particular spoken dialog system (SDS), let
D be the distribution on dialogs induced be real users in-
teracting with this SDS, and let D′ be the distribution on
dialogs induced by a user model interacting with the same
SDS. Suppose that if

Ed∼D[f(d)] ≈ Ed′∼D′ [f(d′)], (1)

then the user model is deemed to be realistic, where
f(·) ∈ R is some property of dialogs (length, number of
confusions, etc.). Putting aside the difficulty of design-
ing an appropriate f(·), it can be shown that if each real
dialog d is drawn independently from D (a reasonable as-
sumption for most dialog applications), then Ed∼D[f(d)]
can be estimated very accurately using a number of real
dialogs that is completely independent of the complexity
of user behavior or of the SDS. So it seems possible, at
least in principle, to design a learning algorithm that re-
quries very little data and produces a user model whose
distribution D

′ satisfies (1). I believe the techniques de-
scribed in (Syed and Schapire, 2008; Syed et al., 2008)
can be applied here.

2 Future of Spoken Dialog Research
Generally speaking, I believe that machine learning tech-
niques will further migrate into spoken dialog research.
The spoken dialog problem domain shares many prop-
erties with other domains in which machine learning has
been successful: expensive and noisy data, notions of cor-
rectness that are easier to demonstrate than describe, etc.

3 Suggestions for Discussion
• As I asked in Section 1.3, is it possible to define eval-

uation metrics for user models that not only measure
realism, but can also be directly optimized by effi-
cient learning algorithms?

• The MDP framework has become a widely-applied
approach to learning dialog managers. But the ear-
liest and probably most successful machine learning
paradigm is supervised learning. Moreover, demon-
strations from good dialog managers are plentiful,
though very noisy: human-human dialog transcripts.
Are there supervised learning techniques that are
suitable for learning from this data, e.g. structured
prediction?

• Dialog managers and user behavior are usually mod-
eled as functions of the dialog state, a (relatively)
low-dimensional object which is supposed to sum-
marize all the relevant details of the dialog. Cur-
rent methods for defining the dialog state are fairly
ad-hoc. Are there more principled methods, particu-
larly machine learning methods, that can be applied
here?
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1 Research Interests

My main research interests are building dialog systems
that are resilient to speech recognition errors and which
can cope with variability in user behavior. More specif-
ically, I am interested in robust dialog modelling, or
accurately tracking the state of a human-computer dia-
log, and to support this I am interested in user simu-
lation and ASR modelling. Since the state of the di-
alog can never be know for sure, choosing actions is
challenging. I believe that optimization-assisted dialog
management—a combination of human design expertise
and automatic optimization—is essential. This draws on
both conventional design techniques and planning under
uncertainty, which also interests me in general.

1.1 Robust dialog modelling

Conventional systems track a single hypothesis for the
dialog state. This formulation struggles to make full use
of the N-Best list and discards useful cross-turn informa-
tion. By contrast, a distribution over a multiple dialog
state hypotheses adds inherent robustness, because even
if an error is introduced into one dialog hypothesis, it can
later be discarded in favor of other, uncontaminated dia-
log hypotheses.

I have developed a method to represent multiple dia-
log hypotheses in the form of a Bayesian network, called
the SDS-POMDP model (Williams and Young, 2007a).
A hidden state is decomposed into three elements: the
user’s goal, the user’s action, and the dialog history. Mod-
els of how users behave and how speech recognition er-
rors are introduced can be estimated from data, and this
allows a dialog system to track a distribution over all pos-
sible user goals as the dialog progresses. I initially devel-
oped this model for slot-filling dialogs and have also ap-
plied it to the troubleshooting domain (Williams, 2007a).

Updating this distribution must be done in real-time,
and as the number of possible hidden states grows, this
becomes impossible to do exactly. To address this I have
also explored ways to update this distribution efficiently
and approximately, for example using particle filters or a
dialog beam (Young et al., 2006; Williams, 2007c).

1.2 Optimization-assisted dialog management
In conventional systems, the dialog plan is designed by a
developer. While this helps incorporate domain knowl-
edge, a developer can only consider a relatively small
number of dialog situations. By contrast, applying au-
tomatic optimization to the dialog manager allows many
more conversational situations to be considered than is
feasible by hand, and this creates much more detailed
and effective dialog plans (Williams and Young, 2007a).
Automatic optimization in this context is usually in-
tractable without some form of compression, and this has
prompted work to compress dialog management prob-
lems into more compact representations (Williams and
Young, 2007b; Williams and Young, 2006).

These optimizations are done off-line, with a user
model. For the optimizations to improve performance
with real users, it is crucial that the user model is a faith-
ful representation of real users. I have worked to under-
stand how users behave in real systems (Williams and
Witt, 2004; Williams and Young, 2004), and also devel-
oped a quality measure for user simulations, based on the
Cramér-von Mises divergence (Williams, 2007b).

1.3 Future work
Currently, I am working to extend these approaches in
several ways. First, I’m looking at how to train user
models more accurately and with less effort. Second,
I am pursuing more sophisticated methods for repre-
senting multiple hypotheses for the dialog state. Fi-
nally, I am investigating how robust dialog modelling and
optimization-assisted dialog management can be made
compatible with conventional practices, and accessible to
the practitioners in industry.

2 Future of Spoken Dialog Research
First, mobile computing is becoming the norm. Always-
on, always connected devices are nearly general-purpose
computers, yet they lack a full-size computer’s usability.
Spoken dialog systems could play a vital role in improv-
ing the usability of these devices.

Second, people in the developed world will be aging in
record numbers and the costs of assisting and caring for
the elderly will rise. Many care tasks could be provided



by a machine or robot, and this group of users might find
a conversational interface more helpful than a GUI.

Finally, energy costs are increasing in most parts of
the world. Perhaps interactive and aware systems in the
home could help reduce consumption – for example, an
in-home dialog system could ask permission to turn off
lights in other parts of the house, or use heating more ef-
ficiently by asking how long someone intends to be away
from home.

To address these types of applications, I believe our
field needs to look carefully at a few core research is-
sues, especially robustness to speech recognition errors.
Speech recognition and understanding errors will not dis-
appear and robustness at the dialog level must be funda-
mental to dialog management just as a beam search is
fundamental to ASR decoding.

3 Suggestions for Discussion

• Speech interfaces on mobile devices: The con-
vergence of mobile data networks with powerful
pocket-size devices appear to be a superb opportu-
nity for speech interfaces. How are people likely
to use mobile services, what role can spoken dialog
systems play, and what are the enabling innovations
needed?

• An X-Prize for spoken dialog systems: Currently
it is difficult to compare different approaches to dia-
log systems because different research groups work
on different problems. Challenge problems have his-
torically been excellent community motivators. Is
there a role for an X-Prize for spoken dialog sys-
tems? How could such a competition be structured?

• Wider adoption of statistical techniques: Sta-
tistical techniques such as tracking a distribution
over multiple dialog states or using reinforcement
learning have shown good promise in research set-
tings. However, these methods have not (yet!) been
adopted in industry. How can these methods be
made more accessible and incorporated into conven-
tional dialog design practices?
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1 Research Interests

My general research interests lie in the broad areas of
human-computer interaction, cognitive science and
natural language processing. Currently, I am examining
different information presentation strategies of spoken
dialogue systems (SDS). In particular, I aim to assess the
effect of information strategies on user perception, task
success, cognitive load, and user recall of information.

1.1 Past work

Previously, I worked on developing and evaluating
speech interfaces to enable intuitive robot control (Ten-
brink and Winterboer, 2005). The main focus of my work
has been to explore how humans interact with robots
in order to communicate spatially relevant information.
Therefore, I iteratively developed a speech interface for
an AIBO robot (Winterboer et al., in press).

1.2 Current and future work

Although a lot of research has been done on the informa-
tion gathering phase of spoken dialogue systems, there
is relatively little done regarding information presenta-
tion. Yet, analyzing the Communicator corpus consist-
ing of approximately 2000 dialogues with nine different
spoken dialogue systems it was found that 69% of the
dialogue when measured in time, and 91% when mea-
sured in words, is due to the system producing utterances
(Moore, 2006). Therefore, it is crucial that we gain un-
derstanding of how best to design information presenta-
tion strategies for spoken dialogue systems. In addition,
intelligent algorithms for effective information presenta-
tion have to be devised taking into account that many
SDS are intended for use in situations where the user is
performing another task simultaneously, e.g., riding on a
train, walking, or driving a car. Especially in the con-
text of in-car information systems safety is of paramount
importance and distraction effects must be minimized in
order to guarantee that driving behaviour is not adversely
affected. Therefore, an assessment of the cognitive load
imposed by different information presentation strategies
is an important factor in the design and development of
in-car voice services. To explore this question, we per-
formed two experiments comparing two previously pro-
posed approaches to information presentation, focusing

on their effect on driving-related cognitive load. The
summarize and refine approach (SR) to information pre-
sentation, developed by (Polifroni et al., 2003), groups
a large number of options into a small number of clus-
ters that share attributes. Then, the system summarizes
the clusters based on their attributes and suggests addi-
tional constraints to the user. In contrast, the user-model
based summarize and refine approach (UMSR) (Demberg
and Moore, 2006) employs a user model to reduce dia-
logue duration by considering only options that are rele-
vant to the user. When the number of relevant items ex-
ceeds a manageable number, the UMSR approach builds
a cluster-based tree structure which orders the options for
stepwise refinement based on the ranking of attributes in
the user model. The effectiveness of the tree structure,
which directs the dialogue flow, is enhanced by taking
the user’s preferences into account. In order to provide
the user with a better overview of the option space, trade-
offs between alternative options are presented explicitly.

We conducted two Wizard-of-Oz experiments compar-
ing these approaches to information presentation in situ-
ations of low vs. high workload with a simulated SDS
(Hu et al., 2007), (Winterboer et al., 2007). In these ex-
periments, participants interacted with a spoken dialogue
system in the flight booking domain. Thus, we were able
to assess the impact of the different approaches on ef-
fectiveness criteria such as task duration and completion.
We found that the UMSR approach enables more effi-
cient information retrieval in comparison with the SR ap-
proach, and that presenting information with UMSR did
not negatively affect driving performance. However, in
contrast to results of previous studies showing significant
preferences for UMSR when participants were reading or
overhearing dialogues, no differences between user satis-
faction ratings of the two presentation methods were ob-
served in the dual task studies. Thus, in order to find
out whether the lack of differences between the user sat-
isfaction ratings was caused by the fact that participants
were actually conversing with a SDS, or whether the rea-
son was the demanding secondary task, we carried out
an additional experiment in which participants only in-
teracted with the simulated SDS (Winterboer and Moore,
2007). The results of this experiment seem to suggest
that the secondary task did affect user ratings. Possibly,



participants in conditions of high cognitive load are so
concerned with completing the dual tasks that they are
less aware of differences in wording or in the order in
which options and their attributes are presented. Not only
did the UMSR approach in this experiment again outper-
form SR in terms of task success and dialogue duration,
and enabled more effective information retrieval, we also
found user ratings to demonstrate a consistent trend fa-
voring recommendations based on UMSR.

Typically, spoken dialogue systems present informa-
tion about restaurants, flights, or products using relatively
simple templates for natural language realization. Re-
cently, however, a number of approaches to information
presentation were introduced using discourse cues (e.g.,
but, however, moreover, only, just etc.) in order to high-
light specific properties of and relations between the pre-
sented items (Demberg and Moore, 2006), (Winterboer
and Moore, 2007). We performed a within-participants
reading experiment (Winterboer and Moore, 2008) com-
paring item recall for material presented with and without
discourse cues. Overall, we found a consistent trend in-
dicating that items in messages containing discourse cues
could be recalled more easily. This finding shows that
highlighting similarities and contrasts between different
options can indeed facilitate the recall of information. In
future work, we aim to examine whether these findings
can be replicated with speech rather than text.

2 Future of Spoken Dialog Research
In the near future, mobile devices will become even
smaller and more powerful. At the same time, tradi-
tional input methods, mainly clicking tiny buttons, lack
the convenience users expect from todays mobile de-
vices. Speech interfaces could certainly facilitate the
whole interaction process by additionally taking into ac-
count the users’ preferences, emotional and cognitive
state. Moreover, SDS could play an increasing role in
service robotics and video games.

3 Suggestions for Discussion
• Traditional user studies are useful, but expensive in

costs and time. Are there other meaningful ways to
receive input and feedback from users? Especially if
we only want to test one SDS component (e.g., NLG
module)?

• I second the idea of a dialogue challenge because
such competitions were successful in other areas of
NLP. The question is: How to design it and where to
start?

• Nowadays, a lot of research focuses on correctly rec-
ognizing user utterances. However, enabling users
to easily comprehend system utterances is similarly

important. What, from your experience, are the fac-
tors that have the most negative impact on the com-
prehension of system utterances (e.g., sentence com-
plexity, turn length, voice type, . . . )?
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1 Research Interests

My research interest lies in two areas within the broad
field of dialog systems, one area is dialog in human-
robot interaction, the other is dialog for language learn-
ing. In the first area we try to enable robots to commu-
nicate with humans using speech, where the embodiment
of the robot and the situatedness of the interaction give
rise to a range of research issues that non-robot dialog
systems don’t have to address. In the second area we deal
with dialog systems that complement or substitute human
teachers or conversation partners for the goal of learning
a foreign language. On the one hand these systems should
be able to talk about any domain (which requires general
and widespread knowledge), on the other hand they also
need explicit and specific knowledge about the language
in order to correct the learners’ errors and direct their at-
tention to specific, syllabus-driven issues.

1.1 Dialog systems for human robot interaction

My past work focused on dialog between robots and hu-
mans. I worked in the CoSy-project (Cognitive Systems
for Cognitive Assistants) where we developed embodied
conversational agents, i.e. talking robots. The robots
should not only be able to talk, but also be able to learn
how to relate language, action and situated reality. For
my master’s thesis (Wilske, 2006), I tried to enable robots
to learn how to communicate with humans, more specif-
ically I made a robot learn (1) to understand indirect
speech acts and (2) how to engage humans to help it in
pursuing its goals. Both tasks require linguistic knowl-
edge and an appreciation of the reactions of the commu-
nication partners.

Understanding indirect speech acts People don’t al-
ways literally mean what they say: They say A, but in-
directly really mean B – and B is what you ought to
do. We say that such utterances express indirect speech
acts (ISAs) (Searle, 1969). Understanding the motives be-
hind what someone says is particularly crucial in service-
oriented human-robot interaction (HRI), where a robot
often needs to act on the basis of what the human tells
it. We developed an approach to interpret request-ISAs
in human robot interaction. The robot interprets utter-
ances based on their linguistic meaning and classification

in the context of the current situation. If an utterance
is initially ambiguous the robot asks for clarification and
adapts its interpretation strategy. The key features of our
approach are situation-dependent flexibility and adaptiv-
ity. See (Wilske and Kruijff, 2006) for more details.

Requesting help A single robot often has limited ca-
pabilities to act upon its environment, which demands an
ability to collaborate with other agents. If the robot is to
collaborate with human partners, it should have means to
coordinate such cooperation using natural language. We
enabled the robot to request help in case it couldn’t pur-
sue its goal on its own. The robot had at its disposal a
small set of possible request utterances that differed in
politeness realized by varying sentence mood. Accord-
ing to the reactions of the helper-to-be the robot learns to
use the most successful utterance.

1.2 Dialogs for computer-assisted language learning
I started to work on my PhD in 2007. I am focusing now
on modeling and managing dialogs for computer assisted
language learning (CALL). Dialog systems for CALL
are often motivated by the communicative approach to
second language acquisition, which claims that learners
profit from solving non-language problems using the de-
veloping second language (Douglas, 1995).

Tutorial dialog systems within this paradigm usually
build tasks and domain descriptions along with associ-
ated microworlds or a role-play setting. These systems
are normally built manually, sometimes they come with a
drag-and-drop style authoring tool (Holland et al., 1995).
Usually, creating a dialog model and the corresponding
systems or adapting an existing model to another domain
or language requires some amount of designing effort and
specialized knowledge of the dialog modeling formalism
and the knowledge representation language which is used
for encoding the domain-specific knowledge.

One goal of my thesis is to develop mechanisms and a
tool that allow non-experts in dialog systems to develop
dialog models. The tool should allow language teach-
ers or authors of language learning syllabi, or even the
learner themselves to create and customize dialog mod-
els and use them for practicing communicative skills.

On our way to that goal, we are currently developing
on an architecture for authoring and executing language



learning dialogs. The architecture (i) allows learners to
exercise dialogs in various scenarios and their different
variants within one scenario, (ii) allows teachers without
technical background to author the dialogs and the nec-
essary linguistic resources, (iii) is modular in a way that
facilitates division of labor between content authors with
and without technical background. The key of our ap-
proach is to separate domain knowledge from the dialog
structure and the language model and thereby facilitating
a division of the authoring task.

Considering that dialogs for communicative skill prac-
tice can be about any desired topic and thus should be
very broad and general regarding the knowledge they
cover, we need methods that allow us to develop dialog
models from different kinds of knowledge sources. One
part of our work is to investigate what kinds of knowledge
representation are necessary and appropriate for different
kinds of dialog scenarios. The next step is then to come
up with easy and intuitive ways to author that knowledge,
possibly with a general knowledge base as support.

2 Future of Spoken Dialog Research
In my opinion a major problem in current work on spo-
ken dialog systems is the missing robustness of automatic
speech recognition. The amount of speech recognition
errors is a big hindrance to the further propagation of di-
alog systems. Thus I think progress in automatic speech
recognition is pivotal for SDS.

Another problem is the lack of tools for building di-
alog systems. At the moment, dialog systems are built
for one specific application, and every time you need
a new application you have to build a new dialog sys-
tem from scratch. Although there has been important
work on tools that allow you to build systems (DIPPER1,
TRINDIKIT2, ARIADNE3) these are still relatively lim-
ited. In my opinion further research and engineering in
this field is needed.

A third issue that is worthwhile to consider is the
knowledge acquisition problem: How can we automat-
ically design dialog systems using existing sources of
knowledge, like manuals, FAQ lists, or other semi-
structured information available on web pages.

3 Suggestions for Discussion
• Scalability, re-usability and transferability of dialog

systems: How can we go beyond building one spe-
cific system that can only be used for a specific task
and develop methods and tools that enable us to eas-
ily build a range of different dialog systems with dif-
ferent domains and task structures.

1www.ltg.ed.ac.uk/dipper
2www.ling.gu.se/projekt/trindi/trindikit
3www.opendialog.org

• Social competence for dialog systems: How can we
endow dialog systems with social competence, make
them polite, maybe even empathetic?

• Ethical responsibility of researchers: This is a topic
that is not specific to research in dialog systems but
to scientific research in general. Results of scientific
research don’t always serve the betterment of hu-
manity, but sometimes cause misery and pain. De-
veloping dialog systems might not have the same
impact as inventing gun powder or the atomic bomb,
but still I think that we should be aware of the con-
sequences of our work and how we might contribute
voluntarily or involuntarily to undesirable states of
the world, e.g. repression of people.
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1 Research Interests 

My research interest lies in the area of dynamic
dialogue systems, in particular investigating the 
feasibility and usability of utilizing online content for 
dialogue. 

1.1 Past, Present and Future Work 

Initial dialogue systems deployed in industry can be 
thought of as a rudimentary, but an effective, form of 
interaction, allowing customers to complete specific 
task based dialogues.  Currently, dialogue systems are 
produced for specific tasks and domains.   

Dialogue research meanwhile endeavors to advance 
these initial dialogue systems with the development of 
more natural and flexible systems, which can offer to 
the user more advanced features of dialogue, such as 
adaption to meet particular needs, evolving ‘on-the-fly’ 
dialogues to create more dynamic dialogues, or the 
engagement in dialogue in the true meaning of the 
word to help the user accomplish a particular task. 

For these advanced features of dialogue systems to 
function, it is often the case that the dialogue 
knowledge and domain knowledge be separated from 
one another, and the domain knowledge represented in 
a well structured manner that is accessible to the 
dialogue manager.  Structures like databases or 
ontologies, and associated query languages, are often 
used to store the domain knowledge, and the dialogue 
manager can simply query this knowledge 
representation when and how it needs to. 

Contrast to this is the Internet, and the largely 
unstructured nature of the documents that make up the 
Internet, together with the vast range of topics available 
online.  These have been a major issues and challenges 
for dialogue researchers wishing to complement the 
graphical browser with a dialogue interface to the 
online content.  Current solutions have been to limit the 
dialogue manager’s access and knowledge to a 
particular web site, reiterating the need for specific 
content types, sources and structures currently used in 
dialogue systems (Pargellis, Kuo & Lee 2004, 
Polifronti, Chung & Seneff 2003). 

Another aspect of the problem is usability, which 
has been around for many years during the 
development of the computer and more so since the 
evolution of the graphical interface.  Unlike their 
graphical counterparts, dialogue systems present a 
number of additional challenges for usability engineers.  
Inputs have to be constrained as per the language 
model, outputs needs to be relevant and meaningful to 
the user without being cognitively unmanageable, all 
the functionality of the system need to be obvious to 
the user, and error and confirmation strategies must 
provide an easy way for the user to recover in the 
events of miss and non understandings.  Already 
challenging in the traditional ‘task-based’ dialogue 
systems, the issues are somewhat more complex when 
there is no set path through the dialogue or task to 
complete, or when the user has the initiative during the 
interaction.  Due to the younger nature of usability 
research with regard to spoken dialogue systems, there 
is a current lack of usability studies in this 
‘informative’ type of dialogue. 

To combat and explore both the technical and 
usability issues presented, VoiceBrowse has been 
designed and implemented to further the work in this 
area of browsing the Internet through voice, not reliant 
upon specific content types or sources.   

It has been proposed that RSS and API feeds can 
be used to gather content from the various online 
sources, building up a document source of available 
contents.  This provides an XML based standardized 
bridge of accessing content and knowledge from any 
number of nonstandard sources.  APIs from various 
providers, such as Amazon or Yahoo Travel, will 
provide a mechanism for driving task based dialogues, 
whereas the RSS feeds will facilitate informative
dialogues based on content such as news items or 
weather.  Once identified from the RSS feed, relevant 
content can be extracted from the associated webpage. 

The VoiceBrowse architecture includes many 
different managers interacting, including content 
spotter being one novel component.  Comparable to the 
domain spotter of the Queen’s communicator (O’ Neill 
et al. 2005) and also evaluators of the JASPIS 
architecture (Turunen et al. 2005), it provides a method 
of choosing the most relevant source of content based 



upon the user’s query.  Creating a document space from 
all the documents gathered from the RSS feeds, a 
cosine similarity function selects the best matched 
document matching the user’s input query.  The system 
has been developed to accommodate everyday tasks 
one would normally do online, such as request the 
news, book a flight, check  the weather etc., and  not as 
a question-answering tool. 

To investigate the usability of such a system, two 
different implementations of VoiceBrowse have been 
created, a closed ‘system led’ initiative version, and an 
open ‘user led’ initiative version.  It is the thesis that 
different users, of different ages, sex and technological 
experience will have different needs with respect to 
spoken dialogue usability, and will therefore interact 
with the two systems differently.  The data collected 
during the evaluation on 32 participants will help 
further the work in this area of designing generic 
dialogue managers to interact with various content 
types. 

2 Future of Spoken Dialog Research 

Recently the context of the work of VoiceBrowse 
has been reinforced by the deployment of related 
‘Voice Search’ related products, such as those made 
available from Microsoft and Yahoo.  Like current 
dialogue systems deployed in industry, there is much 
research and development still required if this 
statement is to be realized, and if dialogue systems are 
indeed to offer natural, but robust, interfaces to 
interacting with machines generically, solving 
unrestricted problems and tasks. 

Furthermore, if the goal of dialogue research is to 
mimic human interaction in its naturalness, then 
emotion detection will be required to be fused with 
dialogue research, considering human communication 
is often expressed through how something is said, 
rather than what is said.  Consider, for example, a 
young baby about to touch something hot, to which the 
mother alerts the child by shouting warningly “Don’t 
touch that!”  The child of course is too young to 
understand the semantics or meaning of the words, but 
knows from both tone and characteristic of the 
mother’s voice not to continue the movement of 
reaching out to touch the hot object.   In the same way 
dialogue research should take into considerations, not 
only language understanding and linguistic analysis, 
but also efforts investigating the detection of emotion 
in speech, fusing the two inputs so a more accurate 
representation of the user’s utterance. 

Research efforts must also be concentrated on 
developing advanced standards for research, with 
which dialogue systems with sophisticated features can 

be developed by different parties using a common 
language.  This would promote the collaboration of 
parties, leading to more effective research with a 
common direction and vision of dialogue systems. 

3 Suggestions for discussion 

� Do statistics speak for themselves? Will the 
statistical approach to language understanding 
completely eradicate the finite state grammar? 

� Level playing field – can a standard set of 
metrics be devised to compare dialogue 
systems? 

� GUIs killed spoken dialogue? Have GUIs 
evolved into such a usable product that 
dialogue systems are no longer seen as the 
usable natural interface they were once 
promised to be? 
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