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1 Introduction

The availability of linguistically annotated corpora
like the Penn Treebank has long proven benefi-
cial for computational linguistics research. How-
ever, attempts have begun only recently to pro-
vide corpora withdiscourseinformation (c.f. e.g.
URML (Reitter and Stede, 2003) or the Penn Dis-
course Treebank (PDTB) project at the University
of Pennsylvania1). Here we report on a project
whose goal is to generate a corpus annotated with
deep discourse semantic information which can
then be used to train statistical models of semantic
interpretation. We introduce our general method-
ology and describe how it is instantiated in a
purpose-built tool that supports interactive, semi-
automated annotation. The novel feature of this
tool is its use of a reasoning engine which imple-
ments a semantic theory of discourse interpreta-
tion to suggest annotations to the user.2

2 Overview of the System

At the core of our annotation system lies a mod-
ule which provides an infrastructure for interac-
tively annotating dialogues. It provides routines
to read (XML -formatted) dialogues, pass them to
a processing engine, let users edit and possibly re-
process the results of that step, and finally store the
finished annotation (alsoXML -formatted). This in-
frastructural module is calledANT, for Annotation

1C.f. http://www.cis.upenn.edu/ ∼dltag/
2Thus the development of the tool also allows us to evalu-

ate and improve the symbolic theory underlying the computa-
tion of suggestions by exposing it to large sets of “real-world”
data.

Tool.

This part of the system is independent from any
particular annotation task; the modules that make
use of the infrastructure on the other hand have
to be tailored to the task at hand. For example,
for any given task the exact input and output for-
mat has to be specified, and a discourse-processing
module which computes suggestions for annota-
tions has to be provided. Figure 1 shows an instan-
tiation of the architecture where the discourse pro-
cessing is done by a system calledRUDI (Resolv-
ing Underspecification using Discourse Informa-
tion, cf. (Schlangen and Lascarides, 2002)) and the
input consists of semantic representations com-
puted by a wide-coverageHPSG(the English Re-
source Grammar(ERG); disambiguated parses of
the input utterances are provided by theRED-
WOODS treebank (Oepen et al., 2002)). This in-
stantiation of the system is calledRANT (for RUDI-
basedANT).
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Figure 1: Schematic Overview ofRANT

In general terms, an annotation cycle inANT

proceeds as follows:
(a) First, one basic unit of the data that is to
be annotated is read in; this could be an ortho-
graphic transcription of an utterance in a dia-



logue, together with a representation of its syn-
tactic and semantic structure. (b) This informa-
tion is passed to the discourse processing mod-
ule, together with previously collected informa-
tion (thecontext). The system expects back from
that module aninformation state(IS) representa-
tion, which might for example contain information
about performed speech acts, or about changes in
the common ground of the dialogue participants.
In general, any information state theory of dia-
logue could be utilised here. (c) TheIS is pre-
sented in aGUI to the user/annotator, who can
then edit it. This process is interactive, because at
any point the revised information state can be sent
back to the processing module in order to compute
consequences of the changes. (d) Once the anno-
tator is satisfied with theIS, it is stored, and a new
annotation cycle begins with the currentIS as part
of thecontext.

3 Extending theREDWOODSTreebank

We useRANT, an instantiation of this architec-
ture, to create a treebank annotated with dis-
course information. The basis of this is theRED-
WOODS treebank (Oepen et al., 2002), which
provides disambiguated parses for approximately
7000 dialogue-utterances from the domain of ap-
pointment scheduling. The kind of discourse in-
formation we are interested in and for which sug-
gestions are computed byRUDI can be illustrated
with the following example. (Thehi in parenthe-
ses are thelabelsof the utterances.)

(1) (h1) A: What is a good time for you?

(h2) B: After 2pm on Monday. . .

(h3) . . . and I’m also free on Wednesday.

The IS with which we annotate the utterances
consists of two main elements: a logical form for
the dialogue in terms of adiscourse structure, and
(parts of) themodel that satisfies that structure.
This discourse structure consists of the following
elements: (i) the grouping of the utterances into
larger discourse units (e.g., utterancesh2 andh3 in
(1) are grouped together); (ii) rhetorical relations
connecting these segments (e.g.,h3 is a continu-
ation of h2, and the resulting segment provides
an indirect answer to questionh1); and (iii) res-

olutions of (some) underspecification in the log-
ical forms, namely that arising from the use of
fragments (e.g.,h2 is resolved to something para-
phraseable by “After 2pm on Monday is a good
time. . . ”), and that arising from the need to bridge
definites to the context (e.g., “Wednesday after-
noon” in h3 is resolved to be the next Wednes-
day afternoon after the time of utterance). These
three elements of discourse structure are logically
dependent; for example, a particular rhetorical
relation can have truth conditional consequences
which constrain the values of bridging relations
among temporal referents.

The IS also records certain parts of models
of the discourse structure, namely the denota-
tions of temporal referents—defined as intervals
on the calendar—that make the discourse structure
true, given knowledge about when the conversa-
tion took place. Finally, it also records the purpose
behind each utterance, insofar as the overall goal
of finding a time to meet is concerned.

4 Related Work

While we use the system with a particular dialogue
theory as background, we expectANT to be useful
for evaluating and developing all kinds ofIS-based
theories. In contrast toURML and PDTB men-
tioned above we aim to annotate our corpus with
much more detailed semantic information such as
goals and resolutions of semantically underspeci-
fied information described in Section 3, expecting
that this additional information will prove useful
for training statistical models.
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