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ABSTRACT 

In the past two decades, several models 
have been proposed in the literature aim- 
ing at the phonetic description of vowel 
systems. These models are based on prin- 
ciples using constraints from vowel pro— 
duction (‘articulatory ease’) and/or vowel 
perception (‘perceptual contrast’). In this 
presentation, we will discuss these theories 
and will attempt to relate their phonetic 
blases to more linguistic attributes of vow- 
e s. 

1. INTRODUCTION 
Speech serves as one of the most important 
means of communication between humans. 
It results from accurate regulation of the 
subglottal air pressure and, at the same 

time, manipulation of the glottal and vocal 
tract muscles. Phonemes such as vowels 
and consonants act as linguistic (phono- 
logical) units in a language, but at the 
same time, the corresponding a110phones 
are subject to articulatory and perceptual 
demands. In phoneme models, the collec— 
tion of consonants and vowels in a language 
is assumed to meet rules with respect to 
articulatory ease, and perceptual contrast 
and salience. We present an outline of the 
theories aiming at a structural description 
of vowel systems in relation to articulatory 
models. We will focus on two aspects of 
system structure: the internal structure, 
viz. the manner in which vowels are posi- 
tioned in the vowel space, and the external 
structure, apparent in the boundary of the 
vowel Space. Further, we pay attention to 
how phonological demands on vowel sys- 
tems can be incorporated in sophisticated 
vowel models. 

2. INTERNAL STRUCTURE 
Vowels in language principally serve a lin- 
guistic goal. Their existence helps to dis- 
tinguish words semantically, which is clear 
in the case of minimal word pairs. Histor- 
ical linguistics and dialectology show that 
vowel systems must be considered as sys-‘ 
tems which are continuously in develop- 

ment, rather than as collections of vowels 
which are fixed once and for all. Vowels 
may chan e e.g. due to accent shifts or 
Umlaut—e ects (as e.g. in Germanic lan- 
guages), to whims of fashion (some cases 
of diphthongization), to ease of articula- 
tion (vowel reduction). A shift of one par- 
ticular vowel may induce the shift of many 
vowels in the system (e.g. the Great Vowel 
Shift in Middle English). 
From a phonological point of view, the 
static structure of vowel systems is related 
to the presence of features with an articu— 
latory basis, such as [round], [front], [high]. 
Every vowel is coded by its specific feature 
values, and the structure of vowel sets can 
be represented by ‘algebraic’ manipulation 
on the set of feasible feature value combi- 
nations. 
Phonetically, system dynamics can be 
modelled by repelling forces between vow- 
els (yielding push chains) or by the ten— 

dency to fill system gaps (drag chains). 
These effects can be understood by as- 
suming principles of ‘suflicient perceptual 
contrast‘ or ‘optimal contrast’, respectively 
(Disner, 1983). 
In vowel models, the actual linguistic vowel 
systems are assumed to optimize percep- 
tual contrast and, in an extension, ar— 
ticulatory ease. Liljencrants & Lindblom 
(1972) were the first to implement a prin- 
ciple of optimal perceptual contrast in a 
so—called vowel dispersion model. In a 2D 
formant space, vowels were positioned such 
that the system contrast was maximized, 
iôy the minimization of the system quality 

1 
(2:23-1:32? (1) 

where d( v,, ej) denotes the (Euclidean) dis— 
tance between any two vowels v,- and 12,- 
in the ‘perceptual space’, and the sum is 
taken over all distinct vowel pairs (1 5 i < 
j 5 N . The particular implementation 
chosen y L&L suffered from the drawback 
to generate too many high vowels for large 
N, due to a too large perceptual distance 
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between /i/ and /u/. 
One of the basic ingredients in this ap- 
proach, viz. the perceptual distance be- 

tween two vowels, has later been modified 

to more sophisticated submodels for the 

auditory spectrum (Bladon & Lindblom, 
1981; Lindblom, 1986). 
In the literature, the 2D inter-vowel per- 
ceptual contrast has been subject to fur- 
ther refinement and extension to 3D. The 
extension to hi her-dimensional formant 

spaces is consi ered in Schwartz et al. 
(1989) and Ten Bosch (1991). These stud- 
ies show the great dependency of the re— 

sulting model systems on variations in pa- 
rameters controlling the perceptual dis- 

tances between vowels. The best perce - 

tual metric for nearby vowels has recent y 

been reported to be the 2D Euclidean met— 
ric after bark transformation of F1 and F2 

(Kewley-Port & Atal, 1989). Since their 
stimuli, however, were determined by two 
parameters only, this result must be care- 
fully interpreted, leaving aside the question 

about the relation between the phonemic 
distance (that we search) and the phonetic 
distance (that they measure). 
While d has been subject to continuous re- 
finement, the system contrast Q, however, 

has not grown beyond the form 

Q = Z à  m 

d now involving combinations of trans- 
formed formant frequencies (Schwartz et 
al, 1989) or spectral differences (Lind— 
blom, 1986)). The problem that we want 
to address here is that this expression Q 
is in fact very arbitrary, i t  being sug- 
gested by repelling forces between mag— 
netic monopoles or dipoles, but lacking, in 
fact, any linguistic or even physical—basis. 
Ten Bosch et al. (1987) prOpose an eXpres- 

… Q=H(1—exp(—ad)) (a) 
the product being taken over all distinct 
vowel pairs, and a some scaling parameter. 
Q is to be optimized. The rationale is, that 

the factor 1 — exp(—ad) (E  1r(d)) is inter- 
pretable as a probability of two vowels on a 
distance d not being confused. The system 
quality Q would then denote the probabil- 
ity of no confusion at all between any two 
vowels, under the assumption of indepen— 
dence of the probabilities involved. This 
idea has also been suggested by Lindblom 
in 1975. Also in this approach, however, 
a weak argument can be detected, namely 
that the resulting optimal vowel configu- 
rations can (easily) be shown to be de- 
pendent on the exact shape of «(d) (Ten 
Bosch, 1991). Moreover, the probability 

of two vowels being confused is not based 
upon any linguistic consideration at all. 
In Ten Bosch (1991 , another expression Q 

has been elaborate : 

Q = Iggÿidüovm (4) 

i.e. the minimum over all distances be— 
tween distinct vowel pairs. Three advan- 
tages can be recognized: (a) the system 
contrast is related to a ‘perceptual bottle— 
neck’ in the whole system rather than to 
global system properties: the bottleneck is 
then located at the location of the near- 
est vowels. (b) The influence of the exact 
shape of the relation between inter-vowel 
distance and inter-vowel confusion is ap- 
parent on exactly one place in the vowel 
system, rather than being spread out by 
weighting all inter-vowel distances (as is 
done in eq. 2). (c) Any sufficiency con- 
straint of the system contrast is directly 
relatable to the minimal perceptual dis— 

tance between vowels. The systems, ob— 
tained by Optimizing eq. 4, are similar (but 
not equivalent) to the ones, obtained by 

minimizing eq. 2 (Ten Bosch, 1991). This 
yields, in my opinion, a strong argument 
for the latest modified Q (Ockham). Prop- 
erty (a) is particularly useful in numerical 

simulation of push and drag chains. In 
Ten Bosch (1991), it is attempted to ex- 
plain the emergence of diphthongs as a con- 
sequence of a local high vowel density in 
the vowel space. Although this model fails 
to explain diphthongeal properties in de- 
tail, gross effects, such as the preference 
for diphthongs to have a relatively large 

trajectory, can be clearly demonstrated. 

Articulatory constraints were not explic- 
itly dealt with in these models: all cal— 
culations were carried out in the acous— 

tic domain. Recent implementations at— 
tempted to combine erceptual and ar— 
ticulatory constraints Bonder, 1986; Ten 
Bosch, Bonder & Pols, 1987; Ten Bosch, 
1991). Other approaches were carried out 
by Abry, Schwartz, Badin, Boë, Perrier, 

Guérin (see the references) and colleagues 
in Grenoble. Stevens (1989) has put for— 
ward an elaborated version of the Quan- 
tal Theory (cf. Stevens, 1972), in which 
perceptual and articulatory constraints are 
combined into one principle. In these re— 

cent models, other points of view have 

been adopted (leadin to e.g. the notion 
of focal points, artic atory plateaus, suf- 
ficiency instead of optimality), and more 
elaborated definitions of Q have been in- 
troduced (Schwartz et al., 1989). 
Ten Bosch et al. (1987) propose a vowel 
system model based on maximal acoustic 
contrast together with a minimal articula- 
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tory effort criterion, by minimizing 

Di + S - (Q — 1)2 

where D A is the total articulatory system 
effort, Q given by eq. 3, and S a slack vari— 

able as used in optimization problems ( 3  
being a large positive number). This com- 

bination of D A and Q was left as too many 
parameters were involved in the optimiza- 
tion sessions. The search for a balance be- 
tween DA and Q turned out to be a Pan- 
dora’s Box. We here leave aside the def- 
inition of ‘articulatory system effort’ and 

even forget the role of consonantal context 
in any definition of articulatory ease. 
Another important goal is the refinement 

of the overall articulation-to-acoustics re- 
lation. The Quantal Theory (QT; Stevens, 

1972, 1989) makes use of the non- 
uniformity of this mapping. In its pure 
form, QT states that the articulatory po- 
sitions of which the acoustic output (to 
some norm) is less sensitive to articulatory 
deviations are favourable over other posi- 
tions (articulatory plateaus). The Quan- 
tal Theory predicts, in the case of vow- 
els, the corresponding favoured vowels to 
likely be a member of a vowel system. 
The presuppositions of the Quantal The- 
ory, however, still lead to discussion and 
have been questioned by many authors (cf. 

Journal of Phonetics, vol. 17), whereas the 
results are not convincing %cf. e.g. Lade- 
foged & Lindau, 1988; Ten osch & Pols, 
1989). It is generally believed, however, 
that the speech signal inherits ‘quantal’ 
phonetic properties as a consequence of 
non-linearities of the articulation-acoustics 
mapping and probably, the categorical per- 
ception of speech sounds. If quantality ex- 
ists, it  is probably a result of close approx- 
imations of formant frequencies (Stevens, 
1989; Badin et al., 1990; Schwartz et al., 
1989; Ladefoged et al., 1988). 

We briefly return to the open question of 
phonological enrichment of phonetic vowel 
models. An unsolved, and perhaps un- 
solvable, drawback inherent to phonetic 
models is that they cannot easily account 
for the linguistic demand for Vowel con- 
trast, although linguistic oppositions are 
ultimately based upon phonetic contrast. 
Is there a relation between the need of in- 
tervowel contrast and the ‘lexical load’ of 
the opposition? The relation between pho— 

netic contrast and phonological contrast 
seems not to be derivable directly from 
the statistics on lexemes in a langua e. In 
Dutch, /a/ and /:>/ have the largest most 
often frequented) minimal set in common, 
despite they are a very close pair in the 
Dutch vowel system. 

3. EXTERNAL STRUCTURE 
We mean by external structure of vowel 
systems the description of the vowel space 
boundary in articulatory terms. It op— 
poses the internal structure, with which 
we mean the positional organization of the 
vowels themselves. External structure is 
related to the notion of ‘possible speech 
sound’ (Lindblom, 1990). From a phono— 
logical point of view, the boundary of the 
vowel space is global] anchored between 
the combinations [low , [back, round] and 

[front, unround], representing / a/ , /u/ and 
/ i /  , respectively. From a phonetic point 
of view, the set of possible speech sounds 
is a subset of the total sound-producing 
potential of the vocal tract. The rela- 
tion articulation-to-acoustics and the in- 
verse problem, the computation of the vo— 
cal tract shape from the acoustic output, 
plays here a central role. 

The problem, how to relate vocal tract 
shape and acoustic output can be tackled 

in different ways: (1) in terms of electric 
LC-circuits. Historically, this has been the 
usual paradigm; (2) in terms of the n-tube 
representation of the tract (Fant, 1960; 
Atal et al., 1978; Bonder, 1983; Ten Bosch 
et al., 1987; Stevens, 1972, 1989). (3) in 
terms of articulatory-based tract models 
(by Lindblom, Sundberg, Ladefoged, Mer- 
melstein, Maeda). (4) in terms of eigen- 
functions of the Webster horn equation 
(Karal, 1953; Mrayati et al., 1988). 
Apart from their starting points, these 
four approaches are in fact mathematically 

equivalent. 

Perrier et al. (1985), using Maeda’s sta- 
tistical analyses of articulatory positions 

has shown that the boundary of the vowel 
triangle can adequately be simulated by 
putting specific lower and upper bounds 
on the tube segment areas. Bonder (1983) 
and Ten Bosch (1991) studied this phe— 
nomenon by using the n-tube as articula- 

tory model. 

Since Atal et al. (1978), it is well known 
that the inverse problem has no unique 

solution (fibre). In order to specify one 
unique exemplar from the fibre, additional 

constraints have to be defined. This pro- 
vides us the possibility to define an effort 
value to each formant position. The acous- 
tic output being given, let d) denote the 

correponding fiber of all positions z in the 
articulatory space. Furthermore, we have 

some articulatory effort function e defined 
on the articulatory space. Then 

min{e(z) | : on à} 

denotes the minimal effort value on the 

fiber. This value depends on the fiber, i.e. 
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Fig. 1. Contour lines in the ( z , y )  : (Ft )  

plane of un effort function defined on the ar- 
ticulatory space. Scaling: ] E 2000 Hz. 

the acoustic output. Accordingly, the min- 
imum effort value defines a ‘efi'ort land— 
scape’ on the acoustic space. It is shown 
in Ten Bosch (1991) that a relatively sim- 
ple effort function e can be found such that 
the boundary of the vowel space, as found 
in languages, resembles closely one of the 
contour lines of that landscape (fig. 1). 
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