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For two millennia the phonetic
sciences have been united in an
attempt to understand the structure
and behavior of speech. Questions
and methods related to language
history, speech pathology, and
speech technology freely mixed.
In the early 20th century a split
developed between phonetics and
phonology. In this paper I argue
that the split was ill-conceived
and based on a misapprehension of
the aims and potential of phonetics
(rs-named "integrative phonology'
here). None of the sub-disciplines
in the phonetic sciences are on
such a sure footing as to have the
luxury of "going it alone.” A
reconciliation should be based on
a frank admission that the great
questions conmon to all the phonetic
sciences remain unanswered and
need a cooperative effort for their
resolution.

1. IITRODDCI'ION
In the beginning there were no

disciplines only people whoasked questions and wondered aboutthe make-up and workings of theuniverse, including the universeof speech: How did speech ori-ginate? What is the nature ofspeech? How are spoken words madedifferent from each other? Whatis the origin of different languagesor how does it happen that the"same” word is pronounced differentlyby different speakers or even bythe same speaker in different con-texts? How can one best learnanother language? How can speechdefects be corrected? How doessound come be associated with mean-

ing? How can we control and extend
the power of speech: evoke its
sense with writing, transmit it
over great distances, make inanimate
objects respond to the spoken com-
mand? The biblical stories of
Adam naming the beasts and the
tower of Babel story are candidate
answers to these implicit ques-
tions. The story of Ali Baba gaining
access to the cave with the spoken
command "open, sesame" reflects
Man’s desire to control machines
using speech. The various writing
systems of the world -- sane having
considerable antiquity -- testify
to the ability of untutored people
to analyze words into the sound
elements that make them different-1
other cultures and other ancient'
texts offer different candidate
answers to the same questions. '
Panini’s grammar of Sanskrit, written
some 25 centuries ago, gives answers
to the question of what the nature
of speech is; he specifies its
articulatory correlates, a descrip-
tive method we use to this day.
Greek speculations on language
dealt with the development of words
and the association of sound and
meaning.

How did the phonetic sciences
develop from such questions and
analyses? In this paper I propose
to give not a formal history of
the phonetic sciences but a few .
historical vignettes which will
serve to remind us of some of the
roots of our field and especially-
to shed some light on the emergence
of phonetics and phonology 83
separate enterprises.



2. VIGNBTTES FROM THE HISTORY OF

THE PHONETIC SCIENCES

It is fascinating to discover

the diverse origins of any field.

Geology, for example, can trace

its beginnings to biblical inter—

pretations, the study of gems,

minerals, and fossils, mining,

cartography and astronomy, as well

as traditional descriptions of the
earth’s surface by travellers. I

doubt, though, that there can be few

other fields with such a diversity
of parent disciplines as the phonetic
sciences. These include medicine
covering also anatomy, physiology,
and speech pathology; physics and

engineering; zoology and ethology;

language teaching; music and voice
training; philology (the study of
the history and interpretation of
texts); grammar and rhetoric; psych-
ology (including developmental

studies); archeology and anthro-
pology; stenography and spelling

reform.
Ancient (and much modern) liter-

ature is filled with purely specu-

lative answers to the above qpestions
about speech. Some of these specu-

lations are impressive for their
ingenuity and occasionally for
their congruence with modern findings
(not that we should uncritically

take that as a measure of success).

But it is true in the phonetic
sciences as in all others: many
theories are offered, few receive

empirical support. Significant
advances require speculation coupled
with supporting evidence.

Many of the notable early studies
of speech were done by medical
people because physicians were
inclined to be empirical in their
work, drawing conclusions based on
direct experience with their
patients. Unlike others, their
livelihood depended on their being
able to get results, not just ele-
gantly turned arguments. As Galen,
the 2nd century AD Greek physician
and anatomist, remarked on queß-
tions of anatomy and physiology,
Aristotelian philosophers preferred
disputation to dissection [10].

Galen is perhaps the earliest

”hands on” practitioner of the

phonetic sciences known to us.
Apparently on the basis of first-

hand observations, he elucidated

the respiratory element of speech

and discovered the cerebral source

of the recurrent nerve (the prin-

cipal motor nerve of the larynx)

which had previously been thought

to come from the heart [60].

Among other notable medical people
who made contributions to the phon-
etic sciences are the Italians
Hieronymous Fabricius, also known

as Fabricius ab Aquapendente, (ca.
1533—1619) [17] and his student

Julio Casserio (ca. 1552-1616)
[9]; the Englishman William Holder

(1616-1698) [30]; the Swiss, Johann

Conrad Amman (1669—1724) [1, 2]

and Albrecht von Haller (1708-1777)

[28]; the Germans Johannes Muller

(1801-1858) [51], Emil Du Bois-

Reymond (student of Muller; 1818-

1896) [15], Hermann von Helmholtz

(1821-1894) [29 , and Ernst Brücke

(1819-1892) [7] ; the Czechs, Jan

Purkyné (l787—1869)3, Johann Neponuk
Czermak (1828-1373) [12]; the French-

men Denis Dodart (1634-1707) and

Antoine Ferrein (1693-1769) [19];

the Dutch F. C. Donders (1818-1889)

[14] and Hendrik Zwaardemaker (1857-

1930) [83, 84].
of these, Holder and Amman and

the English mathematician John

Wallis (1616-1703) were motivated

in their study of speech by their

attempts to teach the deaf to speak

[1, 2, 30, 79].4 Their pioneering

works were quite influential for

more than a century afterwards.

Amman’s work, which was translated

into English, French, and German,

exhibits some remarkably novel

observations; for example, regard-

ing the lateral ”semi-vowel” [l],

he notes [1] (pp. 52-53) that it

is formed when the Tongue is

so applied to the Roof, and

the upper Teeth, that the Voice

cannot, but by a small Thred,

as it were, get forth by the

Sides of the Tongue; for if



you compress the Cheeks to the
Grinders, you stop “P the Pass”
of the Voice, and it will be
very difficult for you to P30-
nounce this Letten..."
This easily replicable do-it-

yourself experiment demonstrates
clearly the role of the buccal
sulcus (the space between the cheeks
and the molars) as a resonating
cavity in speech (at least in some
speakers). human is one of the first
to attribute voice to the modulation
imparted to the air stream passing
through the glottis by the vibrations
of the vocal cords (p. 29]. These
vibrations he considered the ’sub-
stance' of speech; the ’form'5 was
imparted by ”the various configur-
ations of those hollow channels,
thorough which they pass...” (p.
26]. This is one of the earliest
and clearest expression of what we
would now call the 'source — filter'
model of speech. He also establishes
an elementary binary, hierarchical
classification of phonetic features
which incorporates certain notions
that might well be considered ser-
iously by modern phonologists,
e.g., that manner features dominate
place of articulation features [p.
66]. He considered his system as
a ’natural' hierarchical taxonomy
and comments that substitutions of
sounds (e.g., in pathological speech)
involve similar sounds at the lowest
strata of the hierarchy, not the
highest, i.e., a dental ’semi‘vowel'
like i is substituted for another,
_r_, or one nasal for another, i.e..,
we don't see substitutions of vmels
for consonants, etc. [pp. 66-67]
It was also Altman (like Wallis beforehim) who made what might now beconsidered phonological observations:”If any word terminates in n andthe following word begins with bor p, ... then in pronouncing then we unconsciously change it, forthe sake of euphony, into In, ..."Amen was aware of the discre-pancies between pronunciation andspelling but considered this pri-marily a fault of pronunciation.From our point of view this may be

regarded as a confusion of spelling
and sound but before we adopt a
superior attitude, let us be sure
we ourselves do not suffer from
vestiges of the same confusion
[57].

It was also a medical doctoré
Christian Gottlieb Kratsenstein,
a German who lived and worked in
Denmark, (1723—1795) who in 1780
was among the first to attempt the
synthesis of speech and publish
the results [37, 381.7 Even though
it concerned just isolated steady-
state vowels, he did not yet have
a clear idea of resonance, and his
resonators bore little resemblance
to the vocal tract (and thus didn’t
clarify how human vowels came about),
he at least showed that mechanical
synthesis of some speech sounds
was possible.

It was, however, Wolfgang von
Kempelen (1734-1804) a Hungarian
engineer and a native of Vienna
(part of the Metro-Hungarian Empire)
who in 1791 [34] made one of the most
influential pioneering contribution
not only to speech synthesis but
to phonetic science in general.
His work Mechanisms der menschlichen
Sprache gave complete blueprints
(actually woodblock prints, and
splendid ones at that) detailing
the construction of a speaking
machine [16]. It must be emphasized
that it was not the speaking machine
by itself which had such an impact
on the field. Rather it was the
combination of the machine plus
the book he wrote describing it
which had such great repercussions.
His efforts represented a kind Of
step-function increase in the de-
tailed attention given to all aspects
of speech production. The hock
gives an impressive review of con-
temporary knowledge and speculation
on speech and language. He dis-
cufifieso among other things, animal
communication, the sign language
of the deaf, the origin of speech
and language. He reviews the earlier
work of Galen, Amman, van Belmont.
“dart. Ferrein, Heller, Herder,
‘19 Brosses. Court de Gebelin, Lord



Honboddo, Adelung, Abbe de l'Epée,

and Kratzenstein. He gives a phono-
logical comparison between languages,

not only on their segment inventory
but also with respect to their

phonotactics (permissible clusters).
Erasmus Darwin (1731-1802), grand—

father of Charles Darwin, a erudite,

imaginative, and progressive ”gentl-
eman scientist" of the Enlightenment,
dabbled in speech synthesis and
constructed a mechanical synthesizer
along the lines of von Kempelen
although simpler in that it was
capable only of labial sounds p,
b, m, and the single vowel in ([13],
pp. 119—120). In what must be one
of the earliest proposed applications
of phonetics to speech technology
he suggested that his machine, ”...
if built in a gigantic form, might
speak so loud as to command an
army or instruct a crowd." In
fact, this plan never would have
worked because resonant frequencies
are inversely proportional to the
length of the vocal tract. A gi-
gantic mouth would have had reso-
nances so low and so close together
(in frequency) that it is doubtful
human ears could resolve them or
recognize them as speech-like sounds.
(However, it could have been possible
in principle to make a speaking
machine speak loud enough to address
crowds by keeping the vocal tract
the normal length but augmenting
the lung force.) Darwin, although
he was apparently not unaware of
previous efforts by other writers,
conducted his own analysis of the
sounds of languages of the world
and concluded that some 32 or 33
separate sounds might be recognized,
including the Welsh 11. He also
Proposed that these sounds could
be represented more simply by em-
Ploying only 13 unary features
which included the basic three
Places of articulation, oral reso-
nance I nasal resonance, voiceless
frication, voiced frication, etc.
since he found it difficult to
determine the exact 'place of articu-
lation’ of vowels via kinesthesia,
he devised a simple palatograph:

”I rolled up some tin foil into
cylinders about the size of my
finger; and speaking the vowels
separately through them [that is,
inserting the cylinders into his
mouth], found by the impressions
made on them [that is, where they
were dented), in what part of the
mouth each of the vowels was
formed...[p. 1191‘. This is one of
the earliest instrumental phonetic
studies performed on a live, intact,
speaker.

One person seldom celebrated in
the history of our field but who
made several interesting contribu-
tions is the Englishman Thomas
Young (1773—1829), also trained

in medicine but who is most well

known in the physical sciences for

his demonstration of the wave nature

of light. His minor dissertation

written in Göttingen in 1795-1796

-- now lost -- was on the topic of
universal phonetics: he proposed

that all languages could be written
phonetically using just 40 to 50
distinct letters. He was the first
to decipher Egyptian hieroglyphics,
a task completed for the most part
by Francois Champollion. In an

undeservedly-neglected paper of
1818, Young gave a mathematical
account of the need to find several
cognate words between languages in

order to establish a family rela-
tionship. It is also to Young
that we owe the coinage of the

term ’Indo-European’ (in a review

of Adelung’s Hithradates).

Robert Willis (1800-1875), a

Cambridge professor of mechanics

(engineering we would call it today)

in his 1830 work ”On the vowel

sounds” [81] specified quantitatively

the vocal tract resonances of vowels

and claimed that the major deter-

minant of vels' characteristic

acoustic patterns was vocal tract

length. He also claimed that there

were infinite vowel sounds and

that one vowel faded gradually and

imperceptibly into its neighbor in

the series [i e a o u]. He remarked

that with some refinement of his

investigations he should be able



to provide "philologists with a

correct measure for the shades of

differences in the pronunciation

of the vowels by different nations.”

Although his single resonance model

of vowels is not supported today
it is reminiscent of the notion

that one can specify a single ”char-
acteristic" resonance of most vwela
and that this is equivalent to a

weighted average of F2 and F3 for

front vowels and is approximatelg

F2 for low and back vowels [18].

One of the more interesting things
about willis' work is a subsequent,

paper it inspired by T. Hewitt Key

(1799-1875) first professor of

Latin, then professor of comparative

philology, at London University

(now University College). Key,

trained in medicine and mathematics

(and a teacher of math at the newly

formed University of Virginia from

1825 to 1827) contributed several

papers to the Philological Society
of London on various specific sound
changes and sound change types.
His paper ”on vowel-assimilation,
especially in relation to Professor
Willis's experiment on vowel-sounds”
appeared in the Transactions of
the Philological Society for the
year 1852 (but which was published
in 1855) [35]. In this paper Key
tries to explain vowel harmony and
umlaut by invoking Willis’ notion
that vocal tract length is the
main articulatory difference between
vowels. This would not be judged
a successful attempt in the light
of current knowledge but let us
not engage in what's called ’Whig’
history (historical events judged
according to modern standards and
tastes): it is an admirable effort
at applying the latest phonetic
theories to phonological problems.
It also has some memorable and
still pertinent quotes:

[some scholars of language]
have allowed themselves .. to
be led astray by paying more
attention to the symbols of
sound than to sounds themselves.

Scholars seldom unite the

love of classical and scientific

pursuits; and a paper [i.e.,

willis’] of the highest value

for philology might well fail

to meet with all the attention

it deserved from the students

of language, when published in

a series of treatises [Trans-

actions ot‘ the Cambridge Phil-

osophical Society] almost exclus—

ively of a mathematical charac-

ter; not but that the paper

has an indisputable claim to

such a position, since it treats
the problem with the accuracy

of modern physics.

Hermann Grassmann (1809-1877),

Sanskritist and the discoverer of

the well known Greek and Sanskrit

dissimilatory sound changes which
are named after him [27], devoted

most of his energies in his prime

to mathematics, not to philology

which was a pursuit in his later
life. This hero of the comparative
method and inspiration for the

neo-grammarians, also made a

significant (but now generally
neglected) contribution to acoustic
phonetics apparently being the
first person to declare that some
vowels had two distinct resonances:
not just one as taught by Willis.
He determined these resonances by
purely auditory means by identifying
the number (and thus the pitch) of
the prominent harmonics of intoned
vowels much as so-called harmonic
singers can manipulate individual
harmonics of their voice. This
work was published in 1854 [26]:
nine years before Helmholtz published
similar findings using instrumental
means.

Another well known comparative
philologist who saw no bar C0
integrating physical studies 0!
speech with philology is Karl Verne:
(1846-1896], discoverer of the
famous sound law that bears his
name [77]. Verner’s Law states
that medial voiceless fricatives
became voiced unless the accent
fell on the preceding syllabu-
In his later years Verna: was inter-



ested in trying to find out how

and why accent could influence

segments in this way. He constructed

on his own an elaborate optical

device which permitted him to enlarge

the speech tracks on an Edison

phonograph cylinder and to project

them on the wall such that he could

make hand tracings of them and

then measure and analyze them. In

essence he measured periods to

derive the pitch and did a Fourier

analysis of the signal. As it

turned out, he didn’t get any results

he thought worth publishing. His

research wasn't made public until

after his death [21, 33, 78].
Abbe Pierre-Jean Rousselot (1846-

1924), often called the father of

experimental phonetics, continued

to some extent the tradition of

physiological studies of movement

initiated by E. J. Marey, physician

and pioneer in the study of
locomotion and the one who perfected
the kymograph (with his invention
known as ”Marey's capsule”). In
general, it would not be inappro-

priate to say that Rousselot at-
tempted to do for speech what Helm-

holtz attenmmed to do for vision and
hearing, i.e., reduce their function
to known physical physiological
principles. Indicative of his
view of the broad integrative char-
acter of the phonetic sciences are
two of his major works, one, his

dissertation [66] which was an
attempt in part to give an instru-

mental phonetic account of the

sound changes which shaped the
dialect spoken in his home town,
and, two, the application of phon—

etics to the problems of the deaf

[67].
Even more than individual effort:

what really demonstrates the exist-

ence of a continuing tradition
mixing physics, physiology, and
Philology is the way that different

authors built on the work of others:
as in the case of T. Hewitt Key

applying Robert Willis' theory of
vowel production to vowel harmony.
hany other examples of this exist
including the following two.

Von Kempelen’s work was widely
known and extremely influential
throughout the 19th century; it
was cited in virtually every subse-
quent major work on voice and speech.

Wilhelm Jacobi (1816-?) in his
1843 [31] work on the history of

the German language attempted to

give an account of German ablaut

by a complex quasi-mathematical

scheme based on von Kempelen's

description of the articulation of

various vowels. other philologi-

cally-oriented writers incorporating

the best contemporary phonetics

into their philological work include

H. E. Bindseil (1803-1876) [4],
Karl Moritz Rapp (1803-1883) [63],

Rudolf von Raumer (1815-1876) [64],

and Friedrich Techmer (1843-1891)

[741.
A further potentially far-reaching

chain of influence fran von Kenpelen

and Helmholtz to Alexander Graham

Bell (1845-1922) is well known

[22]. crucial links in this chain

were, first, sir Charles Wheat-

stone (1802-1875) who demonstrated

to the young Bell his replica of

von Kempelen‘s machine and loaned

him his copy of von Kempelen's

book and, second, Alexander J.

Ellis (1814-1890) who was a friend

and associate of Alexander Melville

Bell (1819-1905), Graham Bell’s

father. Ellis tried to explain to

Alexander Graham and his older

brother Melville how Helmholtz had

discovered the principal resonances

of vowels and synthesized them

using tuning forks. Alexander

Graham, while still a teenager,

along with his brother, constructed

a speech synthesizer roughly along

the lines of von Kempelen's, although

incorporating more realistic ana-

tomical detail. This experience

along with the extensive knowledge

of articulatory phonetics that he

learned from his father, author of

the influential system of self-

interpreting physiologically-based

phonetic transcription [3], gave

Graham Bell the confidence to think

that it should be possible to break

speech down into some simpler form



and transmit it across great dis-
tances. The rest, as they say, is
history.

3. TEE UNITY 0F m PHONBTIC SCI-
HICKS

What conclusion can be drawn
from these snapshots from the early
history of phonetic sciences? The
conclusion I draw is that there
had not yet been any hardening of
the division of the phonetic sciences
into largely separate sub-disciplines
of phonetics and phonology and their
applications in speech pathology
and speech technology. Certainly
those who studied speech pursued
their research primarily in the
way they were used to, depending
on their background and training:
medical, mathematical, physical,
or philological, but with many
interesting and enlightened excur-
sions from one domain to another.There seemed to be a genuine beliefin an idea that we tend to giveonly lip service to today: theunderlying unity of all science--or at least of the phonetic sci-ences.
It is generally recognized thatthe separation of phonology andphonetics occurred as a result ofthe rise of structuralism, taughtinitially by Ferdinand de Saussure(1857-1913) and Jan Baudouin deCourtenay (1845-1929)

developed in phonology by the PragueSchool. N. s. Trubetzkoy (1890-1938) [75, 76], a leader of thePrague School, differentiated between”... the study of sound pertainingto the act of speech (phonetics)and the study of sound pertainingto the system of language (phono—logy).” Since the proper study ofall of

I new concern and one which seeat the same time med‘° Open up new

frontiers for phonological study
and to liberate the study of speech
sounds from physical phonetics and
all the burdens of its natural
sciences methods.

I admire and draw inspiration
from the phonological work of Tru-
betzkoy and other phonologists in
the tradition initiated by the
Prague School. Indeed, some of
Trubetzkoy’s phonological generaliza-
tions were based on intuitive phon-
etic grounds (though he felt he
had to apologize and explain at
some length how this didn't imply
that he thought precise phonetic
correlates of sound contrasts mat-
tered). But Trubetzkoy’s conception
of phonetics was something of a
cartoon stereotype:

La ymze’tique actuelle se propose
d’étudier les facteurs matériels
des sons de la parole humaine:
soit lee vibrations de l’air
gui leur correspondent, soit les
positions et les mouvements
des organes qui les produisent.
... Le phonéticien est néces-
sairement atomiste ou indivi-
dualiste ... Cheque son de la
parole humaine ne peut étre
étudie qu'isolanent, hora de tout
rapport avec les autres sons
de la mEme langue. ([75], pp.232-233)

A similar stereotype applied toastronomy would characterize itsproper activity as merely lookingat and cataIOguing stars. No mention
would be made of cosmology, astro-
physical theory, etc., i.e., attenptsto generalize about the birth,development and death of stars,the formation of galaxies, theol'igin of the universe. This isthe fallacy of equating the im-mediate, visible object of studyto the ultimate object of study-Though the immediate object 05study in phonetics (and in thepsychological study of speech) maybe the sounds and articulations OfSPGECh. the ultimate objects 0fstudy are the underlying causes 0f



speech sound behavior, where ”be-
havior” includes the same broad
domain that Johann Amman studied
three centuries ago, how laterals
are produced, the assimilation of
nasals to the place of articulation
of following stops, the patterns
of substitution of one speech sound
for another.“-

A possible advantage of the split
of phonology from phonetics was
the freedom of the phonologist to
address issues more of a psycholo-
gical or functional than a strictly
physical phonetic nature. Also,
it was possible to bring in a host
of new ostensibly non-phonetic
factors as the causes of speech
sound behavior, e.g., structural
"pressure” (the existence or non-
existence in the language of similar
contrasts).

But to carry through with such a
program it would have been necessary
to embrace some of the methods and
concepts of psychology or perhaps
certain aspects of the theory of
communication. Unfortunately this
was not done. Rather phonology
was practiced as if it were an
autonomous discipline owing little
or nothing to other scientific
domains.

And it was not just the domain
of inquiry that phonology left
behind after its divorce from phon-
etics; it also abandoned phonetics’
approach to argumentation, i.e.,
its manner of bringing evidence to
bear on theoretical claims. Over
the decades the phonetic sciences
had established a respectable degree
of accountability in the way that
generalizations and theories were
proposed and defended. If anything,the degree of accountability in
the field has been improved and
tightened since then. As a resultthere is a relatively continuous and
cumulative tradition on which todevelop and refine both methodsand theories. To give just one
example, and one which has far-reaching implications for phonologyand for the behavioral sciences in
General: careful phonetic studies

spanning a century have de'nonstrated,
the tremendous amount of variation
-- essentially infinite in character
-- that exists in the speech signal
[55, 59].

In contrast, autonomous phonology
has yet to develop a tradition of
accountability: it has enlarged
the list of causal factors which
it can cite to account for given
phonological behavior -- structural
pressure; maintenance of equilibrium
in the total phonological system:
striving for simplicity, naturalness
or unmarkedness, learnability,
etc. (and this is a positive move)
-- but it has not enlarged its
repertory of ways to insure the
quality of evidence offered in
support of its claims. Actually,
by abandoning phonetic methods and
by not adopting those from psycho-
logy, it has depleted its methodo-
logical arsenal. Freed from what
it regards as the confinement of
an ”empiricist and mechanistic"
approach to speech sounds, it can
not only propose a completely new
range of theories but even those
which contradict phonetic findings:
voiceless sounds can be called
voiced, nasalized vowels can be
called oral, distinctively aspirated
stops can be treated as redundantly
aspirated, closed syllables can be
called open. None of this is inher-
ently bad; throughout the history
of science, claims which seem to
fly in the face of common sense
have proven their worth, e.g.,
that matter consists primarily of
empty space. Nevertheless, at
some point this and all claims
must impinge on the tangible world,
even if indirectly, e.g., (to con—
tinue the preceding example) by
showing that most subatomic particles
pass through metal sheets without
being deflected. However neces-
sary and valuable simplicity and
generality of individual claim are
and the degree to which they fit
into a larger self-consistent the-
oretical framework, these properties
by themselves never substitute for
empirical support. It is disap-



pointing is to see the almost com-

plete disinterest of autonomous

phonologists in the possible rele-

vance for their claims of phonetic

or psychological findings. For

example, linguistics textbooks

continue to characterize aspir-

ation on /p t k/ in English as

redundant and, to my knowledge,

have never paid any attention to,

or attempted to contradict, the
evidence that aspiration is the
principal auditory cue differenti-
ating them from /b d g/ in initial
position [44].

It may be objected that in spite
of phonologists’ statements about

the difference between phonology
and phonetics, there is a sense in
which all phonological work in
fact incorporates some phonetics
insofar as it uses terms such as
’obstruent’, ’voice', etc. However,
I would like to differentiate between
two forms of phonetics [56], one I
call 'taxonomic’ phonetics (for
lack of a better term) and the
other ’scientific' phonetics.
Taxonomic phonetics has provided
us with traditional phonetic terms
and symbols used to describe and
classify speech sounds and has
remained essentially unchanged
since the formation of the Inter-
national Phonetic Association a
century ago. Scientific phonetics,
on the other hand, continues to
change. It constantly expands its
horizons; it develops new data,
concepts, and methods; it rejects
or revises earlier beliefs shown
to be deficient, and, to the extent
that these beliefs or theories have
congruence with the universe, it
has practical payoff, e.g., in
language teaching, speech pathology,
and speech technology. of course,
it also has payoff in phonology:
how would we be able to make sense
of the inherent tendency of obstru-
ents towards voicelessness [54] if
Husson's neurochronachtic theory
of vocal cord vibration had not been
effectively refuted. While auto-
nomous phonology embraces taxonomicphonetics, for the most part it

\ 10

excludes scientific phonetics. A

good bit of what is called and

taught as "phonetics” in many uni-

versities if it is taught at

all is exclusively taxonomic

phonetics.
This is a pity because scientific

phonetics is the intellectually

most exciting form of the field--

and one of the most successful and
rigorous within linguistics (if

one allows, of course, that it is

part of linguistics). It addresses
issues of fundamental importance
for phonology: how sounds differ
from each other [39, 44, 70, 71],

how sounds vary thus leading to sound
change [24, 54, 55]. It is even
possible in many cases to give
principled reasons why sounds change
in one way but not in others.

Insofar as the causes of change

can be located in the physical
phonetic domain, it calls into
question the common practice of

assigning change to the grammar
[57, 59].

The development of divisions and
specialized branches of scholarly
disciplines is common enough in
the history of science, e.g., the
basic division between statistics
and pure mathematics. This happens
naturally as the body of knowledge
and methods in one area becomes
too large for individual practi-
tioners to master. This happened
with organic and inorganic chemistry.
Splits also occur as new questions
arise. This happened in nuclear and
(Classical) physics. But in
examining the causes of the split
of phonology and phonetics, I con-
clude that it was based on a complete
misunderstanding of what was termed

"PhOnetics”: an inability to see
the forest for the trees.

4. INTEGRATIVE PHONOLOGY
what of the body of scholarship

that autonomous phonology split
off from -- that body of work that
was decreed not to be phonological
and by some not even part of lin-
guistics? What shall we call it?
'Phonetics'? No, it was and i3



more than that. This tradition

never really acquiesced to the

claim that traditional phonological

concerns -- to explain the behavior

of speech sounds —- could or should

be approached in an isolated,

autonomous fashion. Therefore,

I’ll call it ”integrative phonology".

As I tried to argue and dawnstrate,

integrative phonology was accepted

and practiced up to and throughout

the 19th century. In spite of the

supposed separation of phonetics

and phonology triggered by the

structuralist revolution, it was

also practiced in this century by

zipf [82], Stetson [68, 69], Zwirner

and 2wirner [85], Menzerath [48,

49], Grammont [25] -- to pick a

few out of many such figures active

in the first half of this century.

In the last half of this century,

we see the same principles in (and

I must be forgiven for the brevity

and unavoidable selectivity of the

following list) Jakobson, rant,

and Halle’s pivotal work, Prelimi-

naries to Speech Analysis [32], in

the work coming out of Haskins

Laboratories [45] and the Pavlov

Institute of Physiology [36]

(especially the research on syllable

structure), the Institute of Phon-

etics in Copenhagen [20], the work

on speech sound universals by Lade-

foged [39] and Maddieson [46], as

well as contributions by Lehiste

[40], Lindblom [41, 42, 43], Stevens

[70, 71], Rossi [65], and Browman
and Goldstein [6, 24].

Integrative phonology does not
accept its proclaimed banishment

from linguistics. It has not sur-

rendered phonological questions to
those who would pursue them in
isolation of phonetics, psychology,
and many other disciplines that
can assist. In fact, in spite of
Trubetzkoy’s claim to the contrary,

Phonetics has developed methods
and theories which address the
functioning of speech sounds as

elements of a system [41, 42, 44,

71]— The dividing line between
Phonetic, phonological, and psych-

°1°9ical studies of speech sounds
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is quite blurred in much current

research, e.g., that of Pisoni

[61], Fowler [23], Massaro' [47],

Nearey [52, 53].
Integrative phonology does not

solve problems by the unchecked

proliferation of novel theoretical

entities; rather, it attempts to

keep the theoretical entities to a

mininnun and draws most of the build-

ing blocks of its theories from

the realm of the previously es-

tablished -- often that which has

substantial empirical support.

Its theories tend to contain within

them an indication of how they

could be tested and for the most

part the first test is offered by

the author of the theory.

I also think integrative phono-

logists have more fun with their

research: they retain a kind of

child-like curiosity about speech

and like children often get their

hands dirty and insert odd objects

into their mouths and noses.

5. m “Wem (I man“

AND summons W!

The legacy of this divorce of

autonclms phonology from integrative

phonology six decades later is

that a considerable gap has developed

between them [11, 39]. An expression

of this, perhaps inadvertent, is the

frequently encountered collocation

’the interface between phonetics

and phonology', where, as I have

argued elsewhere [56], the term

'interface’ incorrectly implies

that the two disciplines are largely

independent and“ autonomous. But

if there is an apparent irrecon-

cilable chasm between the two, even

though both are trying to understand

the same phenomenon, speech, we

should entertain the possibility

that one or both of them espouses

unrealistic and indefensible posi-

tions. Perhaps there really isn't

such an unbridgeable gap if we

could just drop the extravagant

claims. I make this proposal ser-

iously: even astrology and astron-

omy could be reconciled if the

empirically indefensible claims



made by one side or another could
be thrown out.

To start such a raPPIOChement
between the two «'iPPl'W‘Chea to phon-
ology I suggest that both sides
should admit to the things that
they are really not sure about.

What does integrative ph0n01°9Y
know and not know about speech?
Considerable lore about speech has
accumulated over the centuries
which permit reasonably complete
descriptions of particular instances
of speech. As a result it is pos—
sible to do speech synthesis by
rule and to some extent speaker-
independent speech recognition
based on feature extraction. In
spite of these successes, however,
it must be admitted that we do not
yet have a truly general theory of
speech production and perception.
For example, although there is strong
belief that there is some fundamental
concatenative unit underlying speech
there is not much agreement on
what it is. Various proposals
exist: the phoneme, the phone
(the same size as the phoneme but
drawn from a much larger set since
there is no posited functional
identity between all the phones),
the diphone, the demisyllable, the
syllable, etc. It is even possible
that more than one of these units
are operable at different stages
of speech production and speech
perception [58]. shockingly, there
is not even complete agreement on
the acoustic-auditory correlates of
vowel quality: most believe thatformant frequencies matter butacknowledge that absolute formantfrequencies can’t be crucial sincethese vary between speakers andeven within speakers between dif-ferent contexts. Much research isbeing done on trying to discoverhigher-order relationships betweenthe formants [50]. There is someevidence that time-varying formantfrequencies are important cues tovowel quality [52. 53, 731, i.e.that vowels consist of a trajectory,through the vowel
than static ' space ratherpomts. Some reject
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formant frequencies and advocate
whole-spectrum measures [5]. Related
to this is a much more fundamental
dispute over whether there are any
truly context-invariant phonetic
correlates of linguistic distinctions
as opposed to context-sensitive
cues [43, 72]. There is also no
clear consensus on the causes of uni—
versals in speech sound systems,
although there is informed specu—
lation on this topic [39, 41, 42,
43, 70, 72]. The list of disputed
issues is quite large.

It might be thought that if in—
tegrative phonology is unsure about
such fundamental points then clearly
it is in a weak position vis-a-vis
autonomous phonology. But I take
the controversies as a sign of
strength and honesty; it would be
much worse if the community of
integrative phonologists just gul-
libly accepted claims based on
their superficial plausibility,
mere internal consistency, or their
fashionableness, rather than on
the rigorously gathered evidence
supporting them. In any case, it
is premature to judge integrative
phonology weak because it knows
what it doesn't know; we have yet
to hear the confessions of ignorance
from the autonomous phonologists.

6. CONCLUSION
In the final analysis, I think

it will be found that everyone in
the phonetic sciences, including
autonomous and integrative phono-
109ists, know very little about
the same thing: how speech is
structured and how it works. In
other Words we ask the same questions
-- in fact, much the same questions
as have been asked throughout his-
tory. When the divided parties
realize that neither one has all
the answers, they can cooperate in
trying to resolve their common
questions.

7. 110138
1. Further evidence of this skillcomes from comparison or linkingof words by their constituent m



through the use of such poetic

devices as rhyme, alliteration,

assonance, the construction of

rhyme tables, and establishing a

conventional order of the elements

of an alphabet or syllabary.

2. In 1871 Brücke published a

work on phonetic aspects of verse

[8] which included measurements of
lip movements obtained with a device

of his own invention. These are
among the first instrumental phonetic

recordings.

3. Purkyné’s phonetic work was
done in the 1830’s but only redis-

covered and published in the 1970’s

[62].

4. An interest in teaching the

deaf to speak also motivated in

part the research of Wolfgang von

Kempelen and Alexander Graham Bell.

5. ’Substance’ and ’form' are, of
course, elementary notions in Artis-

totelian metaphysics.

6. Kratzenstein was well known
for, among other things, his promo-
tion of electricity for therapeutic
purposes and for his advocacy of
the two-fluid theory of electricity
(in opposition to his contenporary,
Benjamin Franklin's, one-fluid
theory).

7- Von Kempelen, however, had
begun the construction of his
speaking machine in 1769.

8- Darwin used slightly different
tErmB; I am ’translating’ his termi-
nology into their approximate modern
equivalents.

9- By an odd coincidence Willis
had an encounter with von Kempelen-
- though after the latter’s death:
Willis published an expose of von
Kempelen'e fake chess-playing auto-
maton which was put on tour through-
out Europe after the inventor’s
death [80].
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10. In a widely disseminated dir—
ectory of electronic mail addresses

in North American and Europe, the

header indicates that it lists the
addresses of " ... linguists and a
number of people in related dis-
ciplines like phonetics ...”
[emphasis added].

11. There may have been some phon—

eticians who advocated a kind of
extreme positivism, e.g., Scripture,

but this was hardly characteristic

of the whole sweep of the phonetic

sciences in the early decades of

this century and it certainly isn’t

true of phonetics today.
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ABSTRACI‘

Speech synthesis has a long his-
tory. The first scientific attempts date
back to the latter part of the eigh-
teenth century, with Kratzenstein’s
resonators, Mical's talking heads, and
Kempelen’s speaking machine. The
functiomng and results of these devices
are presented, as well as those of two
other .famous machines, Faber’s
Euphonia and, more recently, Dudley’s
Yoder. The second part of the paper
introduces some elements of discuss10n
concerning the magical aspect of
speech, the modelling of the human
speech production system, and the veryconcept of a speaking machine.

l - INTRODUCTION

Kempelen was the ei hteencentury inventor of the first Epeakirtilgmachine, the good functioning ofwhich has been testified by numerouscontemporaries. This achievement wasnot due to chance; it was part of theframework of a movement of interestin _the‘ tornc of speech production,whi_ch.itsef was re ated to the widecurios1ty of this time for the unders-tanding and imitation of natural phe-ncfimena. Among the other attemptsw ich appeared afterwards, the mostaccomplished was undoubtably Faber’stiriaabc1131lineseunfortunately ignored pro-cause its author, , 'Kempelen,_ha_d not published auggldkdescribing it in detail. The last spea-which really deserved
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of an era and the beginning of a new
one. _ Today the term "speaking
machine" and the dreams it denotes
are abandoned to the benefit of that,
seemingl more technical or rigourous,
of "speec synthesis".

We shall try, in the followin
paper,‘ to draw the main lines of this
evolution, to show its ruptures and sur-
vrvals and, perhaps, to extract from it
some lessons for the future.

2 - HISTORICAL SURVEY

Kempelen’s idea was not new. It
corresponded to an old dream of
humanity, which had been formulated
as early as antiquity and Middle Ages.
It was felt then that to give speech to
inanimate objects was to give thought.
adivme ift, specific to the human spe-cies. lVla rig objects speak had a magi-
cal, if not sacrilegious, as ect. Eventoda , .everything relate to theinec anisation of speech retains some
kind of myste ; the domain is intrinsi-
cally s ectacu ar, and the researcher
often _ as to restrain the untimely
enthuSIasm of his contemporaries.

if] - Myths and mystifications [1, 11s

. Several anti ue authors des-clribe the talking stcaittue of Memnon,
t e_son of dawn in the mythology of
angler}: Egypt. This statue was said to
emit inte ligible speeches, and even
:e‘éen-verse long oracles ! This extra-fit) "13e gxft was. due to the interven-
emIi‘tto dthe egyptian priests; the statue

e only one sound, evoking the

breaking of a string. The phenomenon
happened at sunrise; it ma have been
caused by the dilatation 0 some parts
of the monument because, in the coun-
try in question, the temperature devia-
tions between night and day may be
very great.

Throughout history, there are
man testimonies related to talking
hea s. At Lesbos a speaking hea
attributed to O heus was famous for
having regicte cthe violllent deeäth of
Cyrust e reat, urin is expe ition
against the S hians. ädin, the nordic
magician, ha a talking head which
passed as wise Minos’ head, and which

ave divine answers...The mechanician
erbert of Aurillac, who became po e

at the turn of the first millenaiy un er
the name of Sylvester the Second, was
supposed to have built a talking head
of brass, which said the words "yes" and
"no". Monk Albert, who became for
posteri Albert the Great (thirteenth
century; was reported to have build a
head 0 baked clay, which spoke and
moved. This masterpiece had such a
sacrilegious character that Thomas
Aquinas broke it into pieces...

It is useless to lengthen the list
of exam les. Most of those heads are a
matter or legends. If however some of
them seem to have existed, they pro-
bably worked with concealed pipes, or
through the ventriloquist ta ents of
their authors.

2.2 - The beginning of a scientific
approach

Since the seventeenth century it
has been possible to observe the matu-
ration of ideas concerning the mecha-
nism of speech production. The preoc-
cupations then were of a philosophical
and anatomical order. An alchemist,
Van Helmont, imagined in 1668 a
theory according to which the letter
shapes of the Hebrew a1 habet would
represent the ositions o the tongue in
the mouth... e same year, a less fan-
c1ful study was performed b Wilkins,
who defined for each speec sound a
corresponding arrangement of the
vocal organs. Debates on the nature of
the voice producing organ arrived in
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the eighteenth century at the notion of
vocal cords, due to Fer-rein. Finally, in
1779, the Academy of Sciences of St
Petersburg proposes as the topic of its
annual contest the following questions:

a2 What are the nature and cha-
racter o the sounds of the vowels A E
I O U (probably /a e i o u/), so diffe-
rent one from another ?

b) Can an instrument be
constructed like the vox humana pipes
of the organ, which shall accurately
express the sounds of the vowels ?

At that time three researchers -
Kratzenstein, Mical and Kempelen -
had already obtained some results. But
they did not know each other and,
ap arentl , only Kratzenstein presen-
te a re ization at the Academy. He
was the one who won the prize.

Christian Gottlieb Kratzenstein
was a professor of physiology at
Copenha en. He resented five reso-
nators, 0 which e internal volumes
and openings corres onded to those of
the mouth during t e emission of the
requested vowels. They were ad'usted
on a windchest and modifie the
timbre furnished by a free reed, except
for the resonator roducing the sound
I, which received e airflow directly.

In 1778 Abbot Mical, a
Frenchman who had a passion for
mechanics, had built a talking head
which could articulate a long sentence.
Forced into the public eye by a friend’s
indiscretion, be destroyed his machine.
But this inventor, modest as well as
nick-tern cred, started again and at

t e Frenc Academy of Seiences in
1783, he presented a machine made of
two talkin heads, which pronounced
the two fol owing sentences in the form
of a dialog:

- first head: "Le Roi a done la
Paix a l’Europe" ('The King has given
Peace to Europe"),

- second head: "La Paix cou-
ronne le Roi de Gloire') (“Peace
crowns the King with Glory").



The committee put in charge of
examining the machine was composed
of distinguished scholars [3]. It worked
out a long re rt in which, unfortuna-
tel , was no iagram. Here is a part of
it giranslated from [3]):

"... These two sentences are not
clearly pronounced in all of their parts,
especially the last one. This is mainly
due to the act that the basis of the voice
produced y this machine greatly differs
from a human voice; that, since some
syllables result from the combination of
several sounds, their joining does not
occur with all the possibleprecision; and
also that the pronunciation of several
consonants needs to be perfected... One
can consider it as made of two ditfferent
parts:

a) A wind chamber, in which a
bellows brings the air and om which
this fluid escapes when di erent valves
are raised The air is then directed by
ducts towards the cavities, where it is
modified, and where it becomes sono-
raus.

b)_ A cylinder which moves levers,
and which gives them the necessary
impetus, either to raise the valves at the
appropriate moment or to give the cavi-
ties where the sound modifies itself the
.tshape’s required by its diverse modifica-
tons.

From the description iven in
the report it follows that eac of the
resonators is fitted with its own reed,
which probably explains some of the
difficulties encountered in the strin ing
together of successive speech soun 5.

Despite the flattering terms of
the prerecorded sentences, the Kingdid not express interest in Mical’s
machine. The inventor became impo-
verished and died in 1789.

2.3 - Kem elen’s a h'12,13, 14]p m c me [5’ 10’ 11’
Wolf ang von Kem ele anobleman ’ving at the gout? ofAustria-Hungarfi, was born in 1734 inPresburg (now ratislava) and died inVienna in 1804. He was an or aniserand inventor of cat talent. e wasthe deSigner o the fountains of
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Schoenbrunn palace, as well as of the
plans of the royal castle of Buda. He
was the organiser of a wool factory in
south Hungary. But above all he was
the author of two renowned machines:
the chessplaying automaton, which was
immortalized by Edgar Allen Poe in a
famous novel, and the Speaking
Machine. Kempelen never claimed the
chesstfilayer to be a real automaton,
but e trickery was so perfect that
nobody was ever able to fault it. As for
the s aking machine, it resulted from
two ecades of scientific investigations.

In his book [13 , Kempelen pre-
sents at length his t eory of speech
production. Only the last chapter is
devoted to the machine: in his mind
the two are intimately related. His first
trials date back to 1769. With a
variable volume resonator and a bag-
pipe reed he succeeds in imitating the
sound of some vowels. Then he makes
several resonators producing the
vowels /a/, /o/, /u/, as well as others
in two articulated Farts, producing the
consonants /p/, / /, /m/. These ele-
ments, fixed on an ogan windchest and
put into. action by a set of keys, consti-
tute his first machine which is
presently at the Vienna museum. But it
is.a failure. The sounds do not connect
With each other, and the emission of
the vowels is preceded by a sort of
explosron whic does not resemble a
speech sound. Thus he gives up the
result of two years of work, which
probably exhibit the same kind of
defects as those observed in Mical’s
machine, and resolutely ado ts an
anthropomogihic design: since ature
has provide us with a single glottis
and a_ smgle mouth, it must be the
same in a speaking machine.

. The final machine, as described
in the book, is comgosed of a bellows,
a free reed, a wind ox, a rubber openresonator and two openings, whichplay the part of the lungs, the vocal
cords, the pharynx, the mouth and the
nostrils (Fig 1). The 0 erator’s right
elbow rests. on the bel ows and pro-duces the air pressure. The right handis busy With the different levers andopemngs on the top of the windbox,while t e left hand more or less closes

up the "mouth", the whole constituting
an adjustable resonator. The reed
length is fixed using a iece of wire, in
order to produce a big pitched voice,
attributable to a child.

levers
nostrils reed bellows |

A 5,8.e I
Fwd—l 5 ;__/’::_/_:

bipass vgl/‚wSHwhistlewhistle

mouthpiece auxiliary bellows

Fig 1 - fimctional diagram of
Kempelen’s machine

In order to pronounce /m/ and
(n/ the mouth is closed up by the left

and and the sound escapes throu h
one nostril (for /m/) or both (for /n ).
This arran ement permits a smooth
connexion tween those consonants
and the following sounds.

The phoneme /r/ is produced
by creating some irregularities in the
functioning of the reed: b depressing
a key a brass needle is rought into
contact with the reed during its vibra-
tion. The needle rebounds against a
wooden stopper, which limits its
course. This produces a scra ing noise,
the duration and intensity 0 which are
adjusted by the operator according to
the depression of the key.

The phoneme /1/ is roduced
by a uick movement of the eft hand;
two ingers are introduced into the
mouth until the reed canal is artly
closed up, so as to divide the ai ow in
two for a short time.

The phoneme /p/, and the
other unvoiced plosives, are roduced
by closing u the mouth an nostrils,
then by rapi 1y removing the left hand,
which goes into the position necessary
for the next vowel. In order to prevent
any vibration of the reed during the
occlusion Kempelen found it necessary
to balance the pressures using a nar-
row pipe, which acts as a bypass of the
reed canal. In addition, a small bellows
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located under the glottis increases the
efficiency of the compression and
contributes to a better restitution of
the burst. The voiced plosives are pro-
duced in the same manner, with an
extra airflow through one slightly
uncovered nostril, so as to allow the
reed to continue its vibration during
the occlusion.

The fricatives /s/ and /J'/ are
produced in accessory whistles located
on both sides of the windbox, ut into
action b two valves contro led by
levers. Tlle phoneme /f/ is roduced
very sim ly by the unavoidab e airflow
losses w ich subsist when the mouth is
closed up and the air pressure increa-
sed. The aspirated /h/ is obtained with
the mouth open and a pressure low
enough not to make the reed vibrate.

At the time of the demonstra-
tions, the machine was covered with a
small wooden box with two opemngs
through which the operator could pass
his hands. The top of the box was
made of fabric. According to
Kempelen the purpose of the box was
to rotect the machine from dust as
we] as to rovide a passage for the
sound. It might also have had the pur-
pose of surrounding the machine with
mystery, as was usual at that time,
unless it was intended to prevent _any
imitator from copying its mechanism.
The inventor describes his results in
the following way (translated from

[13]):

"... Although imperfect, it at least
gives some good principles for des1gning
a more perfect one. Finally I have
brought it to the point where I can make
itpronounce at thefirst trial and Without
any exception all of the Latin, French
and Italian words that are proposed to

me, some, it is true, better than the

others, but at least several hundred

words clearly and distinctly. For ins-
tance: Papa, Maman, Marianna, Roma,

Maladie, Santé, Astronomie, Anatomie,

Chapeau, Racine, Soupef, Charmante,

Opéra, Comédie, Pantomime, as well as

long and difficult words such_ as
Constantinopolis, Monomotapa, Missis-

sipi, Astrakan, Anastasius, etc... As for

complete sentences, I can only pro-



nounce a few of them, for instance:
Vous étes man ami - Je vous aime de
tout man coeur - Leopoldus Secundus -
Romanorum Imperator; etc... ".

These results were confirmed by
numerous contemporaries. Grimm, the
writer, who saw t e machine in 1783,
testified as follows (translated):

"... As it is today, the machine
already clearly answers several questions;
its voice is pleasant and soft; only the Rs
are pronounced in a guttural way, with a
tedious snoring noise. When one has not
understood its answer, it repeats it again,
but with a tone 0 infantile irritability
and impatience... he pronunciation of
Mr Abbot Mical’s machine is far from
being as distinct as that of Mr
Kempelen is machine... ".

Kempelen’s machine was imita-
ted several times. The co y which is
exposed at the Deutsches useum of
Mumchdoes not fit exactly with the
description given in the book. It has
tvyo extra levers on the top of the
wmdbox, one of which seems to
control the length of the reed, that is
the pitch of the voice. This kind of
improvement might have been worked
out .b 'Kempelen himself after the
publis ing_ of the book. Another
reconstitution was attempted by the
physrcrst 511' Charles Wheatstone, some
Sixty years later [5, 14]. We ourselves
made a reconstitution in order to
check some points [10, 11]. In
particular we could veri that the
vowels_were restituted o y as crudeapproxrmations, except for /a/ and/o/, [the dev1ce permitting only thecreation and variation of a single wideformant 1n the 1000-2000 Hz region.
Similar observations were made byVan den Broecke. who made a replicaaround the same time [12]. Theconsonants require some manual skills,which necessitate a lon "period. g tralmng

2.4 - Faber’s machine [2, 6, 8, ll]

Kempelen claimed to havemade his machine or th
some master’s hand, 7”who slime?
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articulated
tongue _—

how to raise it to the highest degree of
perfection". Actually his machine was
missing a ton e and teeth, and he had
envisioned e eat improvements
that variable pitch and keyboard
control would have brought.

His real successor was Joseph
Faber, a frofessor of mathematics
born in ienna around 1786, who
could possibly have known Kempelen
direct] . He probably read Kempelen’s
book, ecause his machine comprised
many similarities, as well as some of
the improvements mentioned above.
This machine, called “Euphonia", fini-
shed in 1835, was presented in several
European main eines over a period of
twenty years by Faber himself, then
sold to Barnum, the famous show
director. It appeared a ain in Paris
around 1880, and probaily lies today
as a wreck in the basement of the Paris
School of Medicine.

series of diaphragms

towards the keyboard

upper
jaw

lower
jaw W

towards the keyboard R’s revolving valve

Fig 2 - Faber’s mach' d‘Du Moncel me tagram, after

This machine spoke, with nor-
mal or whispered voice, and sang "Godsavethe Queen" ! It comprised a foot-
mampulated bellows, a ton e, articu-
lated Jaws made of a flexib e material,
and _a set of six diaphragms which
modified for each sound the sha e and
section of the vocal tract (Fig 2 . The
controls were grou ed on a 14-key
keyboard; pressm dbwn each in turn,7:7 could obtain t e following sounds :

. 0.11. i, e. l. r./V/.m. x’s/ itAll At /g/. at. mSimultaneously controlled severalparts, m fixed proportions. In other

words, the control of Euphonia was
practically phonemic in nature, even
though some controls remained phy-
siological or acoustical (nasality, voi-
cing). The phoneme ‚JA, produced by a
modulation of the ai ow, was pro a-
bly more plausible or pleasant than
Kempelen’s. The reed was articulated
in such a way that the vibrating length
could vary so as to control intonation.

One cannot help bein impres-
sed by the accuracy and mo ermty of
the design of this machine. The part
corresponding to the vocal tract was
about 15 centimeters Ion . The rear
portion of the tract was efined by a
set of six sections of variable area and
shape. The front part was defined by
three parameters controlling the posr-
tions of the jaws and tongue, which
evoke the now classical parameters of
openness, aperture and lace of art;-
culation. Considering sue a richness it
is probable that this machine had the
capability of working out realistic for-
mants and transitions from one pho-
neme to the next.

Unfortunately nothing remains
of Euphonia, except some descriptions
which do not come from Faber himself
and as such are necessarily superficial.
It is certain that Euphonia was much
more sophisticated than Kempelen’s
machine.

2.5 - Dudley: the rupture [4, 7]

A century passed before .the
reapparition of a speakin machine,
Whlc marked simultaneous y a change
of technology and a change of design.
In 1937 Homer Dudle and his col-
lea es Riesz and Wat 'ns, engineers
wu the Bell Telephone Com any,
finished out the VODER Oice
DEmonstratoR), which was ex ibited
to a large public in 1939, at the San
Francisco exhibition and at the New
York World’s Fair. Extemall the
Voder looks somewhat like aber’s
machine (an operator playin speech
on a keyboard), but it differs rom it in
two respects. The first one deals with
the physical nature of the vibrating
phenomenon: sound is processed
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random noise
source

relaxation
oscillator I A

through its electrical analog, of which
tele hony has shown the equivalence
as ar as transmission is concerned.
This analogy remains widely used
nowadays, even thong];1 the signals are
processed digitally. e other aspect
concerns the parameters controlled by
the operator, which are strictly related
to the pitch and spectral envelope,
without any reference to the vocal tract
physiology or to phonetics.

The Voder is well enough
known (Fig 3) for us not to spend too
much time on its description. Let us
'ust mention that the operator uses

eys to control the signal amplitudes in
ten spectral bands. Four extra keys and
a pedal are used to control the occlu-
sions and bursts of the plosives, the
voiced/unvoiced feature and the pitch.

£31333?“ impinged

tut, mm,
r": Q“

Fig 3 - Principe of the Vader, after
Dudley

The Voder was so difficult to
operate that the 24 tele hone opera-
tors selected among 32 to demons-
trate the machines had to receive a
year of intensive training. The result
was conclusive, however, and the

operators could effectively lay
intelligible sentences on . t ctr
machines, and even make them smg.

J pitch-
V conm

pednl

The Voder cannot be separated
from the VOCODER _ (VOlce
CODER) presented by tne same
authors at the same time. In the
Vocoder the control signals were
automatically extracted from the ana-
lysis of real speech by means of a fil-
terbank completed by a vorcrng and



pitch analyser. The Vocoder is not a

speaking machine, but a speech com-

pression system. It is motivated by an

economical stake, which will be the

main driving force for speech research

for forty years. Even nowadays the

analysis synthesis paradigm it illus-

trates remains prominent, despite a

change of technology (from analog to

digital) and some new methods of

signal processing.

2.6 - Speech Synthesis today

We shall not present here an

inventory which can be found

elsewhere [7, 9], but only observe that

the term of Speech Synthesis has sub-

stituted that of Speaking Machines.

Speech Synthesis uses di ferent types

0 knowledge according to the nature

of the control parameters. At the
lowest level these parameters are

acoustic (the come or could come
from a sign analysis very similar to
the one implemented in the Vocoder)
or articulatory (they represent the
variables of a simulation of the vocal
tract).

Controlling the synthesis pro-
cess in terms of honetic and prosodic
parameters imp ies another step, in
which the knowledge used, either

explicitly (rules) or implicitly
gegments), is related to the dynamic

nctioning of the vocal apparatus,
partly guided by phonetic considera-
tions. Let us recall here the large body
of work that has been devoted to this
aspect since the early fifties, in which
Dennis Klatt took a major part [9].

‘ Text-To-Speech Synthesis still
requires a third step, mainly of lin is-
tic nature (but not exclusivelyf), w ich

overns the interpretation o a text
into oral terms. inally, one should

mention the Concept-To-Speech
Synthesis, which could reveal itself to

be extremely rich within the next few
years m the context of Man-Machine
Communication, but on which very

little work has been done as yet.

Let us just observe that, after a
twen -year period during which the
speec synthesxs problem was wrongly
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considered as practically solved - a side
effect of the Vocoder paradigm -, a
powerful renewal of interest has now
appeared, at all processing levels. This

is due to many reasons that exceed the
scope of the present paper. In the dis-
cussion which follows we shall get back
to our initial topic concerrung the
Speaking Machines.

3 - WHAT COMES OUT OF THE

SPEAKING MACHINES SAGA

We shall now try to distance

ourselves from this historic evolution,

in order to emphasize some of its

aspects in relation to the contemporary

views on speech processing.

3.1 - The magical aspect of speech

Throughout the early history of

speaking machines the divine or magi-

cal aspect of speech was prominent.

Even the eighteenth century scientific

efforts were not definitely cleared of

any mystification. Is this aspect really
absent from the contemporary speec

research ?

The fact of having a machine

pronounce only words or sentences

nown in advance may look like a kind

of mystification. However it reveals

something which is basic in human

understanding. In everyday life it IS

rare for a message to be totally unpre-

dictable. Even when it is poorly arti-
culated a message can be understood If
it is partially redictable in the Situa-

tion context. onversely, when a spea-

ker knows that his interlocutor can

predict some of the message, he does

not have to take the care of a perfect

articulation. Kempelen had under-

stood that point and made some use of

it: "... One is particularly misled when

one knows in advance the word that the
machine has to say, and when it pro-

nounces it one imagines to have he _

it... ". Let us mention that this effect 15

extremely disturbing when one wor

out rules or patterns in speech synthe-

sis. and that it necessitates the use

objective listening tests, free from any

uncontrolled previsibility, be it PM"

nolo 'cal, lexical, semantic or pragma-

tic. n the other hand. it indicates that

speech thesis could, in some cases,

be thong}: as a predicting and interac-

ting game between the machine

accomplishing a task and the operator

who supervises it.

In the same vein, Kempelen

knew very well that some phonemes

were not correctl pronounced by his

machine (he use to replace / /, /g/,

Ad, /t/ by /p/ or b/)‚ and it was in
ll awareness that e gave it a child's

voice: "... the childish voice of the

machine is always advanta cons to it.

One willingly forgives a chi who some-

times stammen the mistake of using one

letter in place of another, and one satis-

fies oneself of having understood what

he meant... ".

Hiding the active part of the

machine in a box, as well as using some

of the tricks mentioned above, brings

conjuring tricks in mind. But one has

to remember that at that time, today’s

scientific criteria were not strictly defi-

ned. Curiosity, ingenuousness, the

capacity for amazement, were as essen-

tte to progress as the scientific method

in the rigorous sense. The very idea

transmitting speech at a distance or

recording it seemed to be a dream the

poetic notion of "frozen speeches" ad

een formulated by Francois Rabelais

in 1548).

Even today, in the latter part of

the twentieth century, it is not certain

that our research activities in the field

of speech are erceived as being totally

free of somet ing magical. People are

alwa s surprised to car a machine

spe . When they realize that it is

enuine, they tend to ascribe to it

intelligence, lan age, and feelin 5 like

a human’s; whi e it only supe icially

reproduces some of man’s linguistic

abilities. And it is highly si mficant

that the potential users of synthe-

SIS nowadays expect a more ”natura"

voice, although this is not absolutely

necessary in most practical situations.

Also, what makes speech such a fasci-

nating domain of investigation to us,

the rigorous speech scientists of 1990 ?

3.2 - Is it necessary to imitate human

speech production ?

A great debate, opened in the

earliest times of the s eaking

machines, is still going on to ay. On

one side there is the idea that inutating

nature as best as we can must improve

speech synthesis. The degree of imita-

tion is evidently a function of current

knowledge and techniques. In the

Middle ges it was thought that it suf-

ficed to materially imitate a human

head for it to spontaneously produce

speech, and if it did not one added to it

some artifice... Faber illustrates best

the success of this anthro omorphic

view, which manifests itsel today in

the articulatory models. On the other

side are the functional approaches,

according to which it is not the

conforrmty of the model to the original

that counts the most, but the very

result, the function, obtained by using

different materials and techniques.

The Voder is a perfect illustration of

this view, in several respects: direct

modification of the spectrum, ignoring

the vocal tract functioning, an use of

electronics to simulate acoustical phe-

nomena.

We have no intention here of

choosing between these views, each of

which has its own merits and limita-

tions. Obviously] it is impossible to

strictly imitate ature in all respects;

even if one succeeded in reconstituting

a system presenting all the ph sica

and physiological properties 0 the

human apparatus, one would only have

pushed the problem a little farther,

ecause one would have then to build

the equivalent of its nervous control, as

well as the proprioceptive and auditory

organs which allow it to learn and

function. Conversely, any purely

functional approach uickly encoun-

ters some linutations flue to a lack of

knowledge concerning the real vocal

apparatus, which constitutes one of the

possible realizations of the function

that is investigated. It must be

observed that, generally, the two views

complement rather than oppose each

other. In this s irit, Kempelen, after

the failure o his first machine,

succeeded by imitating the human
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speech production more closely. In a
reciprocal spirit some notions which
come from the physiology of speech
roduction, such as the notion of a
ormant and the vocal source/vocal

tract duality, are a great help in the
functional systems as first approxi-
mations or sources of knowledge to be
used in another form.

Let us observe that such a
debate is extremely general and could
concern speech analysis, visual percep-
tion, pattern recognition, artificial
intelligence as well.

3.3 - What sense does it make to play a
speaking machine ?

The notion of a speaking
machine as a "speech instrument", in
the sense of a "musical instrument” was
abandoned after the Voder, to the
benefit of systems using delayed
controls. Interesting questions can be
asked about the causes of this disap-
pearance.

First] , the only use of a "speech
instrument“ IS the demonstration that it
is possible to play it. Mute peo le can
be divided into two groups. l-Por the
first, the difficulty in speaking is due to
an auditory deficiency; replacing their
vocal apparatus by a manual device
does not change anything, inasmuch as
they cannot learn how to control it. For
the second the problem comes from
the poor functiomng of the vocal cords;
an artificial larynx lS sufficient in that
case.

Secondl all the realizations in
the past have s own that it is extremely
difficult to learn how to play such an
instrument, which moreover delivers a
result greatly inferior in quality to thenorma production of any human
being.

Does this mean that the notionof "speech instrument" is of no interesttoday ? Maybe not, because the inter-
est of s ontaneity, of real-time interac-tion, 0 the individual and expressiveaspects of the voice have been forgot-ten a'httle too quickly. For a speakingmachine to raise some practical inter-
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est its control should be simple to
learn (i.e. it should be phonemic or
syllabic in nature), and some
expressive capabilities should be
available. It should allow for the
generation of several voice timbres, as
well as of non-speech sounds, for
musical or soun engineering pur-
poses.

4 - CONCLUSION

Several s eaking machines have
been built in t e past. For some of
them it is beyond doubt that they wor-
ked satisfactorily for the listeners of
their time. Their inventors had unders-
tood in an empirical wa some of the
structures of speech. empelen had
understood the importance of the pro-
per linking of successive honemes, as
well as the principle of t e separation
between the glottis and the vocal tract,
not to mention some of the perceptual
phenomena related to speech commu-
nication. Faber added to that a much
more sophisticated modelling of the
vocal tract, as well as the successful
realization of a phonemic control using
a keyboard. Dudley demonstrated with
the oder the possibility of reconstruc-
ting speech using electrical signals,
without any reference to the physiology
of the human apparatus, and without
using a phonemic control.

The synthesizers which came
later made it possible to ex eriment
with pre-recorded contro s; the
concept was there in Mical’s talking
heads, but the technology and knOW-
ledge were too primitive to pemlit any
serious investigation at that time. This
evolution is now oriented towards
Text-To-Speech synthesis, under the
Bressure of computer technology.

uring the progress in this direction
some aspects of speech communication
have been ne lected. Spontaneity.
expressivity, flexrbility, interruptibihty,
underlying intelligence and sensitivtty
are expected b potential users of syn-
thetic s eech, because they want it to
mutate uman speech at a deep level.

Making a computer speak is not
the same as playing a speaking

machine. Speaking machines, in the
sense of "speech instruments", have
disappeared, for they lacked the capa-
bility of being easrly played_and of
being useful for something. With them
disappeared the idea of a direct and
instantaneous control b a human ope-
rator, as well as the i ea of feedback
from the listener to the operator, smce
everything has been frozen into the
algorithms. Another aspect which has
also disappeared, due to .the success of
the electrical analogies, is care for the
real physical phenomenon of speech,
which refers to fluid mechamcs: what
synthesizer, what articulatory model,
takes into account the physrcal pheno-
mena created by the arrflow_m the
vocal tract, the role of the saliva, the
directivity of the sound m the three
dimensions of the space ? On'those
points as well as on a few others it may
prove fruitful to adopt once more the
naive attitude of the pionneers.
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ABSTRACT

Some of Dennis Klatt’s contributions
to the scrence and application of
speech synthesis are described, and the
effects of these contributions on the
study of phonetics are discussed. The
synthesizer developed by Klatt, with an
extended set of control parameters,
can be manipulated to simulate differ-
ent female and male voices and can
produce a variety of classes of speech
sounds in context, based on princi les
of human speech sound generation.
The problem of controlling the multi-
ple parameters of the synthesizer is
consrdered, in view of the constraints
imposed on the parameters by the ar-
ticulatory and aerodynamic processes
in speech.

1. INTRODUCTION
One of Dennis Klatt’s contributions to
the field of phonetics was to advance
the scrence and application of speech
synthesrs. He approached the problem
of speech synthesis in a systematic way
incorporating and contributing to whai
is known about the speech production
process and collecting empirical data
for Situations where theoretical models
were inadequate. I shall try to summa-
rize the major contributions he made
to this field, the relevance of these con-
tributions to the study of phonetics
and some new directions in speech syn:

. thesrs and indeed in phonetic theory
gqat‘flave beenJnade possible because

e roun work es 'Dennis Kfatt tablished by

Some of his innovations in speech s -
thesrs are concerned with the organiza-
tron of the synthesizer itself, and others
involve hrs development of rules for
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controlling the synthesizer. We shall
examine first the arrangement of com-

ponents in the most recent version of

the Klatt synthesizer, called KLSYN8&

A block diagram of the synthesizer is
shown in Fig. 1. There are four main

components of this synthesizer: (1) a
source simulating the glottal output,
(2) a source of frication noise, (3) a

transfer function for the glottal source,

and (4) a transfer function for the
frication source. The arrows pointing
to then per and lower sides of the
boxes m icate that certain parameters
of the sources and filters can be con-
trolled by the user. Dennis Klatt has
contributed significantly to several of
these components and their intercon-
nections.

2. LINKING FORMANTS FOR
GLO'ITAL AND FRICATION
SOURCES
One of the problems for the synthesis
of speech With a formant or terminal—
analog synthesizer is that the nature of

the transfer function from the source
to the sound output at the mouth or
nose is different when the source is at

the glottis than when it is a transient or

frication source located at one or more

pornts along the length of the voml
tract. When the source is at the glottis,
the transfer function is an all-p016
function in the case of nonnasal vow-
els, and there may be additional oles
and zeros for nasal vowels an for
nasal and liquid consonants. In the
case of a frication source, only certain

of the natural frequencies of the voc
tract are excited, and it is possible to
describe the transfer function as being
characterized by free poles, free zeros,

and pole-zero pairs [1].

Dennis Klatt observed that, for both

types of sources, the poles are the
same, being the natural frequencies of
the vocal tract independent of the
source location. For the frication
source, these natural frequencies are
excited with ve different strengths,
with primary excrtation of the cavity in
front of the constriction and of a possi-
ble palatal channel behind the con-
striction. He designed a synthesizer
configuration which had two separate
paths, as shown in Fig. 1 -- a cascade
arrangement of poles and zeros for the

glottal source and a parallel arrange-
ment of resonators, with associated

adjustable gains, for the frication

source. The frequencies of the parallel

resonators and of the poles in the cas-

cade path are linked together, as the
figure indicates, thereby incorporating

the constraint that the natural fre-
quencies change continuously inde-

pendent of the source location within
the vocal tract [7].

POLE'ZERO
PAIRS

GLOTTAL
SOURCE

MOUTH AND

P0|£3 NOSE OUTPUT

RANSFER
FUNGTIONI

ARALLE
IL‘I’ERS

0A|N5

Fig. 1 Block diagram of the main com-
ponents of a terminal-analog s eech

synthesizer such as KLSYN88 [9 . The
vertical arrows on the sides of the
boxes indicate arrays of control pa-
rameters.

3. SYNTHESIS OF SOUNDS WITH
FRICATION NOISE

The part of the synthesizer that gener-
ates sounds with a frication source is
shown in the form of a block diagram
in Fig. 2. The spectrum of a sound

roduced with frication noise is shaped
gy adjusting the gains for each of the
parallel formant resonators (AZF,

A3F, etc.), to ether with a gain for a
bypass path ( ) for which there is no
filtering of the noise source. In order
to generate noise bursts and fricative

mmmmmflmm

Fig. 2 oligasnization of the components
of the YN88 synthesizer or pro-
ducing sounds generated with frication
noise.

consonants, usually only a subset of the

gains are active, since there is appre-

ciable excitation of only some of the

natural frequencies of the vocal tract.

One of the pro'ects that Klatt was
working on in 1 87 and 1988 was to

improve the synthesis of fricative con-
sonants. One component of this pro-
ject was to synthesize friCation noise
with the proper spectrum. The task
involved measuring the spectra of dif-
ferent fricative consonants in different
vowel environments, produced by a
male and a female speaker. In order
to synthesize the fricative consonants,
it was necessary to ad'ust the various

gains for the formant filters so that the

synthesized spectrum matched the
original spectrum. The match could be
achieved quite accurately, as Fig. 3

shows. This figure displays the spectra

of two different fricative sounds pro-
duced by a male speaker, together with
spectra synthesized by proper selection

of the array of gains in Fig. 2. The up-

er two panels with the naturally pro-

duced fncatives also show smoothed

spectra for a vowel adjacent to the

fricative, to indicate the relative spec-

trum amplitudes of vowel and fricative.
Comparison of the fricative spectra in

the upper two panels and the synthe-

sized spectra in the lower two anels

shows reasonable agreement. It the

case of the labiodental fricative, the

ain AB of the bypass path was ad-

justed, with all other gains set to zero,

whereas for the alveo alatal fricative,

the gains [BF and A4 contributed the
salient attributes to the spectrum.

These observations are consistent wrth

theories of fricative production [1].
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Fig. 3 The left two panels show mea-
sured spectra from syllables consisting
of voiceless fricatives /f/ and IS/ fol-
lowed by front vowels. The fricative
spectra are averages over a number of
utterances, and a smoothed spectrum
is displayed above each measured
spectrum. The superimposed vowel
spectrum is the smoothed spectrum of
an adjacent vowel /8/. The right two
panels show attempts at matching the
two left fricative spectra by setting the
gains in the system in Fig. 2.

For some fricatives, particularly /s/ and
/S/, there are some differences in the

. spectrum delpending on the vowel en-
vrronment. n a rule s tem for speech
synthesis in English, läatt used some-
what different arrays of gains for frica-
tive synthesis depending on whether
the adjacent vowel was in one of three
classes: front vowels, unrounded back
vowels, and rounded back vowels.

4. SYNTHESIS 0F NASAL CONSO-
NANTS AND VOWELS
Synthesis of oral vowels is achieved in
the usual way with an all-pole system
consrsting of a cascade of resonators.
For the synthesis of nasal vowels and
consonants, Klatt introduced a pole-
zero pair into the cascade path, in ad-
dition to the poles normally involved in
the generation of nonnasal vowels.
The arrangement of poles and ole-
.zeropairs in this cascade path is slim
in Fig. 4. The figure shows that the

=2: am 9-3: n- n. nun n-

filä‘älfilfilälfi bü—

Fig. 4 Or anization of the corn onents
of the YN8_8 synthesizer or pro-ducmg sounds With a source at the glot-
IS.
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bandwidths of the formants as well as
their frequencies are controllable --an
essential feature if a variety of voices
are to be synthesized or if natural vow-
els and transitions are to be generated.
Theoretical and experimental work has
suggested that a smgle pole-zero pair
in the low- to midfrequency range is
sufficient to provide natural-soundin
nasal murmurs and nasal vowels wilfi
spectra that match the s ectra of natu-
ral utterances 1], 3], 4 ‚ [5}. The fre-
quencies and an wi ths o the nasal
pole and zero are desi ated in the
igure as FNP, FNZ, B P, and BNZ.

In the case of a nasal murmur, the
sound output is from the nose, and the
zero in the transfer function arises be-
cause of the side branch formed by the
mouth cavity. For a nasal vowel, the
output is from both the mouth opening
and the nose, and the zero for an adult
speaker is usually in the range 500 to
1500 Hz, depending on the vowel and
the size of the velopharyngeal opening.
When a nasal consonant is released
into a vowel, the natural frequencies of
the combined vocal- and nasal-tract
configuration change continuously, al-
though some of the frequencies (such
as the lowest one) might change quite
rapidly. The zero also changes contin-
uously, but its motion can be extremely
rapid, and may traverse 1000 Hz or
more in a few milliseconds.
An example showing the trajectories of
the poles and the zero for synthesis of
a nasal consonant in intervocalic posi-
tion is given in Fi . 5. In the first art
of the initial vowe and after 20-od ms
of the final vowel, there is no nasaliza-
tion, and the extra pole and zero can-
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Fig. 5 Time course of several of the P“
rameters used to synthesize the ut-
terance /ana/.

eel each other. Creation of a velopha-
ryngeal opening causes a separation of
the pole and the zero. The velopha-
ryngeal movement usually begins well
in advance of the consonant closure, as
shown by the separation of the pole
and zero in the first vowel. As the con-
striction is formed and the output shifts
from the mouth to the nose, there is a
rather abrupt chan e in the zero. This
rapid movement 0 the zero, together
with the less extensive changes of the
poles, causes a rather abrupt change in
spectrum amplitude in the mid- and
high-frequency range at the im losion
and release of the consonant. spec-
trogram' of the synthesized sound is
shown in Fig. 6. This spectrogram is
similar to those observed in spoken
syllables containing nasal consonants.
The optimum trajectories for the addi-
tional pole and zero depend to some
extent on the vowel, but theoretical
principles as well as experimental data
can help to guide the selection of these
trajectories.
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Fig. 6 Spectrogram of the utterance
[anal synthesized using the parameters
m Fig. 5.

When nasal consonants are synthe-
sized by this procedure, the amplitude
and spectrum of the glottal source re-
mains fixed as the boundary between
the consonant and the vowel is tra-
versed. This is, of course, just what
happens for human roduction of syl-
lables of this kind. he abru t change
in spectrum amplitude at mi and high
frequencies across a transition from a
nasal consonant to a vowel occurs as a
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consequence of rapid changes in the
characteristics of the transfer function
and not as a consequence of a change
in the source.

S. SYNTHESIS OF LIQUID CON-
SONANTS
The configuration with an additional
pole-zero pair in the cascade branch
makes it possible to s thesize liquid
consonants in a natura way, as well as
nasal consonants. As Fant showed in
his early work [1], the transfer function
of the vocal tract for a lateral conso-
nant configuration is characterized by
a zero or antiresonance, usually in the
frequency range 2-3.5 kHz, as a conse-
quence of the formation of a side
branch in the acoustic path by the
tongue blade. As the lateral consonant
is released into a following vowel, this
zero is annihilated or canceled by a
pole. The elimination of the zero 0c-
curs rapidly, and results in an abrupt
increase in spectrum amplitude in this
higher frequency range.
Typical trajectories for the resonances
and the antiresonance needed to syn-
thesize a lateral consonant in a conso-
nant~vowel syllable are given in Fig. 7.
A retroflex consonant of the e that
occurs in American English IS also
characterized by an additional pole-
zero pair in the vocal-tract transfer
function. The time course of the fre-
quencies of this pole and zero, as well
as of the other resonances, for a sylla-
ble like /m/ is also given in Fig. 7. Not
shown in the figure are bandwidth
changes for some of the formants as
the consonant is released from the
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Fig. 7 Time course of the formant pa-
rameters and the additional ole-zero

air used to synthesize the sy ables [in]
left) and Ira/ (right).



constricted position. Acousn'c analysis
of synthesized syllables produced in
this way shows spectral changes very
similar to those in natural utterances.
In particular, the discontinuity in spec-
trum amplitude at high frequencies at
the release of the lateral consonant is
achieved readily by the rapid move-
ment of the zero in the transfer func-
tion.

6. GLO’I'I‘AL SOURCE AND TRA-
CHEAL COUPLING

Perhaps the most significant improve-
ment that Klatt made to the synthe-
sizer configuration is related to the
glottal source and the effect of the tra-
chea. The details of the design of this
source were given in a paper by Klatt
and his daughter which appeared in
the Journal of the Acoustical Socie of
America in February of 1990 [9]. e
new synthesizer includes a controllable
glottal source that is a modification of
the source roposed by Fant, Liljen-
crants and in [2], and by Rosenberg
[11 . The voicing source and the aspi-
ration source are generated in the
manner shown in Fig. 8. Not shown in
the figure is the fact that the effects of
the radiation characteristic have been
folded into the source models, in effect
yielding a waveform that is the time
derivative of the output shown in this
figure. The source controls are ar-
ranged so that adjustment of the open
quotient 00 only affects the spectrum
of the source at low frequencies, and
has little influence 'on the high-fre-
quency spectrum amplitude. The high—
frequency amplitude is varied by ma-

n: m— mm-
n'al'

nan-t- lo - mun-mum
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immun.
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Fig. 8 Block diagram of the voicing
source for the KLSYNSS formant syn-

‘ thesizer. The effects of the radiation
characteristic have also been folded
into the source models, resulting in a
voicing source 5 ectral output that falls
off at about 6 Elect at high frequen-
cies and an aspiration source spectrum
that is essentially flat over the fre-
quency range of interest.
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nipulating the TL parameter. Nu-
merically TL is the reduction (in deci-
bels) in the spectrum amplitude of the
source at 3 kHz, relative to the spec-
trum am litude of a source with a sim-
ple 12_d per octave slope at high fre-
quencies.

Addition of an aspiration noise source
to simulate turbulence noise in the
vicinity of the glottis takes into account
the spectrum of the turbulence noise
and, when noise and voicing occur to-
gether, reflects the fact that the air-

ow, and hence the noise, are modu-
lated. Furthermore, the turbulence
noise source is, for the most part, a
sound-pressure sourCe, whereas the
periodic glottal source is essentially a
volume-velocity source. The spectral

and temporal characteristics of the as-
iration source in KLSYN88 are ad-

justed to take these factors into ac-

count, so that no further adjustment of
the spectrum of the noise is necessary

when the combined source forms the
input to the cascade branch of the syn-
thesizer.

- An example of the smoothed spectrum
of the synthesized vowel /a/, su erim-
posed on the smooth s ectrum or /h/
with the same formant equencies and
synthesized with the laryngeal source
of Fig. 8 is shown in Fig. 9. The spec-
trum of /h/ in relation to that of the
vowel shows substantial differences in
amplitude at low frequencies but simi-
lar spectrum amplitudes in the F4 and

mum-blot." ' low M

Fig. 9 Smoothed spectra of the sounds

produced by the synthesizer for the
vowel /a/ (solid line) and when the pe-

riodic glottal source is replaced by the
aspiration source, with a widened first

formant (dotted line).

F5 region. This comparison is consis-
tent with acoustic data from natural
speech as well as theoretical predic-

tions [10], [12].

Proper adjustment of the parameters
OQ (open quotient), TL (high-fre-
quency tilt), and AH (amplitude of _as-
piration noise) permits the generation
of a glottal source with a spectrum that
is a good approximation to the spec-
trum of the glottal source for almost
any female or male speaker. Further-
more, within an utterance by a given
speaker, these parameters can be var-
ied as active laryngeal adjustments are
made to produce voiceless obstruent
consonants or prosodic changes within
phrases and sentences. The parame-
ters can also be modified as the laryn—
geal state reacts passively in response
to mani ulation of constrictions m the
airway, or example during voiced ob-
struents and for sonorant consonants
produced with a narrow constriction.

As we have seen in the cascade branch
of the synthesizer in Fig. 4, two pole-
zero pairs are included in addition to
the series of poles for conventional
synthesis of vowels. In addition to their
use in the synthesis of nasals and later-
als, one or both of these pole-zero
pairs can be emplo ed to simulate
acoustic coupling to t e trachea when
the glottal opening is sufficiently large.
I’roper positioning of a ole-zero pair
introduces an additiona peak in the
spectrum at a relatively fixed fre-
quency. The most prominent peak is
usually the second tracheal resonance,
which is in the frequency range 1400-
1800 Hz for an adult.

To illustrate how the parameters of the
glottal source can be manipulated to
match the voices of different male and
female speakers, we have attempted to
match the spectra of selected vowels
produced b several speakers, by ma-
nipulating e parameters of the syn-
thesrzer. In particular, we adjusted the
frequency and am litude of the glottal
source and the orrnant frequencies
and bandwidths to match the corre-
s ondmg measured characteristics in
t e spoken vowels. We then manipu-
lated the glottal parameters 00 and
'tI'L to provrde a best match to the spec-
rum.
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Examples of the spectra of the spoken
vowels and of the best matching syn-
thesized vowels are given in Fig. 10.
These spectra illustrate quite diverse
characteristics of the glottal source.
For the female voice at the top, the pa-
rameter CO was 70 percent, resulting
in a prominent first harmonic. The
first-formant bandwidth was wide
(about 300 Hz), as might be expected
with an increased averacge glottal
width. 0n the other han , the 00
value needed to match the male spec-
trum was 30 percent, with a first-for-
mant bandwidth of 100 Hz. A slight
high-frequency tilt (TL=2 dB) was
necessary for this speaker.

For a number of voices it was ossible
to obtain a match to within 3- dB up
to about 4 kHz by selecting values of
the parameters 00 and TL The val-
ues of OQ for different voices ranged
from 30 to 70 ercent, whereas TL was
in the range to 10 dB. For some
voices, it was necessary to add a pole-
zero pair to account for a minor spec-
tral peak arisin from acoustic cou-
pling to the trac ea. Some aspiration
noise is routinely added to the glottal
source during voiced intervals, and the

amount of aspiration noise varies from
speaker to speaker, presumably.

7. SYNTHESIS OF VOICE!) AND
VOICELESS CONSONANTS:
GLO'ITAL SOURCE ADJUST-
MENTS

As has been noted above, a speaker
makes significant adjustments in the

waveform of the glottal source during

the production of various es of con-

sonants, as well as in the syl abic nuclei

over longer time intervals within a
phrase or sentence. Dennis Klatt illus-

trated several of these types of adjust-
ments in his paper published in 1990.
Figure 11 shows a typical 1pattern of

change of some of the glotta and other
related parameters that are manipu-
lated when a voiceless aspirated sto
consonant in intervocalic position is
synthesized. These parameters can
best be inte reted in terms of the ef-
fects of the g ottal spreading maneuver
that occurs in conjunction with the
supraglottal closing movement. The
0 en glottis that assists the termination
ofvoicing at the end of the first vowel
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Fig. 10 The left panels show the spectra of two vowels roduced b a femalespeaker (top) and a male speaker (bottom). The right pangs are the spectra thatare produced by the syntheSizer when the glottal and bandwidth parameters areadjusted to give a best match. See text.

is reflected in an increased open quo-
tient 00, an increased high frequency
spectral tilt TL, an increased ampli-tude of aspiration noise AH, and aWidened bandwidth B1. The reverse
occurs following the consonantal re-lease preceding the onset of the secondvowel. The transitions in formants F1and F2 reflect the supra lottal move-
ments toward and awa from closure,and the burst of rication noise(identified by AF) also indicates the
consonantal release. Thus a largenumber of synthesizer parameters
need. to be manipulated in order toproVide an accurate acoustic represen-tation of the glottal and supraglottalmovements needed to produce thestop consonant.

8. TOWARDS REVISED RULES
FOR SYNTHESIS FROM A -NEI'IC INPUT PRO
The few examples of synthesis ofvowel-consonant and consonant-vowelsequences given here have indicated
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that if rules are to be formulated for
synthesizing utterances from a pho-
netic input, these rules must specify the
time variation of an extensive set of
control parameters. We turn now to
COl'ISldet what these rules are trying to
capture and how the m" h -
nized. y ig t be orga

In. the case of vowels, the rules are rel-atively Simple, and they 5 ecify the
time course of a small num er of for-mant frequencies --- usually just three
formants. The glottal configuration5 eCified for the vowels may changes ow_ly depending on prosodic consid-erations. With little additional com-plenty, synthesis of the glides /w/ andy can be speCified in terms of formantmovements. Since these glides involve
a more constricted vocal-tract configu-ration, adiustment of the bandwidthsof some formants may be necessary toaccount for the additional acoustic
losses_in.the vocal tract, and somemodification of the lottal vaveform(increased 00 and TE) may occur be-
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Fig. 11 Time course of several of the
parameters used to synthesize the ut-
terance /apa/. The vertical lines indi-
cate the times of voicing offset and
consonantal release.

cause of interaction of the iottal
source and the vocal-tract acoustics. In
the case of /h/, the spread glottal con-
figuration is marked by appro riate
fälstment of the parameters 0 , TL,

, and BI.

For the consonantal segments the syn-
theSis rules become substantially more
com lex. At least eight parameters
nee to be manipulated, for example,
to synthesize the sound that occurs
whena voiceless aspirated stop conso-
nant. is released into a vowel, as shown
in Fig. 11. A similar large number of
parameters is needed for nasal conso-
nants and fricatives. Some of the pa-
rameters are related directly to the
movement of the articulator that forms
the consonantal constriction -- usually
the lips, the tongue blade, or the
tongue body. Other parameters are in-fluenced primarily by adjustments of
the laryngeal configuration, the
velopharyngeal opening, or other ar-
ticulators that are not directly involved
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in forming the constriction. There are,
however, some interactions between
these groups of parameters primarily
throug aerodynamic and acoustic
processes. Thus, for example, the am-
plitude of the burst at the release of a
stop consonant is determined in part
by airflow that may be limited by the
laryngeal configuration. Or the degree
of abduction or adduction of the vocal
folds can influence the frequencies and
bandwidths of the lower formants. Or,
the velopharyngeal o ening can cause
shifts in the natural equencies of the
vocal tract whose movements signal
the place of articulation of a nasal con-
sonanL
One approach to synthesis with the
large array‘ of arameters is to design a
set of hig er- evel control parameters
(HL arameteil'fl) that are related more
close y to artic atory parameters than
are the acoustically oriented parame-
ters currently used to control KL-
SYN88 (KL parameters) [13]. The ar-
rangement is shown schematically in
Fig. 12. The HL parameters specify
articulatory dimenSions such as 8126 of
velopharyngeal opening, area of a con-
sonantal constriction, and lottal ad-
duction-abduction. The ower-level
KL parameters that control the s the-
sizer itself are derived from the pa-
rameters through a set of mapping re-
lations. The mapping relations auto-
matically incorporate the constraints
that exist between the various KL pa-
rameters because of aerodynamic and
acoustic interactions.
The eneration of speech with the KL-
SYN§8 synthesizer requires that quan-
titative data and explicit models be de-
veloped in two areas of phonetics.
One area is concerned with the con-
straints that the articulatory and aero-
dynamic systems impose on the sound.
In terms of the diagram in Fig. 12,
these are the mapping relations be-
tween the HL arameters and the KL
parameters. e other area involves
the temporal control of the articulate

rocesses, as these processes are mam-
ested in the HL parameters.

Develo ing the mapping relations re-
quires that theories and models of glot-
tal vibration, aerodynamic noise gen-
eration and vocal-tract acoustics be re-
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Fig. 12 Block diagram of a system for
controlling the parameters of the KL-
SYN88 synthesizer by a reduced array
of HL parameters. The KL parameters
are derived from the HL parameters
by a set of mapping relations.

fined. Examples of problems that
must be addressed are: estimating the
distribution of turbulence noise
sources when there is a constriction in
the vocal tract, determining the time
course of onsets and offsets of vocal-
fold vibration for voiceless c0nsonants,
and modelling the acoustic losses when
there are consonantal constrictions.
Refinement of our understanding of
articulatory control processes high-
lights the need for several types of data
and models. Quantitative data must be
obtained on rates of release and clo-
sure of articulators that form the pri-
mary consonantal constrictions for
stops, fricatives and affricates. It is
necessary to determine how articula-
tory parameters that are not directly
involved in forming the consonantal
constriction are timed in relation to the
primary articulators. For example, is
the control of these secondary articula-
tors adjusted so that the acoustic evi-
dence for the movements of these ar-
ticulators is optimally represented in
the sound?
Beyond these problems of controlling
the synthesizer parameters to produce
a representation of speech sounds in
syllables, there are a variety of ques-
tions relating to timing and prosody of
larger units. Klatt made important
contributions here, with his extensive
data and rules concerned with segmen-
tal durations [6] and his implementa-
tion of rules for generating fundamen-
tal frequenc contours in phrases and
sentences [8i
The existence of a speech synthesizer
such as KLSYN88, with its ability to
generate speech of high quali , fo-
cusses attention on these pro lems
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that are central to the study of pho-
netics -— problems relating to how in-
dividual sounds are produced, how dif-
ferent articulatory structures are coor-
dinated, and how larger production
units are organized. In this sense, the
synthesis work of Klatt has not only
contributed a bod of knowledge to
phonetics but has a so provided a focus
and a stimulus for future research.
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PERCEPTION: AUTOMATIC AND COGNITIVE PROCESSES

Terrance M. Nearey

University of Alberta, Edmonton AB, Canada, T66 2157

ABSTRACT
Speech perception is that process by.
which humans map acoustic waveforms
onto strings of linguistic symbols. While
accepting many of the premises about the
complexrty of signal-to-symbol mapping
that have been so influential in Liberman
and Mattingly's [9] motor theory of
speech perception, it is argued that there
exrsts an upper limit on that complexity
imposed by perceptual mechanisms that
map acoustic properties directly onto
phonological units [15]. Evidence for this
claim is presented together with its impli-
cations for the nature of cognitive pro-
cesses in speech perception and their rela—
uve automaticity.

1. INTRODUCTION
The terms "automatic" versus "cognitive"
may be seen to relate to a continuum of
computational complexity. Automatic pro-
cesses are likely to be associated with
srmplearchitectures with few free parame-
ters, With a constrained, largely bottom-up
data flow and with an overall "reflex-like"
character. Cognitive processes may have a
complex architecture with many free pa-
rameters, may possess a less constrained,
strongly "top-down" data flow and may
exhibit relatively "intelligent“ behavior.
These concepts are closely related to as-
pgfts of Fodor's modularity hypothesis

Fodor proposes that there exists a highly
flexible central processor representing the
pinnacle of cognition. The central proces-
sor serves as a kind of "executive
Sherlock", brilliantly integrating and eval-
uating information from a variety of
sources. However, Sherlock's data
doesn't come directly from the world at
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large; rather, it is bureaucratically passed
upstream by a set of clever but narrow
minded "forensic specialists", the input
modules, who preprocess raw input in
highly stylized ("work-to-rule") ways.

' Fodor postulates the following sobering,
1f tongue-in-cheek, first law of cognitive
scrence: "The more global (i.e., isotropic)
a cognitive process is, the less anybody
understands it." Isotropic is a term bor-
rowed from the philosophy of science,
meaning "facts relevant to the confirmation
of a scientific hypothesis may be drawn
from anywhere in the field of previously
established truths." In Fodor's scheme,
isotropism is a property only of the central
processor, while input modules are much

more constrained in their operation.
Furthermore, he contends, it is precisely

because they are of limited cognitive
capacitiy that we are able to understand
them at all. Input modules are viewed as
computationally complex but specialized
"cogmtive reflexes" that constitute, in part.
"the means whereby stupid processing
systems manage to behave as though they
were smart ones (p. 81)."

1.1 Motor (Gestural) Theories
Liberman and Mattingly (= "LM" [9])
adopt an overtly modularist perspective
and they martial a wide variety of argu-
ments in support of a special phonetic de-
coder as an input system in the Fodorian
sense. Although their other arguments are
important, I will be concerned only with
the problem of the signal-to-symbol map-
pmg, that is. to listeners' categorization of
speech.

" LM state their main premise as follows!
The first claim [of the motor theory] 15

that the objects of speech perception BIG
the intended phonetic gestures of the

speaker, represented in the brain as invari-

ant motor commands, that call for move—

ments of the articulators through certain

linguistically significant configurations (p.

2)." They continue: "But the relationship
between the gesture and the signal is not
straightforward. The reason is that the

timing of articulatory movements -the pe-
ripheral realizations of the gestures- is not
simply related to the ordering of gestures
that is implied by the strings of symbols in
phonetic transcription (p. 3)." Thus, in

this framework, an articulatory space is
essential in understanding the signal-to-
symbol mapping.

To fix ideas, consider an example from
Cooper et a1. [3] involving classification
of voiceless stop+vowel stimuli. An
approximation of the decision space for
this experiment is given in Fig. 1. It
shows dominant response regions for the
three voiceless stops /p/, N and /k/ for a
stimulus space consisting of a narrow
band noise burst (characteristic of plosive
release) followed by two-formant syn-
thesized vowels. The authors emphasize
that there are no absolutely invariant
properties associated with perception of
the stops, but only fairly complex
relational properties. Such complexity,
they contend, "requires the consonant-
vowel combination as a minimal acoustic
unit (p. 598)." The motor theory claims
such intricate acoustic-to—phonetic patterns
can be understood only by reference to the
Rosetta stone of the underlying gestures.
1.e., in this case, the coarticulation of a
stop with its following vowel.
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Figure. l. Categorization of stop
consonants (after [3]).
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Fowler [6] and her colleagues also argue
for the close relation between perception
and articulation, but propose Gibsonian
"direct perception" of the actual
articulatory gestures of the moving vocal
tract. Liberman and Mattingly are highly
skeptical of this possibility, noting that,
e.g., "given the many-to-one relation
between vocal-tract configurations and
acoustic signal, a purely analytic solution
to the problem of recovering movements
from the signal seems to be impossible."
LM believe that it is "phonetic intentions",
rather than actual peripheral events that
count and they advocate analysis-by-

synthesis (=ABS) decoding, whereby the

phonetic module "has merely to determine

which (if any) of a small number of

gestures that might have been initiated at a

particular instant could, in combination

with gestures already in progress, account

for the signal (p. 27)."

Klatt [8] agrees with LM's pessimistic

assessment of the possibility of the recov-

erability of gesture from the acoustic

waveform. But, having actually explored

ABS for automatic speech recognition, he

seems to conclude that it too is com-

putationally intractable. Klatt nonetheless

believes that "[p]roduction and perception

are clearly closely tied in the sense that

perceptual strategies must know a great

deal about production options and their

acoustic manifestations (p.178)." Though

he voices hope for a more scientifically ap-

pealing approach in the future, he suggests

that the most promising way to deal with

context dependency is to pre-comprle

acoustic patterns of words in large net-

works that make no use of traditional

phone-sized units.

The strong motor theory position of LM

is best motivated in the context of a "full

speed ahead and damn the torpedoes"

model of speech production, as stereo-

typed in Hockett's "soft-boiled Easter egg

plus wringer model." As MacNetlage [l2]

points out, this charicature bears a smking

resemblence to actual models of speech

production of the late 60's. MacNerlage's

(and much subsequent) work has shown

this view to be very mistaken. Rather, de-

spite the persistence of residual penpheral

variability, the motor system ts capable of

performing rather remarkable feats in



achieving relatively invariant peripheral
manif' estations of articulatory targets.

1.2 Auditory Theories
As the peripheral configurations associated
with phonetic elements approach invariant
targets. so to do their acoustic conse-
quences. Many researchers believe that
acoustic/auditory properties have a direct
role in defining goals for speech produc-
tion and perception. Blumstein and
Stevens [1] and their colleagues argue for
relatively invariant signal properties that
actually motivate target articulations for
stop consonants. Nearey [18] claims that
acoustic properties of vowels exhibit
demonstrably greater invariance across
speakers than do articulatory manifesta-
tions. Diehl and Kleunder [4] compile ar-
guments for the primacy ofauditory rather
than gestural considerations in speech
perception. Finally, from diverse perspec-
tives, researchers including Martinet,
Lieberman, Lindblom and Ohala have in-
sisted on emphasizing simultaneously ar-
ticulatory and acoustic properties in un- _
derstanding the long-term (diachronic)
properties and even the evolution of lan-
guage capacity.

2. SEGMENTS AS SYMBOLS
Nearey [15] argues that speech production
and perception represent a compromise in
complexity between articulatory and
acoustic patterns. I elaborate here on that
framework from a neo-Sapiiian perspec-
tive. There are (at least) three domains in-
volved in speech, two physical and one
symbolic. The symbolic part consists of
the sequence of language-specific phono-
logical elements. Without loss of general-
ity (we can change our minds later),
assume those symbolic elements are
"phoneme-size” units called segments.
The .two physical domains are the articula-
tory (gestural) and the acoustic (auditory).
Speech production is the mapping from
segments to signals and speech perception
is the opposite (not to say inverse)
mapping.

In strong motor theories (e.g., LM) it is
assumed that a natural invariant relation-
ship exists between gestures and seg-
ments. while the mapping from acoustics
to segments can be arbitrarily complex. In
strong auditory theories, the roles of
acoustics and articulation are reversed. In
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double-strong theories (e.g. Blumstein
and Stevens taken to the extreme), the re-
lationship of both physical domains to
segments is assumed to be natural and in-
variant.

I have long been impressed by the so-
phistication of arguments of the strong
frameworks and of the scholarliness and
sincerity of their proponents. In fact, they
have each convinced me that the others are
wrong. To resolve this, I have adopted a
"symbolic segment model" that is double-
weak (weak motor, weak auditory).
Segments are symbols and are neither ar-
ticulatory nor acoustic in character. There
is no fully natural, simple invariant rela-
tionship between either gesture or signal
and symbol. Left as it stands, this
amounts to a retreat into radical structural-
ist arbitrariness, wherein almost anything
can happen in phonetics. Yet, if the ges-
ture- and/or sound-to—symbol relationship
is tightened up in the extreme, we arrive
back at one of the three strong systems of
the preceding paragraph.

Instead, I assume that the relationships
between gesture segment and signal ap-
proach an "equilibrium of complexity"
[15], a compromise between efficiency in
production and rapid decoding in percep-
tion. Both auditory and articulatory prop-
erties will have a profound long-term in-
fluence on phonological systems.
However, for perception only "the weak-
est form of a motor theory [8] (p. 204)“
holds, which involves merely "what has
been learned about relations between
speech-production capabilities and the re-
sulting acoustic output." Conversely, a
weak form of an "auditory theory of

‚ speech production" also holds: articulatory
targets and perrnissable coarticulation are
constrained by what limited perceptual
structures can readily decode. The kinds
of constraint I have in mind might be for-
mulated as follows: 1) A relatively sim-
ple, but not fully transparent, family of ar-
ticulatory patterns is associated with each
symbol. 2) A relatively simple, but not
fully transparent, family of acoustic pat-
terns is also associated with each symbol.
3) The relevant families of patterns exhibit
moderate within-category variation relat-
able to contextual factors its own phySical
domain (articulatory or auditory).

In Fodorian terms, this is a proposal

about the limits of computational com-

plexity of separate sub-modules for speech

perception and production. Long term

ressures force each to respect the others

limitations, while allowing each to exp10it

the other‘s flexibility. However, the real-

time operation of each is independent of

the other. Each is an encapsulated, rela;

tively "stupid" processor that only ' looks

like it knows about the internal workings

of the other (cf. the discussion of lexrcal

priming in [5]).

Though limitations of arbitriiiness are
imposed by this "symbiosis of encapsu-

lated modules", there is room for much

variety in how different languages ap-

proach their equilibrium of complexity.

This allows for a language—speCific

Sapirian "warping" of the possible pho-

netic space. Explicit modeling of how the

putative perceptual sub-module might im-

plement such a warping can shed light on

the question of its computational complex-
ity.

2.1 Segmental Filter Models
The modeling framework proposed below
is a generalization of the pattern recog-
nition system proposed by Nearey and
Hogan [16] to account for language-
specific warping of the cue-space for
simple experimental situations. In this
"segmental filter" model, speech percep-
tion is assumed to involve an essentially
bottom up, ”reflex-like" mapping between
properties of acoustic waveform and
phonological segments. It is assumed
further that the following limit exists on
this mapping: all the knowledge that the
perceptual system has about the conse-
quences of patterns of production can be
embodied in a set of Gaussian "filters",
one for each phonological segment, tuned
by amastic/auditory properties. (These
models are formally related to Massaro's
FLMP. see [15].)
2.1.1 The NAPP Model
Fig. 2 illustrates the general properties of a
Simplified network of Sapirian segmental
umts. This example is based on the Thai
data of [11, 15, 16]. In panel (a), the out-
put of three VOT-tuned stop filters (for
Idl. It/ and lthl) are shown. These filters
produce output, reflecting the “typical-

ness" of a given stimulus considered as a
member of each category.

1.0
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Figure 2. Segmental filters

In categorization, the probability of
chasing a particular response, r, for a par-

ticular stimulus value, 5, is a function of

the relative distance from the “most typical

value” for that category compared to the

sum of the analogous distances from all

three categories. Formally, this process

can be separated into an evaluation func-

tion that determines the “fuzzy typicalness

values” of Fig. 2(a) and a choice function

that converts them into response proba-

bilities. For a version of the “normal a

posteriori probability" or NAPP model

[15, 16], the evaluation function may be

specified as follows:

-.5 [x(s)-m(r)]2 + k(r)

where x(s) is the stimulus value (here,

VOT) for stimulus s, m(r) is the mean

VOT value for response category r

(ranging over Idl. N and Abo. D(r) is the

43



standard deviation ofVOT values in cate-
goryrandlc(r) isanormalizingparameter
parameter that can accommodate a Bayes-
ian a priori probability and can absorb a
response bias term in a perceptual model.
The models considered below involve
homogeneous (hornoschedastistic)
Gaussian distributions, where the standard
deviations (and correlations, in the
multivariate case) are equal across all
choice categories. The choice function for
the NAPP model is:

cxv[f(r.s)l
pm) = --------------- . (2)

Z exprfrr'su
l’

where f(5r) represents an evaluation func-
tion defined in (1) and the summation in
the denominator is over all response
categories.'lhe result of the application of
Equations (1) and (2) is shown in panel
(b) of Fig. 2. which constitutes the
response surface of the model and con-
tains all the information about its stimulus-
response mapping. In panel (c), the
stimulus space is divided into three
regions, each labeled with the dominant
response in its range. The boundaries of
such a territorial map or decision space are
determined by the crossover points in the
response surface of neighboring cate-
gories, which are in turn determined by
the crossover points in the evaluation
functions.

2.1.2 Logistic Models
For homogeneous Gaussians, the same
response surface, (and decision space) can
be formed by a set of three linear logistic
functions as illustrated in panel (d) of
Fig. l. The equations for these lines are
specified by:

f(r.S) = b(r) + a(r) X(S). (3)

where b(r) represents a bias term for the
category r, which is independent of the
stimulus value; while a(r) is a “stimulus-
tuned effect." Such linear logistic models
are choice-equivalent to Gaussian filter
models. As discussed in detail in [15],
logistics are readily estimable and can be
generalized to characterize very complex
decrsron spaces and response surfaces in a
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way that can be given interesting phonetic
interpretations.

3.0 SEGMENTS VS. DIPHONES
A key property of segmental filter models
is that they assume that stimulus properties
are mediated in a fundamental way b
phonological units of segment size. It has
been demonstrated recently by Whalen
[21] that response patterns from several
experiments show that pure segmental
models are not adequate to account for
perceptual results. Nearey [15] shows that
while Whalen's claim is true in a strict
sense, only a minor modification of a
"pure segmental" assumptions are
motivated by available data.

Whalen sets out to test a claim by
Mermelstein [l4] conceming the indepen-
dence of categorization of adjacent seg-
ments. Merrnelstein’s experiment involved
simultaneous identification of both vowel
and consonant in synthetic VC syllables
when Fl and vowel duration were varied.
The response categories ranged over the
English words "bed, bet, bad, bat."
Mermelstein’s reults indicated that al-
though vowel duration affected both
vowel responses and consonant re-
sponses, vowel and consonant judgments
were made independently.

In a series of analyses involving ex-
periments with ambiguous VC and CV se-
quences, Whalen finds evidence counter
to Merrnelstein’s claim, showing instead
that the judgment of adjacent segments
shows interdependencies consistent with a
more complex decoding of production ef-
fects, in accord with a motor theoretic in-
terpretation. Whalen's Experiment 3 in-
volves categorization of fricative plus
vowel sequences, spanning the choice set
/si,su,_[1, fu/ .The kind of variation in-
volved is typically described as coarticula-
tory. the most noticeable effect in produc-
tion data being that frication noise for both
fricatives has a lower low-frequency cut-
off before /u/ than before /i/‚ presumably
due to anticipatory coarticulation of lip
rounding.

Based on previous experiments, Whalen
notes that changes in vowel quality from
/1/ to /u/ lead to fewer lf/ and more /s/
responses for a given fricative noise.
Conversely, changing a fricative context
from /s/ to lf/ causes more /1/ and

fewer /u/ responses for vowels in an [i]-

/u/ F2 continuum. In order to evaluate the

‘ utions of physical versustphono-

3:31) context. Whalen's Expenment 3

uses a two-parametethcontrnuum spanning

the four diphone chorces. The parameters

in question are: 1) F2 of a steady state

vowel, ranging from 1386 to 1773 Hz m

four steps; and 2) the frequency of a frica-

tive pole (with a correlated zero located

1000 Hz below the pole) ranging from

2900 to 3100 Hz. .

Roughly speaking, the fricative'pole fre-

quency, Pf, can be consrdered a primary

cue" for the /f—s/ contrast, while F2 15

the primary cue for li-ul. However,

Whalen's experiment shows that the lj'l-

si/ boundary along a Pf continuum

differs from that of lfu—su/ in manner

broadly in accord with production norms.

Three general varieties of effects of

"vocoid" on "contoid"can be distrngmshed
1)The physical value of F2 also directly

affects or acts as a "secondary cue for

lf-sl; 2). The /i-u/ judgment affects the

fricative response independently of the
stimulus or 3) the acoustic properties dr-
rectly affect the consonant and vowel
choice in a manner that cannot be decom-
posed into effects like (1) and (2), so that
a diphone is the smallest phonological unit
that can be thought of as being directly
tuned by acoustic properties. From a mo-
tor theory perspective, the last alternative
represents a model that precompiles con-
textual variation into larger, more nearly
invariant syllabic units.

3.1 Modeling
Nearey [15] presents a series of logistic
analyses of Whalen's data which allow for
the modeling of increasingly complex re-
sponse surfaces using ANOVA-like fac—
toring of terms. Specifically, it allows a
decomposition of stimulus-response rela-
tionships in terms of 1) "stimulus-tuned"
effects which cause changes in response
probabilities as a function of changes in
stimulus properties and 2) bias effects that
are independent of stimulus properties. A
further breakdown is possible in terms of
the "size" of the phonological entity being
consrdered, segments versus diphones.
The factorization is represented by the
terms in Table 1 (see [15]).

Table l. Terms in logistic model.

Abbrev. Term Unit

Bias ects (stimulus-independent):
V efl' bV(v)] Vowel

C bC(c) Consonant

CV bCV(c,v) Drphone

FZ-Tuned ects:
VF wal) F2 Vowel
CF a1C(c) F2 Consonant

CVF alCV(c,v) F2 Diphone

Fricative Pole-tuned efl'ects:
VP a2V(v) Pf Vowel

CP 32C(c) Pf Consonant

CVP a2CV(c,v) Pf Diphone

Various models can be consu'ucted from

these elements, producing decision spaces

of varying complexity. For technical

reasons. all models include the segmental

bias terms V and C. A primary cue model
would include the terms VF (vowel tuned

by F2) and CP (consonant tuned by Pf).

Its decision space is shown m Fig. 3.

Note that the vowel boundary is
independent of the fricative pole (parallel

to the Pf axis) and the consonant boundary

is similarly independent of F2.

E3500; /su/ /si/
‚g .

8 :
ä 3000-
_g j /fu/ lfi/
„E .

2500 I I ' I

750 1250 1750 2250

F2(Hz)

Figure 3. a' ary one model.

A secondary cue model could include the
additional stimulus-tuned terms VP and
CF and could lead to the decision space of

Fig. 4. It remains a pure segmental model

because none of the diphone terms of

Table l are included; that is, although their

cues overlap, the symbolic remain
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segmental. Note that, while in some
sense, this builds in context sensitivity that
seems to have articulatory motivation, it
does so "unintelligently" in that a gen-
eralized acoustic context effect can be di-
rectly incorporated as a (secondary) cue in
the individual consonant filters, inde-
pendent of phonological context, as in
Mermelstein's original suggestion[l4].

Isi/E.

/su/ä

/fi/

F
ric

at
iv

e
Po

le
(H

z)

ä lfu/
I

750 1250 1750 2250

F2 (Hz)

Figure 4. Pure segmental secondary one
model.

. However, Nearey's analysis indicates,
m accord with Whalen's claim, that no
pure segmental model can adequately
account for Whalen's empirical results.

1; /su/

"’f‘} 350° ' lsi/

E
o .

"ä 3000' /_f1/

ä „ /_[u/

2500 I - r - ‚
750 1250 1750 2250

F2 (Hz)

Figure 5. Hypothetical true diphone model.

On the other hand a true diphone model
including all the terms in Table 1 can
approxrmate more "intelligent" phonologi-
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cal context dependencies, achieving a deci-
sion space as complex as that of Fig. 5.
But Nearey finds that such true diphone
models are too powerful and, instead, an
intermediate class of models, refered to as
"transsegmentally biased segmental mo-
dels" is completely adequate to account for
Whalen's data.Such models can include all
the terms of the secondary cue model plus
the diphone bias terms (CV). However,
the stimulus-tuned diphone terms (CVF,
CVP) are not included. The decision space
for the "best" model in Nearey's analysis
is shown in Fig. 6.Formal properties of
the model require that line segments
separating syllables that share one segment
must be parallel to each other, a restriction
not shared by true diphone models. In
fact, the model finally selected by Nearey

13 ..ä 3500

2: - / s u/

> 3000 "g /f1/
I: l

“‘ /_fu/
25m ' ' ' I ' I

750 1250 1750 2250

F2 (HZ)
Figure 6. Restricted diphone-biased

secondary cue model.

as best supported by the data is slightly
simpler than the most complex possible
biased segmental model, since the
fricative-pole tuned vowel term (VP) is not
included in this model. This is reflected by
the fact that the /si—fi/ and Isu-fu/
boundaries are parallel to the Pf axis in
Fig. 6. Because of formal properties of the
biased segmental models, these restric-
tions on parallelism of lines also would
extend to all other vowel conexts. so that
in a larger experiment, with more vowel
responses, the same slope of the /s—J'/

boundary would be predicted within all
vowel categories. In other words, the
relative efficacy of the two cues (1‘2. P0

in changing /s/ to /f/ would be the

same, independent of the following

vowel.

3.2 Correction for coarticulation
and allophonics

The above results have an interpretation in
terms of a Fodorian "pseudo-smart" (one

that is stupid, but looks smart) processor
for coarticulation effects. Consider the
following: Anticipatory lip-rounding
makes [s] more /B/- like before /UI. while
anticipatory spreading makes /f/ more

/s/ -like before /1/. That is, the vowel

environments tend to produce "weaker

cues" in those environments. But the

diphone biases have the net effect of

favoring the combinations with weakened

contrasts, thus increasing their response

areas. However, although useful, this is

not a truly "intelligent correction", since it

is not cue sensitive, but rather is a global
bias on category pairs. This has implic-
ations for new experiments with more
stimulus dimensions: namely that the
response areas of the favored syllables
would be in-creased along all stimulus
axes vis-a-vis less favored ones, even
those not affected directly by the main
coarticulation effect in production. (So,
/fl/ might "encroach" on Ifr/ along the
F1 axis, even though F1 was not involved
in fricative vowel coarticulation).

In addition to its possible role as a
"coarse correction" for coarticulation,
Nearey notes [15] that many other experi-
ments reported in the literature seem to be
compatible with the restrictions of the bi-
ased segmental model and that there is as
yet no clear experimental evidence to indi-
cate that models as complex as true di-
phone models are ever required. Biased
segment models can be viewed as a multi—
layer system. The first layer comprises a
set of segmental filters wherein all
stimulus tuning takes place, while higher-
level units implement additive, stimulus-
rndependent corrections for (passive) co-
articulation, (preplanned) extrinsic allo-
phony and phonotactic constraints. Such
models also appear adequate to accom-
modate the kinds of "cognitive context
effects" suggested by Ohala [19]. It also
appears that the Ganong effect ([7]; see
[15]) and the role lexical effects play in
Lindblom's hypospeech [10] could be
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handled by lexical bias effects that do not
interfere with the internal operation of the
segmental filters.

4.LEXICAL ACCESS
Could informationally encapsulated seg-
mental filters of the type described above
really serve as the basis for lexical access?
Marslen-Wilson ([13] has divided up the
problem of "projecting sound into mean-
ing" into two largely autonomous compo-
nents: access and integration. Lexical
access is viewed as form-based pro-
cessing, whereby bottom-up phonetic
information interacts with the lexicon to
select a unique lexical item. This lexical
candidate is then presented to a higher
level "content-based" process of
integration, wherein the newest lexical
item is incorporated into the syntactic and
semantic processing of the sentence. From
the point of view of the existence of a sub-
modular language processing system, the
key conclusions are: "First, that sentential
context does not function to override
perceptual hypotheses based on. the
sensory input system. (p 19).” Second,
that top-down effects (e.g., sentential
context) "do not affect the basic perceptual
processing of the sensory input." Some of
the evidence for these conclusions is
considered below.

Important work by Samuel indicates that
there are very strong constraints on how
syntactico-semantic information influences
lower leVel processing. Samuel's work
involves the use of a classical signal de-

tection paradigm to investigate the decom-

position of effects into what he refers to as

perceptual and post—perceptual com-

ponents. Subjects try to detect the differ-

ence between two kinds of distorted natu-

ral speech: one in which a phoneme has

been replaced by noise and one in which

noise has been added to the original

phoneme. In a series of carefully designed

experiments, Samuel varies a number of

characteristics, including the phonetic

nature of the segments distorted, lexical
status (word versus pseudo-word) and

sentential context.

Sentential context is shown to only af-

fect listener's bias toward saying ”add "
(i.e. the phoneme is restored) in appro-
priate contexts, but the discnrmnabthty

measure (1’ is not affected. That is, differ-

ences between "added noise" and



"replaced by noise" stimuli were equally
salient to listeners, regardless of sentential
context. They were simply globally more
likely (biased) to say "restored" to stimuli
in appropriate semantic contexts. How-
ever, in contrast to syntactico-semantic
effects, Samuel's workindicates that
lexical status (being a real word) may
affect lower-level (phone-logical)
processing, since discriminability for real
words was less than for non-words.
However, the work of Samuel and Ressler
[20] confirms the finding (by Nusbaum
and colleagues) that the lowered dis-
eriminability for words is strongly affected
by attentional factors and may result
mainly from subjects‘ inability to focus on
segments within words. While more
research is clearly needed, this result,
coupled with the tractability of Ganong-
effect in synthetic experiments, leaves
open the possibility that an encapsulated
set of segmental filters operating prior to
lexical access.

S EXTENSIONS AND PROBLEMS
While the biased segmental models seem

to be compatible (so far) with a variety of
results from the literature, there are at least
a few cases that their simple linear bound—
aries cannot handle. The facts surrounding
the famous case of place of articulation of
stops appear to require something some-
what more complex. To the best of my
knowledge, the Cooper et al. experiment
represented by Fig. l manifests the most
complex decision space ever found in
phonetic research. The main pattern as
characterized by the authors is roughly as
follows: /t/ dominates when burst fre-
quency is high; Ik/ when its frequency is
slightly above F2; and lp/ otherwise.
While beyond the reach of homogeneous
dispersion Gaussians, this general pattern
can be achieved a Gaussian model which
allows separate covariance matrices for
each group (corresponding to a quadratic
logistic model; cf. Nearey and Shammass
[17] for application of the related quadratic
discriminant analysis to transitions in stop
consonants). Finally, the minor mode of
the lit/ region that occurs when the burst is
Just above the F1 in front vowels may re-
quire an additional wrinkle. Nonetheless,
the general pattern of this decision space
can be generated by segmental filters as
described below: A single bivariate
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Gaussian in F2 and burst frequency is
used to characterize each of the [p] and It!
distributions. However, /k/ requires a
mixture of two bivariate Gaussians: one to
characterize the F2 burst relationship and
the other for F1 and burst. In fact, Fig. 1
was generated analytically in just this way.
Although this pattern is more complex
than those of the simple logistics of the
previous example, it still represents a
relatively elementary problem in pattem
recognition. Note that this does not deny
that aspects of the pattern are motivated in
the long run by articulatory factors, only
that real-time perceptual behavior does not
need to compute articulatory or gestural
properties to decode them. Since this may
be as complex it ever gets, there seems
good reason to continue to explore
segmental filter approaches to speech per-
ceptron.

There is, however, one very large prob-
lem that must be faced squarely in any
such exploration: while the above model
makes inroads on the traditional problem
of invariance, it has ignored the problem
of segmentation. First note that although
the models are segmental at the symbolic
level, they are manifestly not so at the
acoustic level, since pervasive temporal
overlap is allowed in the cue domains of
neighboring segments. Though these
segments are not necessarily phonemes
("major allophones" would do), I propose
that the constraints of the acoustic-to-
segment mapping be modified forms of
Chomsky's conditions on the relation
"systematic phones" to taxonomic pho-
nemes[2]. (i) weak linearity: the centers of
the window of relevance of the acoustic
cues preserves the left-right order of the
strings of segments. (ii) local detenninacy:
such windows are not arbitrarily wide; (iii)
strict bottom-up mapping (replacing biu-
niqueness); (iv) higher-order invariance.

With respect to (iv), given temporal
alignment of the window of relevance (and
cue—extractionl), the claim is that the
patterns are relatively invariant, usually
mapping to simple linear decision spaces.
This, however, is a very large "given."
The plausibility of the scheme presented
above, no matter how successful it may be
for "toy" problems in the phonetics lab,1s
ultimately dependent on the ability to
supply cognitively plausible models of

' al alignment. In this regard, I think we

lsritgvne much to learn from the computational

methods of time alignment being devel-

oped in the speech recognition

community.
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ABSTRACT

According to Nearey [1],

direct effects of stimulus

properties would be limited

to the lowest level stage

of speech perception. This

raises the question to know

whether the experimental

stimuli display the

relevant properties for

being processed at higher

stages of perceptual
processing. The interest of

ecological validity for

explaining syllabic and

sentence context effects is

illustrated.

INTRODUCTION

In the keynote address by

T.H. Nearey [1], two main
topics emerge. The first is

the proposal to leave aside
the controversy between

motor and auditory theories
of speech perception in
favour of a better
understanding of the
relationship between the
two domains, via language-
specific regularities in
the speech wave. The second

topic concerns the broad
version of the "segmental
filter“ model, which states

that the direct effects of
stimulus properties are

limited to the low—level
stage of phone-sized
segments identification and
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do not interfere with

lexical factors in the
course of top-down
processing. Although I am

in complete agreement with

Nearey’s paradigm, the
strong version of the
segmental filter model is,

in my opinion, quite
premature.

Much of the work in the

field of speech
communication is devoted

either to the evaluation of

perceptual models or to the

collection of acoustic data

for testing hypotheses on

speech production, whereas

little has been done for

relating the distribution

of acoustic cues in the

speech wave to their
perceptual processing. Yet,

distributional
characteristics have
important perceptual
implications, not only for

explaining cross-linguistic

differences, but also for

understanding the
specificity of the
perceptual use of speech

cues. In the ecological
view developed by Brunswick

[2], the description of
semiregularities of the
environment, or "ecological

validities“, is a

prerequisite for testing
the adaptative response of

organism. Before concluding

that acoustic

properties cannot affect

some stage of proce551ng,

we should have the

insurance that the

experimental stimuli

display the relevant

properties for being

processed at that stage. In

this framework, the

hypothesis which states

that stimulus properties do

not directly affect the

syllabic stage of

processing can only be

accepted insofar the cues

under study indeed provide

relevant information for

syllable-sized units. In

the same way, it is only

when the relevant

information for being

processed at the lexical

level is present in the

stimuli that the absence of

interference between

sentence context and

sensory input can provide

an argument in favor of a

modular approach of speech

comprehension [3].

SYLLABIC CONTEXT EFFECTS

One should be very cautious

in interpreting the failure

of the stimulus-tuned
diphone model to improve

the fit of Whalen’s data

[1, 4]. While log-linear
analyses clearly suggest
that the acoustic cues
under study do not directly
affect the syllabic stage
of processing of isolated
CV stimuli, an important
question is to know whether

the cues really provide
relevant information to
feed the syllabic decoder.
Let us first look at the
acoustic cues in Wahlen’s
first experiment. The fact
that duration and F1
frequency each depend on
the identity of the vowel
and of the following
consonant provides a clear
motivation for their use as
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perceptual cues both for

vowel and consonant

distinctions. But this does
not necessarily mean that a

further analysis of these
cues for the classification
into syllabic units is also
motivated. This depends on
whether the cues also

convey some specific
information on the
syllable, irreductible to
the one they give on vowels

and consonants. In
quantitative terms, a

stimulus—based syllabic

decoding is required only

insofar vowel and consonant

have interactive effects on

the production of the

acoustic cues.
In the measurements of

vocalic durations in CVC

syllables presented by

Peterson and Lehiste ([5];

Tab.II, p.702), 28 values

corresponding to 7 vowel

duration and voicing

contrasts (such as head-

beat-bit-bid) have been

taken here for testing the

additivity of vowel and

consonant effects. For the

logarithm of the durations,

which is more appropriate

for perceptual modelling,

the vowel and consonant

effects are largely

significant (vowel: Fl,24 =

46.86: P < .001; consonant:

Fl,24 = 50.25; P < .001)

whereas the interaction is

by far below the theshold

of significance (F1,24 =

.962; P = .336). The
additivity of vowel and

consonant effects is also

apparent in the vocalic

duration measurements in

connected speech reported

by Crystal and House ([6],

Tab.x, p.1560). The

magnitude of the effect of

consonantal voicing on

vocalic duration is

reported here in Tab.1 for

vowels preceding prepausal

word-final stops, the only



not the case. The ratio

between F2 frequencies ,

taken at 10 different

intervals during the

vocalic segment, can be

derived from Soli’s data

(Figs. 3, 4, 7 8) and are

presented here in Tab.2.

Table 2. Ratio between F2

frequencies ( adapted from

[9])

Voicing included (n=60*10)

si/su 1.48

chi/chu 1.55

zi/zu 1.37

ji/ju 1.31

Voicing excluded (n=120*10)

si, zi/ su, zu 1.43
chi, ji/ chu, ju 1.43

As can be seen, the

magnitude of the vowel
effect (i versus u) does
not change systematically
as a function of consonant
place of articulation (s
versus ch or z versus j).
Although variances are not
available, this suggests

that vowel and consonant do

not have interactive
effects on F2 frequency and

hence that the magnitude of
the vowel effect on F2 does
not depend on the
consonant, and vice-versa.

Just like the three other
cues used by Nearey for
testing the relevance of
stimulus information at the
syllabic stage of
processing, F2 frequency,
as a joint cue for vowel
and fricative identity,
does not convey adequate

information for being
processed at this stage.
Taking account of the
absence of ecological
validation, the fact that
these cues do not interfere
with syllabic
identification in the
course of perceptual
processing [1] does not

allow to conclude that

stimulus properties in
general cannot reach the
syllabic level. other cues,
if any, might exhibit an

interactive relationship
with two or more segments
and could then provide the
adequate stimuli for
testing the segmental

filter model.

SENTENCE CONTEXT EFFECTS

The phonetic structure of

the stimulus also has
implications for the
general debate on the
modularity of speech
processing stages. Non-
acoustic top—down processes

are known to aid and bias
speech perception. The
phoneme restauration effect

[10] shows that context can

control the perception of
phonemes. Many researchers

have examined the influence

of some kind of non—
acoustic information on
phonetic categorisation.
Sentence context can bias
phonetic categorisation but
only when the available
phonetic information is
ambiguous [11, 12, 13]. The

effect of lexical
information on speech
perception has also been
investigated. It has been
demonstrated that ambiguous

stop consonants tend to be
perceived so that the whole
stimulus is a meaningful
word than a non-word [14,
15]. The problem, however,
is whether lexical
information either biases
phonetic categorisation or
directly affects the
mechanisms of cue
integration before feature
categorisation. Conine and
Clifton [16] showed that
prestored lexical
information may be used
directly in perception,
contrary to semantic

osition for which the

effect is clearly present.

Table 1. Ratio between mean,

vocalic durations before

voiced or voiceless

consonants for long and

short vowel categories

(adapted from Crystal &

House [6] Tab.X p.1560). N

indicates the number of

tokens for voiced and

voiceless categories.

Vowels: Long Short

Obstruents 1.23 1.16

N 23 & 42 33 & 48

stops '1.21 1.22
N 18 E 33 27 & 24

Fricatives 1.24 0.73

N 5 & 9 3 & 2

The increment of vocalic

duration before voiced

consonants is fairly

stable, around 20 %, at the

exception of short vowels

before fricatives, for

which the effect is
reversed, probably as a

consequence of the reduced

sample size.

Given the absence of
interaction between the

vowel and consonant effects

on the production of
vocalic duration, the
information conveyed by
this one can be entirely
extracted at the low-
segmental level and does
therefore not require a
further analysis at the
syllabic level. Vocalic
duration is thus not a good
candidate for testing the
relevance of acoustic
information at a syllabic
stage of processing. The
other cue under study in
Whalen's first experiment

is the rate of F1
transition which covaries

with the F1 stable
frequency. Given the lack

of acoustic data, we do not

know whether the effects of

vowel and consonant on

these cues are additive or

not. Notice however that

vowel and consonant

identification do not

depend on the same aspect

of F1 contour. As far as I

know, voicing
identification only depends

on F1 transition rate (or

at least on F1 initial

frequency: [7, 8]) whereas

vowel identification of

course depends on F1

characteristics but not

specifically on transition

rate. F1 frequency does

thus not provide the same

cue for vowel and consonant

and is therefore also not a

good candidate for testing

the relevance of acoustic

information at the syllabic

stage of processing.

Finally, in the second

example taken by Nearey

and which deals with the

effects of fricative pole_

and F2 frequency on the 51-

su-chi—chu distinctions (

Whalen’s [4] third

experiment), only the

latter cue clearly has a

significant effect on both

vowel and consonant

identification. The fact

that F2 frequency does not

affect the syllabic stage

of perceptual proces51ng

could therefore again

suggest that stimulus

information cannot reach

this level. The question,

again, is to know whether

this cue conveys relevant

information for being.

processed in a syllabic

frame. The acoustic;

measurements of F2 in

English initial fricatives

presented by Soli [9] seem

to indicate that this is
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context which is used
postperceptually. No firm
conclusion can however be

drawn in view of the
versatility of the lexical
effect on phonetic
categorisation. Among the
factors which contribute to
the effect, stimulus

structure has a special

interest for the present

discussion. The relevance
of the phonetic structure
of the stimulus is
evidenced by the the fact
that the lexical effect
disappears when stimulus
variations more nearly

approximate the multiple
acoustic differences
between phonetic categories
in natural speech [17].

This does not mean that the
lexical effect is a
laboratory phenomenon.

Strong sentential effects
have indeed be obtained for
voicing perception in
excerpts from spontaneous

French speech [18]. This
requires some further
explanations. Natural
voiceless French stops
usually exhibit a silent
interval at the vicinity of
closure release whereas
voiced stops almost always
display continuous periodic
vibrations. As other
voicing cues are by far
less reliable, the presence
vs. absence of silence
provides a major perceptual
cue [19]. However, in
spontaneous speech,
voiceless stops may exhibit
continuous periodic
vibrations and are then
identified as voiced when
excerpted from the
sentence, although they are
identified as voiceless in
the sentence frame. This
effect, as evidenced by
other aspects of the data,
is clearly due to semantic
factors and shows that the
influence of top-down

processing is not
restricted to ambiguous
stimuli. Even when the
major acoustic cue is
completely non-ambiguous,
sentential context can
completely modify the

phonetic decision. The
question which is raised is
whether such a large top—

down effect arises from a
bias in phonetic
categorisation or, more
conceivably, from a direct
effect of lexical
information into the
process of acoustic cue
integration.

More importantly for my
purpose here, is the fact
that the magnitude of the
lexical effect is seemingly
due to the presence of
conflicting cues in the
stimulus, the major cue
supporting a voiced percept
whereas secondary cues
support a voiceless
percept. Such an internal
conflict within the
acoustic correlate could
generate a strong appeal
for extraneous evidence
from lexical processes,
which would in turn explain
the exceptional magnitude
of the lexical effect.
Ecological validity, which
in this case depends on the
presence of contradictions

within the acoustic
correlate, would then again
have decisive importance
for testing perceptual
models.
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A MORE INTIMATE COCKTAIL PARTY PHENOMENON:
THE PERCEPTUAL ORGANIZATION
OF TONAL ANALOGS OF SPEECH

Robert E. Remez

Barnard College, New York, New York U.S.A.

Perceptual organization of auditory
patterns is often explained by appeal to
Gestalt grouping principles. Despite the
evidence for such principles in the
grouping of simple acoustic displays,
the time-varying nature of speech
spectra eludes a similar account.
Studies with sinewave analogs of speech
show that auditory grouping is not
required for phonetic perception, nor are
principles of the Gestalt variety
sufficient to explain the perceptual
integration of oral, nasal, and fricative
formants. We have identified a
grouping principle keyed to speechlike
spectral change, in tests using dichotic
sinusoidal components which are
grouped both in phonetic and auditory
modes. Our findings warrant extending
the simple characterizations available
lwithin the framework of the Gestalt
aws.

l. PRINCIPLES OF PERCEPTUAL
ORGANIZATION

In 1923, Max Wertheimer [16]
reported the results of an inquiry into
perceptual organization. His quest was
to show that perception of an ambiguous
display was organized, and not a simple
summary of the elements of stimulation.
Our recent concern has been the validity
of these Gestalt principles in accounting
for the perceptual organization of
speech, and is occasioned by the fact
that Wertheimer’s principles are still
very much with us in auditory form.
They are often cited as a preliminary
step in auditory recognition of objects
and events. Supporting evidence comes
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from many studies of arbitrary acoustic
displays, though we have recently
submitted the principles to test using
speech signals, or replicas presenting
spectra-temporal attributes common to
speech. These new studies are not
encouraging about the descriptive or
theoretical adequacy of the Gestalt
account when it is applied to the case of
speech.

Wertheimer exposed the principles
using ambiguous plane shapes and brief
tone sequences, deriving a collection of
perceptual devices for grouping the
figural elements of stimulation:
proximity, similarity, common fate, set,
continuity, symmetry, closure, and
habit. Explicitly auditory instances of
many organizational principles were
again offered by Julesz & Hirsch [8]
who sought common principles for
perception in visual and auditory
modalities. Although they concluded
that the dissimilarities of vision and
hearing outweighed the shared
attributes, their review brought an
influential information-processing
rationale to subsequent studies. Julesz
& Hirsch themselves contended that the
Gestalt organizational principles alone
might prove inadequate to explain the
perceptual integrity of the speech signal,
due both to its acoustic complexity, and
to the contribution to perception of the
listener’s extensive knowledge of
speech and language. In the 25 years
since this article appeared, a large body
of evidence has been gathered about its
numerous hypotheses. These studies



support the detailed claims that an
auditory scene is organized or analyzed

perceptually according to principles of

proximity [2], similarity [3, 15, 6],

common fate [1, 4] and closure [10],

operating in the domains of frequency,

amplitude, and spectrum. The
application of the grouping principles is

held to promote the formation of

separate auditory streams, which, once
sorted, are passed along for more

detailed perceptual analysis about the
objects and events which gave rise to
the stimulation.

2. PERCEPI‘UAL ORGANIZATION
OF SPEECH SIGNALS

Our question is simple: Do the

diverse components of a single speech

signal cohere perceptually through the

application of Gestalt grouping
principles? Pertaining to speech, this

question is typically framed about the
isolation of a single voice against an
acoustic background of other talkers,

clinking glasses, popping champagne

corks, and whirring air conditioning

systems; in short, the familiar “cocktail

party phenomenon" [5]. But our present

focus on perceptual organization

requires a more intimate setting. After

all, the listener must perceive that a

single speech signal produced in a quiet

room is the product of a single vocal

source of sound. Does streaming

account for that?
Current formulations of auditory

perceptual organization warrant the

fracture of a speech signal into
perceptually incoherent streams, rather

than accounting for the fusion of the
diverse acoustic components into the
single ongoing perceptual event which

the listener hears. This outcome is due

to the relianceof the grouping principles

on durable similarities or coordinate

changes occurring among the elements

of the incident acoustic pattern. This is

the clear and unavoidable consequence
of grouping acoustic elements by
physical similarity, physical continuity

and common, coordinate transient
characteristics. The fracture of speech

into incoherent streams then follows

from the acoustic nature of the speech
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signal, which is ordinarily replete with
failures of similarity, continuity and
common fate. These familiar acoustic
attributes are observed when the
frequency changes of one formant
center do not match frequency changes
of another formant in direction, degree,
or duration; when onsets and offsets fail
to occur in synchrony; and when
episodes of nasal and fricative formants
occur, lacking frequency continuity and
spectral similarity with the oral
resonances. None of these types of
lapse is particularly exotic, as any
spectrogram will reveal [7]. ’

Despite this acoustically diverse
collection of elements, the listener’s
perception is typically of a single stream
of consonants and vowels, and not of

disjoint simultaneous streams, each

comprising a single kind of auditory

element. Disintegrated impressions can

occur when a brief snippet of a speech

signal is presented in a rapidly repeating

train [9]. But, the specific conditions

required to elicit such impressions serve

to underscore the difference between the

perception of speech and the segregation

of auditory components through

streaming.
I Were we to suspect that the common

vocal excitation in the formants

ordinarily holds them together

perceptually—a kind of common fate—

we would nonetheless have a hard time

explaining phonetic perception of tonal
analogs of speech. Here, the
co-modulation of formant centers is

eliminated by the use of digital synthesis

to compose a collection of linear

emitters which convey the momentary

acoustic maxima. The familiar timbres

of consonants and vowels are not

evoked by such resonance-free and

grossly unnatural short-term spectra

[14], yet phonetic perception occurs
nonetheless. The listener’s ability to

transcribe these odd replicas of speech

depends on the perceptual disposition to

treat three- and four- tone analogs as

coherent despite their violation of

grouping principles and unfamiliar

timbre [11, 12, 13].



3. TESTS WITH SINEWAVE
REPLICAS OF SPEECH

In tests to determine the kind of

organization occurring in tone analogs

of speech we have tried to distinguish

perceptual organization, in which

simultaneous dissimilar components are

actually integrated, from a low-level
peripheral fusion of sinusoids, due,

perhaps, to auditory coupling of the first

and second formant tones. The latter
possibility is a likely mechanical

consequence of some models of basilar
function [17], and if true eliminates

much of the interest in the case of

sinewave analogs.
To determine the likelihood that

sinusoidal components in a tonal analog

are organized due to peripheral

interactions at transduction, our tests

used dichotic presentation requiring the

listener to integrate a single tonal

component presented to one ear—
corresponding to the second formant—

with the remainder of the replica

presented to the other car. Were

transcription to deteriorate in this

dichotic presentation, relative to the

binaural case, we would conclude that

(i) perceptual organization is a trivial

consequence of auditory transmission of

tonal components; and, (ii) disjunctive

azimuth precludes active perceptual
organization. Were transmission to
survive dichotic presentation of essential
acoustic ingredients, we would conclude
that (iii) organization is not attributable
to passive conduction of tonal
components; and, (iv) failures in
similarity. continuity, common fate——
not to forget azimuth—are insufficient
to prevent phonetic organization from
occurnng.

Our first test compared binaural and
dichotic presentation of sinewave
replicas. The second test assessed the
selective power of phonetic organization
by requiring the listener to combine the
appropriate dichotically presented
components despite the presence of a
competing speechlike tone.
_ The acoustic materials which we used
in these tests were sinusoidal replicas of
utterances of sentences. In the basic
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dichotic test, one ear received the tones
corresponding to the first, third and

fourth formant centers, while the other

car received only the tone corresponding

to the second formant center. In one

control, the dichotic condition was
compared with the binaural presentation

of the full tone set. In another, the

intelligibility of the patterns presented to

each ear in the dichotic case was

assessed in binaural tests; one test
examined the information available
from Tones l, 3, and 4, lacking the
second formant tone; the other assessed

the phonetic effects of of Tone 2 alone.

Second, we ran a test of organization

with interfering acoustic material. to

identify the acoustic criteria of the
organizational principles. In this test,

the phonetically coherent tones were

presented dichotically, along with a foil

in the ear opposite Tone 2. This

distractor tone either exhibited

speechlike variation or constant

frequency, though neither distractor

satisfied the acoustic criteria for

grouping with other concurrent tones.

Although neither distractor was

phonetically coherent, we expected only

the tone with speechlike properties to

compete organizationally with the true

second formant tone.

4. THE FINDINGS
Can listeners integrate tonal

components presented dichotically?

The first test compared transcription

accuracy for ten sentences in four

conditions, and Figurel portrays the

outcomes. Integration occurred despite

violations of Gestalt grouping

principles, for the dichotic performance

surpassed the combination of each ear’s
contribution from a partial signal. Note,

also that there is a clear performance

decrement with dichotic organization
relative to the binaural case, perhaps

reflecting attentional load differences.
Our question in the second test series

derived from the first: ls phonetic

perception driven by an organizational
principle that works by acoustic
similarity? If so, then listeners should
be indifferent to the presence of a tone



100
S

ma
m

///
///

///
///

Ea
r

1
:1

1
.1

3
.

T4

a:
5

av
er

ag
e

tra
ns

cr
ip

tio
n

(‘b
W

)

O

T2

B
in

-u
ni

T1
,

T3
.

T4

B
in

-I
t‘l

l

E
¢2

zT
2

Figure 1. Group results for the perceptual

organiutiontest.

that is both dissimilar to the acoustic

components of a speech signal and

incoherent, in the sense that it could not

have issued from a the same vocal

source as the other tones in the

presentation. We tested this with a

condition requiring perceivers to reject a

temporally flipped second formant tone

in the pattern at one ear and to integrate

the dichotically available veridical

second formant tone. Neither second

formant tone was similar in the Gestalt

sense to the acoustic ensemble of

Tone l, Tone 3, and Tone 4, but only

one was coherent in that it belonged to

the tonal replica. This task of rejecting

a second formant tone that had

appropriate azimuth and speechlike

time-varying frequencies—but which

nevertheless was inappropriate for the

rest of the tonal ensemble—and
integrating the appropriate second
formant tone presented in the other car
proved to be quite difficult for our

listeners. However, when the dichotic

competing tone lacked the spectro—

temporal attributes of speech, exhibiting

constant frequency, listeners easily
rejected it, as if it were not competitive
at all. Figure 2 shows performance in
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this test. The combined results suggest
that listeners are vigilant in listening for
plausible speechlike components, and

are therefore misled by natural
frequency variation and azimuth of the
phonetically incompatible tone.
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Figure 2. Group results for the test of

competitive organization Listeners heard either

no distractor, or one of two pomhle distractors:

a constant frequency tone, or a temporally

reflected formant tone.

5. CONCLUSION
To summarize the outcome of our

tests, the perceptual organization of

speech does not rely necessarily on the

acoustic properties featured in

contemporary—or historical—accounts

of grouping. Listeners were quite able
to integrate a pattern of tones lacking

similarity, continuity and common fate

in the acouStic spectrum. No resort to

auditory familiarity is available for

explaining this finding, given the highly

unnatural timbre of tonal analogs of

speech. Moreover, the integrating

mechanism seems keyed to speechlike

signal variation in the simultaneous

component tones, for listeners were less

able to reject a speechlike tone that

shared azimuth with the remainder of
the tone ensemble in favor of a

phonetically appropriate tone presented
with inappropriate azimuth. Altogether,

then, it seems that the complex spectrum

of speech places it beyond the reach of
the simple, elegant Gestalt rules. Our



search leads now toward the underlying
physical and linguistic principles of
perceptual organization of speech, and
the perceivet’s ability to explort them tn
understanding an utterance.
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INVARIANT AUDITORY ATTRIBUTES AND A MODEL OF
SPEECH PERCEPTION
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ABSTRACT
A model of s h perception is
outlined that incorporates auditory
grouping processes and a set of
invariant auditory attributes as the basis
for the phonetic and lexical coding of
speech. Data from priming studies
indicates that the phonetic code for
words includes the positional
specification of each phoneme. Based
on this and some considerations of how

invariant attributes might support
auditory event and speech perception, a
set of invariant auditory attributes for
perception is described. This set is
supported by perceptual data and, in
conjunction with the model, accounts
for a number of phenomena (such as
trading relations) in the speech
literature.

1. INTRODUCTION
In any model of speech perception,
there are three key elements that need to
be addressed. The model must detail
the nature of the auditory attributes or
invariants that support perception. The
nature of perceptual grouping or
organization processes that bind cues
from the acoustic signal together as a
single entity and separate the acoustic
components of one event from other
events needs to be specified. The
mapping process that converts auditory
cues to words must also be detailed. In
the sections that follow, a model
designed to address these issues will be
outlined. Once the model is outlined,
some details of the auditory invariants
that underlie speech and other auditory
perception will be considered.

The model is set in an information
processing framework [cf., 12]. Like
the LAFS model of Klatt [6], it
proposes that invariant auditory
attributes are captured from a series of
spectral sections. Unlike LAFS, these
attributes are mapped onto an
intermediate phonetic representation and
then to words. Like the proposals of

Fowler [3], the ultimate goal of
perception is recognition of the object

or event that produced the sound. The

set of auditory attributes is designed to
support the recognition of speech and
nonspwch. Unlike Fowler's proposal,

in this model perception is mediated by

stages of processing. The model does

contain a "speech mode' [cf., 7].

However, this mode is layered over a

set of auditory coding processes [see

15].

2. MODEL OUTLINE

The model consists of a sequence of
representations and transformations.

After the transformation of sound into
an internal spectral/temporal
representation by the peripheral auditory
system, a basic set of auditory features

is extracted. These features include the
amplitude envelope, periodic or
aperiodic nature of the waveform,
fundamental frequency, and the

frequencies and amplitudes of peaks in

the spectrum. As these features are
extracted over time, they are grouped

together in sets that represent a common

source or event [cf., 1]. The grouping

process at this stage is driven by local
spectral and temporal information. All

further processing is then performed
within a set of features.



The next step in processing represents

the extraction of a set of mvanant

auditory attributes from the local cues.
This set of attributes constitutes the.

basic information that drives acoustic

object or event recognition. That is,

regardless of whether the sound source

is music, bird calls, door slams or

, the attributes capture the

information that preserves object or

event identity. One example of such

invariant attributes is the set of .

frequency differences between adjacent

spectral peals at each point in time.
The nature of this set of invariants will

be elaborated below.

The third stage in the model maps the
auditory attributes, over time, onto
objects or events. In spwch these
events are phonetic features, phonemes,
syllables and words. Since all of these
units seem to have a role in perception
[see ll, 17], the model should explain
the role of each abstract speech unit.
The model should also provide an
account of adult perception that is
compatible with data and theories of
infant speech perception and the
acquisition, by children, of the words of
their language [5].

The model assumes that in an adult the
process of transforming auditory
attributes into words is a two step
process. The first step is a mapping of
attributes onto phonetic features while
the second step maps features, over
time, onto words. The mapping of
attributes onto phonetic features might
be accomplished within a connectionist
architecture. In this case, a time dela
net could be used to map sequences o!
mvanant attributes onto phonetic
features. Interactions within the net
would reproduce many of the phonetic
trading relations described in the
literature [13]. In addition, information
about the rhythm of speech as cued by
acoustic/auditory features such as the
rise and fall of the amplitude envelope
would govern the scope of cue
interactions in the net. That is, a
syllablehke integration window or
context would result from the use of the
amplitude envelope as a perceptual
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grouping factor at this stage of
processing.

Finally, a sequence of features, over
time, is mapped onto the words of the
listener's lexicon. Since the honetic
features contain positional in orrnation
and were grouped according to the
rhythmic structure of speech, potential
word boundaries are marked in the
phonetic feature information for use by
the word recognition process [cf., 9].

3. PHONETIC CODING
At this point, some further elaboration
of the phonetic feature representation is
in order since it will influence the
nature of the set of invariant attributes
as well as how they are mapped onto
phonetic units. The phonetic features
here are not the abstract entities used in
linguistic theories. Rather, these
features are position specific and contain
some allophonic detail. Based upon
data from auditory priming experiments
using lexical decision and naming tasks,
Gagnon and Sawusch [4] proposed that
the phonetic representation used in word
recognition includes information about
the syllable position of each phonetic
element. Thus, a syllable initial /b/ and
a syllable final /b/ would be coded as
two separate entities. In the present
model, each phonetic feature would
include a positional specification within
the syllable. For example, the stop
manner feature would be coded as either
an onset stop or an offset stop.

The implication of this for the
extraction of auditory attributes is that
no single invariant or set of invariants is
used by humans in the perception of all
variations of a phoneme or feature.
Rather, the invariant attributes
themselves are part of the cue to the
position of the feature in the syllable.
Thus, the focus in our search for .
invariant attributes has been to examine
the acoustics of stops before the vowel
in a syllable and stops following the
vowel separately. No common
invariant across position has yet been
found which is consistent with
perceptual data [see 4].



4. INVARIANT ATTRIBUTES

The set of invariant auditory attributes

must meet a number of constraints.

First, they must represent a set of

acoustic attributes that are not specific

to speech. Rather, this set should be

capable of supporting all auditory object

or event recognition, including speech

and music. This does not imply that

speech perception, music recognition

and the classification of a sound as a

door slamming shut are all variants of

the same perceptual processes. The

process of mapping invariant attributes

onto phonetic features described

previously is a speech specific coding

process. If implemented in a

connectionist network, the weights on

the connections would be the result of

learning and represent a "speech mode“

of processing. A similar learning

process would be involved in the
perception and recognition of other
sounds.

A second requirement for this set is that
they meet the requirements described by

Sawusch and Dutton [16] for a formal,

computational model or metric for
perception. The attributes must

represent a robust set in which the
information supporting phonetic coding
is preserved in spite of variation in
talker, talking rate and the speech
context. The attributes should also
support perception even when degraded
and should not lead to a sudden failure
of perception in a noisy environment.
The attributes should support graceful
degradation. Finally, the attributes
must be formally specified or
computable in a manner that does not
require intelligent guidance.

To illustrate the nature of invariants for
sound recognition, consider the phonetic
d1mensxon of place of articulation for
consonants and vowels. Miller [8] and
Syrdal and Gopal [18] have proposed
that the frequency differences between
adjacent peaks in the spectrum capture
the essential properties necessary for
vowel recognition. Forrest, Weismer,
Milenkovic, and Dougall [2] roposed
that the statistical moments o the
Spectrum (mean, variance, skewness
and kurtosrs) capture a sufficient set of

qualities for perception of the voiceless
fricattves and stops. Sawusch and
Dutton [in press] examined both of

these alternatives for voiced stops and
vowels. They found that the peak
difference metric did not degrade

gracefully while the statistical moments
metric was not as robust as desired.
However, these failures were largely
complimentary so that a hybrid of both
proposals might be sufficient to capture
human perceptual capabilities.

In the present model, both the statistical
moments of the short term spectrum and

the frequency differences between
adjacent pwks would be computed. In

addition, the amplitude differences

between adjacent peaks in the spectrum

are also computed. The rate of zero

crossings, the rate of change of overall

amplitude and a set of source attributes

such as the degree of periodici in the

spectrum and the fundamental requency

are also a part of the information
represented here. These properties

would be computed for each temporal

section of the waveform on a continuous

or running basis. At this point the

representation of sound is still
continuous and has not yet been

segmented.

The statistical moments is a generalized

description of the spectrum that

subsumes the spectral tilt cue that has

been proposed as an invariant to stop

place. In a study of the efficacy of

changes in spectral tilt as a cue to stop

place, Richardson and Sawusch [14]

found that changes in spectral tilt did

not predict human listener classrficatton

of synthetic syllables. In a subsequent

analysis of these syllables, it was found

that both changes in the frequency

differences between spectral peaks and

changes in the statistical moments do

predict listener's classification

responses. Further tests of the efficacy

of the statistical moments and

differences as cues to stop consonant

place are now in progress.

Certain properties are not represented at

this level. The duration of an acoustic

segment or the duration of a change in

one of the attributes listed above, such



as the rise—time, are not directly
represented in the set of attributes.

Instead, these are recovered by the
process of mapping the static attributes,

over time, onto phonetic features.
There is also no single invanant for
voice onset time (VOT). Rather, VOT

is a composite that represents the
mapping of source attributes, the_
amplitude differences between adjacent
peaks and other attributes onto a
position specific voicing feature. The
processing of a nonspwch analog to
VO’I‘ such as tone onset time [10]
produces classification and
discrimination results similar to spwch
because the nonspeech stimuli contain
attributes in common with speech which
are mapped (in the context of an
experiment) onto categories correlated
with speech categories.

Conversely, nonspeech experiments and
speech experiments with the same
stimuli sometimes produce differences
in category boundary placements. This
reflects a speech mode with connections
from attributes to phonetic features that
include learned contextual
dependencies. In the context of a single
experiment, no such detailed learning
would take place for a nonspeech
distinction. Consequently, comparisons
between speech and nonspeech
perception reveal both commonalities in
processing based on a single set of
auditory attributes and subtle differences
due to the different learning histories
between speech and nonspeech groups.

5. CONCLUSION
The outline of a model and elaboration
of some aspects of the auditory coding
of speech here is the beginning of a
process of building a theory of speech
perception. Among the issues that
remain to be addressed are how
phonotactic constraints and phonological
knowledge should be incorporated into
the model [see l9]. A further
elabjoration of Se acoustic cues that
gut e perceptu rou in at each
of the model is algso nädäd. stage
Simulations using a connectionist
network to model the mapping of
auditory attributes to phonetic features
proposed here are also under way to test

the sufficiency of the set of attributes.
Finally, we are running a series of
experiments in which the acoustic
properties of synthetic stimuli are varied
to examine how the attributes described
here are extracted in perception and
assess their relative roles in speech
recognition. These data, together with
theoretical elaborations, should lead to a
more complete specification of the
auditory to phonetic coding of speech.
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ABSTRACT

We try to make the case that integration
mechanisms play a key part in information
processing in the auditory system, because
of the poor coding abilities of Single
channels, and the comglexitity of the
auditory image, but t at integration
mechanisms must be “clever”, able. to
group in a complex way all the information
relevant to a given ecologically relevant
source. Gibson’s intuitions about the
“resonance of neural systems" on the
“invariant of the ph sical environment”,
later reinforced by arr’s representational
framework based on parallelism and
SEecialization of intermediary processes
s ould provide a very strong in51ght into
the study of integration.

l. INTRODUCTION
Auditory processing basically begins by
cochlear analysis which results in
projecting the incident acoustic signal in
one of the 50000 primar Type-I neurons
of the auditory nerve. his first neural
representation of the acoustic signal — the
spatio—temporal pattern of discharges in the
auditory nerve — exhibits properties which
must strongly determine some of the main
processmg characteristics of further
auditory centers :
(i) there is a great deal of redundancy in
.. the neural outputs,

(ii) which means, in some sense, that
there 18 too much information in the
auditory nerve representation ;

(in) however, a first decomposition of the
acoustic signal is achieved, each unit
looking more closely at a specific
characteristic (the energy in the signal

. Within a given frequency band),
(iv) but it is carried out by noisy channels

With a poor ability to ‘represent” what
they. are looking for (because of
classmal limitations of neural cells).

Points (ii) and (iii) are related to one of the
key concepts developed by Man- in his
theory of Vision [19], namely that the input
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— in his case, the image ; for us, the
sound — carries too much information,
and, more importantl , types of
information that are speci ied at a number
of different scales ; hence this input must
be analysed in parallel by a number of
different processing systems, which
produce different representations, from
which 5 ecific feature extraction can be
achieve (property detectors). The pool of
detectors grouped in this level of
“intermediary processing” conver es,
accordin to Marr, towards what he ca ls a
2—1/2 D Fevel, a level of “pure perception”,
which “ rovides the cornerstone for an
overall ormulation of the entire vision
problem” (pp.269-272), and which
corresponds, for the specialist of
Cognitive Sciences Petitot, to the
“morpholo ical level” of the “pheno-
physics” (p enomenologically significant
phtysics providing the ecological obi-‘fctive
in ormation about the real world) [2 1.

Points (i) and (iv) largely constraint what
should be the key information procesain
mechanism for the elaboration o
intermediary representations, namely
integration mechanisms, able to build up
the necessary statistics of the noisy poor-
coder channels (iv), taking as best profit as
possible of the redundancy of the auditory
nerve representation (i).

Obviously, however, integration cannot be
a kind of “smoothing” mechanism that
would just ive a gross insight into the
content oft e auditory nerve — it cannot
compute a simple first—order statistics — but
it must on the contrary be able to group in
alcomplex way all what is relevant to a
given feature, and filter out what is not
relevant : it must be able to extract and
reveal. This is highly reminiscent of
Gibson’s view about the “resonance on the
ecological invariant” across the variability
of the stimulus [8]. As Marr clearly
shows, Gibson ’5 brilliant intuition needs a
computational framework ; integration
could provide one of the cornerstones of



this framework, considering that
resonance can ha n only if the resonant

' system has foun time or space enou h in
order to filter out. transrents and bui d up
its resonant behavtour.

We shall discuss .here two possible
examples of clever integration processes,
which could help to recover important
articulatory manoeuvers from auditory
representations, i.e. (i) enable detection of
acoustic events controlled in the timing of
speech production, or (ii) extract a stable
articulatory target “hidden" 'rnsrde a
continuously varyrng acoustic u-aiectory.

2. INTEGRATION ACROSS PLACE
FOR EVENT DETECTXON

Auditory perception needs a good
instrument for estimations of temporal
relationships between acoustic events.
This is true for an ecological situation
where timing provi es key information on
the structure of the objects that produced
the sound, and specially for speech
perception where the temporal organization
of the glottal and supra-glottal gestures rs
finely controlled by the speaker rn order to

(a)

n- w _m

ml rluu r

produce such phonolo ical contrasts as
vorced vs non-voiced p osives, simple vs
double consonants (gemination). or tense
vs lax vowels.
Timing estimations obviously begin with a
system able to detect acoustic events. The
cochlear nucleus seems able to provide a
biological e uipmcnt for such event
detection, wit its various kinds of “on"
cells [30]. In our laborato , Wu [28]
proposed a simulation of “on ‘ cells based
on a model of neural adaptation that he had
shown to produce good results at the level
of primary neurons in the auditory nerve.
At the output of each individual cell of a
model of the auditory nerve, is strongly
reinforced adaptation mechanism produces
the “on" behaviour, with a very large
component of temporal derivation,
followed by a rather long (100 ms)
forward masking effect. We showed that
such a model can indeed cope with the
acoustic cons uences of glottal or supra-
lottal articu atory events such as
ginning of voicing, beginning of a

vocalic state of the vocal tract, beginning
of friction [29].

’ (d)

FIGURE l - “0n” cells modelling and detection of acoustic events
(a) French logatome [baki] (b) response of 64 “on" cells (Charactenstrc Frequency CF increase
from bottom to top) (c) from bottom to top : integrated reSponses m the low (100300 Hz).

middle (300-900 Hz) and high (900-4000 Hz) CF'regions (d) detected events tn the three
corresponding CF-regions (see [28] for a precise description of the detection algorithm).

69



On Fig.1 we show the modelled response
of an array of “on"—cells to a French
logatome [baki]. The events a pear as the
synchronized occurence o a strong
maximum of discharge in a sub-array of
cells covering a broad frequency range.

Event detection is based on a summed
response in one of three sub-arrays,
respectively in the low-, middle— or high-
frequency region (Frg.1c, 1d). Hence, the
functioning of the model relies on (1)
strong responses to acoustic events in
single fre uency channels, due 'to
reinforced a aptatron, and (ii) summation
of responses based on synchrony of
behaviour in a number of channels.
Summation of synchronized responses
seems to be a very efficient way of
signallin events localized in time, With a
rather e icient behaviour in noise [l] :
indeed in this case the response driven by
an event in one frequenc channel can be
confounded with an amp itude fluctuation
inherent to the noise, but, since the
acoustic event cannot have a good
temporal localization (small time
spreading) without covering several
frequency bands, it results in
synchronizedfluctuations in a number of
neighbour channels : this helps
disambiguate the “signal” (the acoustic
event) from the noise.
The proposal of mechanisms for detection
of coherence of response in a number of
frequency channels is in line with an
increasm number of psychoacoustic
studies a ut signal detection in noise
which show that a signal is easier to detect
if inter-channel synchronies help separate
the srgnal from the inherent noise
fluctuations, and more enerally if inter-
channel coherences of t e signal and the
norse are as different as possible. Thus :
(r) if a noise band masking a pure tone

Signal rs flanked by noise bands in
temporal coherence with it, these
adjacent bands improve the knowledge
of the inherent noise fluctuations and
Increase the pure tone detectability

.. (Comodulatron Masking Release [11]);
(u) coherent noise bands flanking a si nal

made-of another noise band create ess
masking on the si nal if their fluc-
tuations are uncorre ated with those of
the Signal than if masker and signal
band norses are coherent (Comodu-
lauon Detection Differences [18]);

(n1)a temporal ap applied in synchrony
on several and noises is easier to
detect if the band noises are not
coherent, srnce the gap induces a
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coherent amplitude fluctuation (a local
amplitude minimum) which emerges
more when superimposed on unco-
herent noise fluctuation patterns [10] ;

(iv) temporal gaps applied on several band
noises are easier to detect if the are
synchronized than if they are not {9]

All these data show, as Grose & Hall [10]
notice, that “the auditory system is able to
combine information across critical bands
in order to improve temporal acuity”
(pp.312), which “might act to facilitate a
segregation between a target event (signal
or galp) and the background pattern”
( p.3 3). Hence, in the case of event
erection — a key task for “ecological

acoustics" — Gibson’s “resonance on the
invariant" should involve integration
mechanisms finely tuned in time -
probably after a stage of reinforcment of
the response to tempora variations — and
widely spread in place, which is exactly
what is realized in Fig.1. Or, ut in Man s
framework, detection 0 tem oral
discontinuities — probably crucia for
accessing to a possible mo olo 'cal level
equivalent to the vision -1/_2 level -
should involve neurons owmn s ecrfic
“receptive fields” (see [12 or an
extensive use of this concept in audition),
which implement a derivation in time and
an integration in frequency.
Notice finally that the concept of
coincidence of neural discharges could be
very eneral and seems to provide _a
powe ul principle for neural integration in
auditory processing [5].

3 . RECOVERY OF NON-REACHED
TARGETS BY INTEGRATION
ALONG ACOUSTIC TRAJECTORIES
After the famous paper by Strange et al.
[26] showing that vowels in consonantal
context were better identified than isolated
ones, a number of contradictory results
about static vs dynamic s ecification of
vowel identity were publis ed in the next
lnears: results of several studies from the

askms Laboratories were in favor of the
role of dynamic information, while a
number of authors failed to replicate these
data and obtained high identification
performances for isolated vowels.
sometimes better than with vowels m
context, and never much lower [27].
Whatever the experimental details or
linguistic conditions that could account for
the divergence, it remains that formant
variability of vocalic targets in function of
consonantal or vocalic context, rate and
speech conditions is a well—known and



classical fact [13, 16, 20] which must be

accounted for by human or machine vowel

identification systems. Thus we obtained

in our laborato as large as 400 Hz F1-

and 1000 Hz 2-variations for [a] and

res ectively 300 Hz and 600 Hz for F1

an F2 variations for [8] in contexts [iVi]

for a French speaker, depending on rate or

focus conditions. This speaker dis6ilayled
values oing from ( l = 8 0 2,
F2 = 12 0 Hz) for [a] and (F1 = 650 Hz,
F2 = 1800 Hz) for [e] in the best
conditions (reached target) to
(F1 = 400 Hz, F2 = 2250 Hz) for [a] and
(Fl = 350 Hz, F2 = 2400 Hz) for [e] in
the worst ones (quick rate, no focus on the
central vowel), while perceptual tests
showed that listeners could easily
recognize [a] in all cases, though [e] was
more difficult to recognize in the worst
conditions.

Listeners’ ability to integrate these
variations was assessed in several studies
[7, 17, 25] and a number of recognition
systems incorporate such contextual
effects by im licit rules, as in HMMs or
MLPs, or exp icit modelizations [2, 14].

In this framework it is important to
remember that, in echo to Lindblom’s
initial considerations about modelling
vowel reduction by a first-order attractor
[16], all present models of speech
production introduce at some level the
crucial concejpt of dynamic systems
driven towar s an attractor for the
specification of the gesture from one tar et
to the other. Thus the pilot work from t e
Haskins Laboratories is based on second
order dynamics in a target space, from
which the articulator d namics are
“backwards” specified y classical
principles of inverse dynamics [24]. The
work in progress in our laboratory
involves a low level of second-order
articulatory gestures (mass-spring stiffness
driven model [21]) controlled at a higher
level by complex optimization principles
implemente in a non-linear dynamic
system [3]. The important oint is that as
soon as a_ gesture i‘s define as a dynamic
system Wit the target as an attractor, the
equation that specifies the d namic
system provides a constant link getween
Cinematic articulatory variables (such as
position x and speed i) and a limited set
ofcontrol parameters with values fixed all
along the gesture, that determine the
gesture and hence the attractor (the
target”, reached or not).

Consider for exam 1e a linear second-
order system wrt critical damping,
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completely described by 2 parameters,
namely stiffness and equilibrium point.
The determination of 3 close values of x
and_x allows the computation of 2 values
of x, which then gives 2 linear equations
mvolvrng the 2 control parameters.
Resolution of this system provides us with
an estimation of the 2 control arameters
and, hence, of the target. hen this
estimation can be iterated : each new value
of (x, x), in relation with the last two
values of the previous set allows a new
target estimation.
There are two major difficulties in this
approach, one being the “inverse problem”
of estimating articulator positions and
speeds. from formants, the other
concerning the existence and exact nature
of dynamic systems for speech gestures.
However, these problems are not without
solutions [5, 15, 22], though they cannot
be discussed in detail here.
Our point is the following. As clearl
state by Elman & Mac Clelland [7i
variability in speech signals is lawful.
However, instead of the complex
connectionist system they proposed, with
connections variable in time as the
“predictors" of the acoustic trajectories,
what we perha 5 need is a true system of
trajectory ana ysis, performing all along
the trajectory an estimation of its target
from estimations 1% ormantpositions and
speeds, and fina , after integration of
t ese estimations or stabilization of the
final result and noise filtering, able to
make explicit what was the constant target
"hidden" in this trajectory, being it
reached or not. This research rogram,
ambitious but not unrealistic and or which
powerful tools are now available, could

once more provide us With a “clever
integration mechanism erfectly fulfilling

Gibson’s requirement a out the resonance
(of the auditory system) on the invariant

(of the s eech gesture, namely its attractor
specific by its dynamic equation).

CONCLUSION
Grouping (or “linking") of neural
excitation is becoming one of the key
problems for. the neurophysiology of
perception. it is our dee conViction that

rogress in the un erstanding of

integration mechanism for speech

perception will be OSSible only. inya
general framewor , where it is

acknowledged that (i) speech sounds are

produced, and must be erceived as

acoustic consequences ojparticulatory

gestures that obey some of the general



laws of human gestures, (it) which

requires specialized processrngs,

focussed on certain types of tnformatton,

at specific time-frequency scales,

rocessings based on elements of the

glological information processmg toolbox

available in the auditory system. James

Gibson and David Marr seem to

concentrate in a remarkable way some of

the most profound advances in these two
major directions.
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ABSTRACT
This paper starts with a brief overview of advances

in the development ofspeech recognition systems, with
. particular emphasis on the past decade. It then moves

on to make two points. First, successful development
of speech recognition system will depend on our abil-
ity to understand human communication through spo-
ken language, to capture the essential features of the
process in appropriate models, and to develop the nec-
essary computational framework to make use of these
models for machine understanding. Second, just as hu-
man communication using spoken language is an active
process of understanding, we must begin to investigate
methods that will combine speech recognition and nat-
ural language processing technology to achieve speech
understanding. Examples to support these arguments
will be provided.

INTRODUCTION
Spoken language is the most natural, flexible,

efficient, and economical means of communication
among humans. As computers continue to play an
increasing role in our lives, it is important that we
seriously address the issue of providing a grace-
ful human-machine interface through spoken lan-
guage. Research in speech coding and synthesis
has matured over the past decade to the extent
that speech can now be transmitted efficiently and
generated with high intelligibility. Spoken input to
computers, however, has yet to cross the thresh-
old of practicality. To be sure, the last decade has
witnessed dramatic improvement in speech recog-
nition technology. Nevertheless, current speech
recognition systems still fall far short of human.
capabilities of continuous speech recognition with
essentially unrestricted vocabulary and speakers,
under difficult acoustic conditions.

Why is it so hard to develop computer systems
to recognize speech? One of the primary reasons is
the variabilities that one finds in spoken language
communication. Speech can be produced by many
speakers with diverse vocal tract anatomies and

I '11:;01:2m supported by DARPA under Con-
ract 14—89- 4332, monitored throu h th
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sociolinguistic backgrounds. Even for a particu-
lar speaker, the characteristics of the signal can
vary over a wide range, depending on his or her
physiological and psychological states. Many ex-
ternal factors, such as the acoustic environment
and the types of microphone can also significantly
alter the resulting signal. One may be tempted
to dismiss these variabilities as undesirable noise
imposed on the otherwise invariant signal. In re-
ality, however, the process of encoding linguistic
information in spoken language is highly stochas-
tic in nature. Speakers of a language can convey
the same underlying message with many choices
of words and linguistic constructs. Furthermore,
even though the inventory of phonemes for a lan-
guage is quite small, their acoustic-phonetic real-
izations depend critically on the context in which
they appear, as illustrated in Figure I. For exam-
ple, while the initial /t/ in the words “two" and
“ten” share some acoustic similarities, there are
also significant difierences that one can readily ob-
serve. The burst release for the first /t/ is lower in
frequency than the second, a direct consequence
of anticipatory coarticulation caused by the fol-
lowing rounded vowel /u/. By the same token,
the acoustic similarities of the three lel's in the
words “seven,” “less,” and l‘ten" areovershadowed
by the apparent difi’erences. The second /e/ shows
articulatory undershoot due to lateralizatiou, as
evidenced by the lowering of its second formant,
whereas the last /e/ is heavily nasalized, indicated
by the smearing of the first formant. Figure l also
contains more subtle examples of contextual vari-
ations. For example, the spectra for the alveolar
strident fricatives in the words “is” and “less" both
tilt upwards near the end, but for apparently dif-
ferent reasons. In the first case, the upward tilt
is due to the following lateral consonant, and is
often accompanied by a brief period of epenthetic
silence, followed by the relatively sudden lateral re-
lease. In the second case, the upward tilt is due to
the following dental fricative, which has a more an-
terior place of articulation. To be sure, remarkable
advances have been made in various disciplines of
phonetic science, so that we now have a far better
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Figure 1: Digital spectrogram of the sentence l‘Two plus seven is less than ten," spoken by a male talker. Also
included are phonetic and orthographic transcriptions that are aligned with important acoustic landmarks in the
signal. The spectrogram illustrates some of the acoustic-phonetic variations often found in continuous speech.

understanding of many aspects of this variability
than we did a few short decades ago. Nevertheless,
researchers in automatic speech recognition have
not been able to capitalize on the vast amount of
knowledge, primarily because of the lack of a uni-
fying computational framework to make use of it.

i will start this paper with a brief review of the
state of the art in speech recognition by machine,
with particular emphasis on the past decade. This
will be followed by my assessment of the factors
contributing to the improvement in systems‘ per-
formance. I will use the remainder of the paper

to make two points. First, successful develop-
ment of speech recognition systems will depend on
our ability to understand human communication
through spoken language, to capture the essential
features of the process in appropriate models, and
to develop the necessary computational framework
to make use of these models for machine under-
standing. Second, just as human communication
using spoken language is an active process of un-
derstanding, we must begin to investigate methods
that will combine speech recognition and natural
language processing technology to achieve speech
understanding. Indeed, many of the applications
of human/machine interface through spoken lan-
guage require systems possessing the capability of
solving a problem interactively with a user. To il-
lustrate my points, l will draw liberally from our
own experience in developing speech recognition
and speech understanding systems. This is done
primarily for the sake of familiarity, and not eth-
nocentricity.
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STATE OF THE ART IN SPEECH
RECOGNITION

Defining the Parameters

Speech recognition systems can be character-
ized by many parameters. An isolated-word speech
recognition system requires that the speaker pause
briefly between words, whereas a continuous speech
recognition system does not. ‘Some systems re«
quire speaker enrollment; a user must provide sam-

ples of his or her speech before using them. Other
systems are said to be speaker-independent in that
no enrollment is necessary. Some of the other pa,
rameters depend on the specific task. Recognition
is generally more difficult when vocabularies are
large or have many similar sounding words. The
language model is the artificial grammar that re-
stricts the combination of words. The simplest
language model can be specified as a finite-state
network, where the permissble words following each
word are given explicitly. More general language
models approximating natural language are speci-
fied in terms of a context-sensitive grammar. One

popular measure of the difficulty of the task, com-
bining the vocabulary size and the language model,
is psi-plenty, P, defined as:

N

"1l7 : loggP(w.-|w.'_1, ...w1)
P = 2 |=l

where the w,- are the sequence of all words in all

sentences, N is the total number of words, and

P(w;|w;_|‚ ...w1) is the probability of the ith word

given all preceding words. Perplexity is related to



the average number of words allowed at each node

in the language model.” Finally, there are some
external parameters that can affect speech recog-

nition system performance, including the charac»

teristics of the environmental noise, the type and

the placement of the microphone, speaker’s level

of physiological and psychological stress, and vari-

ations in speaking rate.

Performance Review

What follows is a snapshot of current perfor-
mance of smne typical systems on a variety of
tasks. It is intended to be illustrative, rather than
exhaustive. Interested readers are referred to an
extensive review by Mariani for additional infor-
mation [32].

Performance of speech recognition systems is
typically described in terms of word error rate, E,
defined as:

s=(1—s—+—I’f—D)1oo%
where N is the total number of words in the test
set, S, I, and D are the total number of substitu-
tions, insertions, and deletions, respectively. Note
that insertion and deletion are meaningful mea-
sures only for continuous speech recognition sys-
tems.

Low Pan-21mg Tasks One of the most pop-
ular, and potentially most useful task with low
perplexity (P = 1]) is the recognition of digits.
For American English, speaker-independent recog-
nition of digit strings spoken continuously and re-
stricted to telephone bandwidth can achieve an er-
ror rate of 0.8% when the string length is known.
When the string length is unknown, the error rate
increases to 1.4% [48]. This represents a significant
improvement over the best systems only a. decade
ago, which had an error rate of 2%, for digits spo-
ken in isolation by known talkers, recorded under
high quality conditions [13]. The French isloated
digit recognition system developed at CNET per-
formed robust enough to be deployed over public
telephone network [l4].

Another potentially useful task is the recogni-
tion of English alphabets (P = 26). Despite the
low perplexity, English alphabet recognition is a
very challenging task, since many of the letters
are acoustically similar. In 1983, Cole reported an
error rate of 10.5% on speaker-independent recog-
nition of isolated digits with a system that makes
use of acoustic features known to be important for
fine phonetic contrast [9]. Staying with the same
philosophy but using an artificial neural net classi-
fier, Cole recently achieved a speaker-independent
Fain rate of 4% for isolated letters of the alphabet
11 .

aPel'plienity for the English language has been estimatedfrom text to be between 150 Ind 200.
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Moderate Perplexity 'I‘asks In the eighties, a
number of researchers have pursued speech recog.
nition tasks with a, vocabulary of a few hundred
words and moderate perplexity. One of the best
known is the 1,000-word Resource Management
(RM) task, in which inquiries can be made on var.
ious naval vessels in the Pacific ocean. This task
was made popular by the fact that it is the da.
ignated task for common evaluation among con.
tractors of the U.S. Defense Advanced Research
Projects Agency’s Strategic Computing Program.
As a result, speech data for system training and
testing, as well as evaluation procedures, have been
developed and are readily available [37].

The best speaker-dependent results on the RM
task were achieved by BBN and MIT Lincoln Lab-
oratory. Using a word-pair language model that
constrains the possible words following agiven word
(P = 60), these systems achieved a word error rate
of less than 2% on continuously spoken sentences
[38]. The BBN BYBLos system can also operate
in a speaker-adaptive mode, in which the system
adapts its models and parameters using only 40
sentences from the new speaker. A 45% reduction
in word error rate for the new speaker can be real-
ized with rapid system adaptation [24]. The ARM
system developed at RS RE in the United Kingdom
achieved an error rate of 13.2% on a 497-word task
with no language model (P = 497) [42]. For com-
parison, researchers at IBM reported a word error
rate of 9% on the 1,000-word Laser Patent task
(P = 24) only a few short years ago, and it was
the best result at that time [2].

Over the past few years, good performance on
speaker-independent recognition for moderate per-
plexity is beginning to emerge, the best known
being the SPHlNX system developed at Carnegie
Mellon University [27]. On the RM task (P = 60),
SPlllNX achieved a speaker-independent word error
rate of 4.5% [38].

High Perplexity Tasks High perplexity tasks
with a. vocabulary of thousands of words are in-
tended primarily for the dictation application. To
make the task manageable and performance rea-
sonable, however, the systems are typically speaker-
dependent, and require that the speaker pause be
tween words. Researchers at IBM’s T. J. Watson
Research Center are among the most active and
successful in this area. For example, the TAN-
GORA system achieved word error rate of 2.9%
and 5.4% on a. 5,000-word and a 20,000 word of-
fice dictation task [1]. Similar efforts can also be
found in Canada and France [28,34]. The INRS
86,000-word system achieved an error rate of 7.2%,
whereas researchers at IBM-fiance reported an
erorr rate of 12.7% on their 200,000word system.
Discussion

The improvement in speech recognition tech-
nology over the last decade was brought on by



several factors. First and foremost, there is the

coming of age of the utilization of stochastic mod»

elling techniques. The AT&T digit recognition

system, the BYnLos and SPHINX continuous speech

recognition systems, as well as all the high per-

plexity systems mentioned earlier are all based on

some form of hidden Markov modelling (HMM).

HMM is a doubly stochastic model, in which the

generation of the underlying phoneme string and

their surface acoustic realizations are both repre

sented probabilistically as Markov processes [41,

40]. HMM is powerful in that, with the availability

of training data, the parameters of the model can

be trained automatically to give optimal perfor-

mance. While the application of HMM to speech

recognition started nearly twenty years ago [21,3],

it was not until the past few years that it gained

wide acceptance by the research community.

Second, much work has gone into the develop-

ment of large speech corpora for system develop-

ment, training, and testing [6,25,37,53,19,5]. Some
of these corpora are designed for acoustic pho-
netic research, while others are highly task spe
cific. These corpora permit researchers to quantify
the acoustic cues important for phonetic contrasts
and to determine parameters of the recognizers in
a statistically meaningful way. The importance of
their availability cannot be overstated.

Third, progress has been brought about by the
establishment of standards for performance evalu-
ation. Less than a decade ago, researchers trained
and tested their systems using locally collected
data, and had not been very careful in delineating
training and testing sets. As a result, it is very
difficult to compare performance across systems,
and the system’s performance typically degrades
when presented with previously unseen data. The
recent availability of a large body of data in the
public domain, coupled with the specification of
evaluation standards [37], has resulted in uniform
documentation of test results, thus contributing to
greater reliability in monitoring progress.

Finally, advances in computer technology also
indirectly influenced our progress. The availability
of fast computers with inexpensive mass storage
capabilities has enabled many researchers to run
many large scale experiments in a short amount of
time. This means that the elapsed time between
an idea. and its implementation and evaluation is
greatly reduced.

INCORPORATING SPEECH
KNOWLEDGE

Successful systems developed over the last decade
are very different from their predecessors. Instead

' of relying on heuristic rules and intense knowledge

Engineering, these system derive their power from
Well formulated mathematical formalisms and au—
tomatic training procedures. Nevertheless, it is
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noteworthy that researchers have generally found
that performance of these HMM-based systems
can be improved when speech knowledge is in-

corporated, even if only crudely. For example,

the use of triphone models conditioned on the left

and right neighbors for a given phoneme implicitly

models coarticulation, resulting in approximately

50% reduction in word error rate [27].

While it is hard to speculate on what future

speech recognition systems would be like, I be-

lieve there are many ways current systems can be
made more powerful by the proper utilization of
speech knowledge. In this section, I will provide

two examples in the area of signal representation
and feature extraction.

Signal Representation

Current speech recognition systems perform sig-
nificantly worse than humans on the same task,
even under ideal circumstances [10]. When the
operating conditions deteriorate, the difference be-
tween human and machine performance becomes
even more dramatic. There is clearly much to be
learned from studying the process by which human
listeners decode the speech signal. While little

is known about the decoding process beyond the

eighth cranial nerve, advances in auditory physi-

ology and psychophysics [15,22,411] have begun to

shed some light on the nature of representations

of the speech signal in the human peripheral audi-

tory system. As a. result of this pioneering work,

many researchers have begun to propose speech

signal representations that take into account these

known properties of the auditory system [31,23,12,

18,44].

In the recognition system under development

in our group, the speech signal is first transformed

into a representation based on Senefl’s auditory

model [44]. The model has three stages. The first

stage is a bank of linear filters, equally spaced on

a critical-band scale. This is followed by a nonlin-

ear stage that models the transduction process of

the hair cells and the nerve synapses. The output

of the second stage bifurcates, one brand) corre-

sponding to the mean firing rate of an auditory

nerve fiber, and the other measuring the synchrony

of the signal to the fiber’s characteristic frequency.

We believe that outputs from various stages

of this model are appropriate for different oper-

ations in our system. The nonlinearities of the

second stage produce sharper onsets and offsets

than are achieved through simple linear filtering.

In addition, irrelevant acoustic information is of-

ten masked or suppressed. These properties make

such a representation well-suited for the detection

of acoustic landmarks. The synchrony response,

on the other hand, provides enhanced spectral peaks.

Since these peaks often correspond to formant fre~

quencies in vowel and sonorant consonant regions,



we surmise that the synchrony repruentation may

be particularly useful for performing fine phonetic

distinctions.

There has been some evidence suggesting that

a representation based on auditory modelling can

offer performance advantage, especially when the

signal is degraded by noise [16.20.8]. Recently, we

conducted a set of formal evaluations that com-

pares several different signal representations [33].

To limit the scope of our investigation, we selected

the task of classifying up to 16 vowels in Ameri-

can English, using a multi-layer perceptron (MLP)

classifier with a single hidden layer [29]. Vowel to-

kens were extracted from the TlMIT corpus [26].

'Ikaining and test sets consist of more than 20,000
tokens (from 500 speakers) and about 2,000 tokens

(from 50 speakers), respectively. Three different
types of spectral representations were compared,

one based on Seneif’s auditory model, one based

on mel-frequeucy cepstral coefficients [35], which
are very popular among the HMM-hased systems,

and one based on a cepstrally-smoothed discrete

Fourier transform. To strive towards a fair and
meaningful comparison, the mel-frequency filters
were carefully designed to resemble the critical-
band filters of the auditory model. In addition,
the dimensionality of the feature vectors was con-
strained to be equal. Specifically, a40-dimensional
vector, covering a frequency range of 6 kHz, was

computed once every 5 msec. The tut tokens
were either presented to the classifier unchanged,
or were corrupted by additive white noise at an
averaged signal-to-noise ratio of approximately 10
dB.

Classification performance is summarised in 'Ib-
ble 1. For clean testing tokens, the auditory based
representations hold a small but consistent advan-
tage over the other representations. When the
test tokens are corrupted by noise, this advantage
becomes more substantial. These results suggest
that the outputs of the auditory model are more
immune to noise degradation, and thus will pro-
vide better and more robust performance for pho-
netic classification.

Table 1: Compsr'nons of vowel classification ac-
curacy (in %) for Seneff's auditory model (SAM).
mel-fiequency cepetral coefficients (MFCC), and cep-
Itrally smoothed dm Fourier tramform (DPT).

Feature Extraction

Most of the current speech recognition systems
do not attempt to extract acoustic attributes that

78

are known to signify phonetic contrasts, but in-

stead use the spectral vectors directly for phonem.

and word classification. This choice is partly d“

to the fact that it is difficult to implement reliable

algorithms to automatically extract the acoustic
attributes, even if we know qualitatively what they

are. For example, there does not yet exist a for-

mant tracker that can determine formant frequen.

cies reliably, especially in reg'ons where the direc-
tion and the extent of formant transitions provide
important information about the place of articular
tion for consonants. These algorithms also tend to

perform poorly near retroflexed and/or nasalized
vowels, making incorrect formant assignment that
will lead to catastrophic classification errors.

We have recently experimented with a novd

procedure for the extraction of acoustic attributes
for phonetic classification. We approach this prob
lem by first defining a set of general property de-
tectors based on our knowledge of acoustic phonet-
ics. We then determine the optimal settings of the
parameters by a search procedure, using a large

body of training data 139,49]. This procedure is
illustrated in Figure 2. In this example, we ex-
plore the use of the spectral center of gravity as a
general property detector for distinguishing front
from back vowels. It has two free parameters, the
lower and upper frequency edges. An example of
this measurement for a vowel token is superim-
posed on the spectral slice below the spectrogram,
with the horizontal line indicating the frequency
range. To determine the optimal settings for the

free parameters, we first compute the classification
performance on a large set of training data for all
combinations of the parameter settings. The re-
sults are displayed in the middle~right panel in this
figure as a performance landscape, where highe-

values correspond to better performance. We then
search for the maximum on the surface defined by
the classification performance. The parameter set.

tings that correspond to the maximum are chosen

to be the optimal settings. For this example, the
classification performance of this attribute, using

the automatically selected parameter settings, is

shown at the top right corner. Note that an at-
tribute can also be used in conjunction with other
attributes, or to derive other attributes.

We believe that the procedure described above
is an example of successful knowledge engineer-

ing in which a speech scientist provides the knowl-
edge and intuition, and the machine provides the
computational power. Frequently, the settings re-

sult in a parameter that agrees with our phonetic
intuitions. In this example, the optimal Satin!”
for this property detector result in an attribute
that closely follows the second formant, which is
known to be important for the front/back distinc-
tion. Our experience with this procedure 5W“
that it is able to discover important acoustic p1.
rameters that signify phonetic contrasts, without



2: An example of interactive discovery of
acoustic attributes for phonetic clauification.

resorting to the use of heuristic rules.

Do these attributes offer performance advan-
tage over the direct use of spectral information?
We recently performed an experiment on a task

of classifying 38 phoneme labels using 55,000 and

9,000 training and testing tokens, respectively, from

350 speakers [30]. The input to an ANN classifier
is either the spectral vectors from the auditory

model plus segment duration (a. 241-dimentional
» vector), or a set of 80 automatically determined

acoustic attributes. The performance for the spec-
tral and attribute representations were 72% and
74%, respectively. This result suggest that the
use of acoustic attributes can improve classifica-

tion performance by a small amount, but at po-
tentially considerable computational savings, since

the input vector has been reduced by a factor of
three.

FROM RECOGNITION T0
UNDERSTANDING

Speech Understanding: The Issues

Speech communication among humans is an
active process that utilizes many different sources
of knowledge, some of them deeply embedded in
the linguistic competence of the talker and the lis-
tener. For example, utterances such as ‘‘let us
pray” and “lettuce spray" can presumably be dis-
ambiguated based on acoustic-phonetic knowledge
alone, which can be determined from the signal.

However, distinguishing others, such as I‘meet her
at the end of the street” and “meter at the end of
the street" will require syntactic knowledge. Still
others, such as “it is not easy to recognize speech"
and “itisnoteasytowreckanicebeach,” can-

not be disambiguated without knowledge of dis-
course context. 0n the one hand, higher level lin-
guistic knowledge can serve to constrain the per-

' '” word , Thus, for ‚‘ the
phoneme sequence /wunlt/ is more likely to be
“Where is it” than “wear is it," simply because the
first one makes more sense. On the other hand,
such knowledge helps us understand the meaning
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of an utterance, which is essential in spoken lan-
guage communication. The dual role of filtering
and understanding played by syntactic, semantic,

and discourse knowledge enables us to converse

freely, and to solve problems jointly using spoken
language.

All of the systems reviewed earlier have as their

goal the production of an orthographic transcrip-
tion of what was actually spoken. As long as the
proper word sequence is produced by the system, it

matters little what the underlying linguistic mes-

sage is. As a result, linguistic knowledge is utilized
only to constrain the search space. The constraints

are typically implemented as a statistical grammar
that specifies the probability of a word given its
predecessors. While these simple language models
have been effective in reducing search space and
improving performance, they do not begin to ad-
dress the issue of speech understanding. Indeed,

many applications suitable for human/machine in-

teraction using spoken language require a system

possessing the capability of solving a problem in-
teractively with a user. In addition to converting
the speech signal to text, the computer must also
understand the user’s request. so as to generate an

appropriate response.

Speech understanding systems offer a new set
of challenges to researchers, and raise several im-

portant research issues. Perhaps the most im-

portant one is the integration of speech recogni-

tion and natural language processing technolog to
achieve speech understanding. Researchers in each
discipline need to investigate how to exchange and
utilize information so as to maximize system per-
formance. In some cases, one may have to make

fundamental changer in the way systems are de

signed. For example, most natural language sys-

tems are developed with text input in mind; it

is assumed that the entire word string is known

with certainty. This assumption is clearly false for

speech input, whereby many words are competing

for the same time span, and some words may be

more reliable than others because of varying sig-

nal robustness. Therefore, one many not be able

to use existing natural language systems without

making some modifications.

Another issue related to spoken language sys—

tem development is that the system must operate

in a realistic application domain, where domain-

specific information can be utilised to translate

spoken input into appropriate actions. For exam-

ple, the verb “serve” conveys two entirely different

meanings, depending on whether one is discussing

a restaurant or a tennis match. Realistic appli-

cation is critical to collecting data on how people

would like to use machines to access information

and solve problems. The use of a constrained task

also makes possible rigorous evaluations of sys-

tem performance. Finally, the system must beg‘n



to deal with interactive speech, where the com-

puter is an active conversational participant, and

where people produce spontaneous speech, includ-

ing false starts, hesitations, and the use of words

and linguistic constructs unknown to the system

[46].

An Example: The MIT VOYAGER System

Over the past two years, we have begun a re-

search program on speech understanding system

development. In this section, we will briefly de-

scribe one such system [50,52].

. Task Description For our first attempt at ex-

ploring issues related to a fully-interactive spoken-

language system, we selected a. task in which the

system knows about the physical environment of

a specific geographical area, and can provide as-

sistance on how to get from one location to an-

other within this area. The system, which we call

VOYAGER, can also provide information concerning

certain objects located inside this area. The cur-

rent version of VOYAGER focuses on the geographic
area. of the city of Cambridge, Massachusetts be-
tween MIT and Harvard University, and has a vo-

cabulary of only 350 words. Nevertheless, it can

carry on a reasonable conversation with the user
and answer a variety of queries, as illustrated in

Figure 3.

User: where can i get some chinese food

' VOYAGER: I know of two Chinese places.
(VOYAGER shows them on the
map.)

User: which one is closest to me
VOYAGER: Where are you?
User: mit
VOYAGER: The nearest Chinese place that I

know of is Royal East.

User: how far is it
VOYAGER: Royal East is about one half miles

from MIT.
User: how do i get there
VOYAGER: I will try to find the best way to

walk there. If you are on the same
side of the street as MIT, follow the
traffic

Figure 3: Example of a conversation between a user
and VOYAGER that partly illustrates the system’s abil-
ity to handle discourse information. All words in the
user’s queries are represented in lower case, with no
punctuation, to underscore the fact that such informa-
tion is not available to the system.

VOYAGER is made up of three components. The
first component, SUMMIT, converts the speech sig-
nal into a set of word hypotheses. The natural lan-
guage component, TINA, then provides a linguistic
interpretation of the set of words. The parse gen-
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erated by the natural language component is then
transformed into a set of query functions, which

are passed to the back-end for response genera-
tion. Currently VOYAGER can generate responses

in the form of text, graphics, and synthetic speech.

Speech Recognition The SUMMIT system [49,
51] starts the recognition process by first trans-
forming the speech signal into a representation
that models some of the known properties of the
human auditory system [44]. Using the output of
the auditory model, acoustic landmarks of vary-
ing robustness are located and embedded in 3. hi-
erarchical structure called a dendrogram [17]. The
acoustic segments represented in the dendrogram

are then mapped to phoneme hypotheses, using a

set of automatically determined acoustic peu-ame—

tors in conjunction with conventional pattern recog-
nition algorithms. The result is a phoneme net-
work, in which each arc is characterized by a vec-
tor of probabilities for all the possible candidates.

Words in the lexicon are represented as pro-
nunciation networks, which are generated auto-

matically by a set of phonological rules. Probar
bilities derived from training data are assigned to
each arc, using a corrective training procedure, to
reflect the likelihood of a. particular pronunciation.
Presently, lexical decoding is accomplished by us-
ing the A‘ algorithm [4] to find the best path that
matches the acoustic-phonetic network with the
lexical network. '

Natural Luggage Our spoken language inter-
faces make use of a natural language component
called TINA [45], which is specifically designed to
accommodate the integration of speech recogni-
tion with natural language processing. TINA is
designed so that its grammar rules and associated
probabilities can be automatically trained from a

set of correctly parsed sentences. This approach

has many advantages, including ease of develop-
ment, portability, and, most important for use

with a speech recognition system, low perplexity.

We have, in fact, shown experimentally that gram-
mar probabilities can substantially reduce the per—

plexity of the resulting language model [45].

The grammar is entered by the developer as

a set of simple context-free rewrite rules, which

are augmented with parameters to enforce syn-
tactic and semantic constraints. The rule set is
transformed automatically to a network form. The
parser uses a best-first search strategy. Control in-
cludes both top-down and bottom-up cycles, and
key parameters are passed among nodes to deal
with long-distance movement and agreement con-
straints. The probabilities provide a natural mech-I
anism for exploring more common grammatical
constructions first. TINA also includes a new strat-
egy for dealing with movement, which can han-
dle efficiently nested and chained gaps, and reject!
crossed gaps.



Control Strategy The integration of the speech

recognition and natural language component is cur-

rently achieved using an N-best algorithm [7,47,

52], in which the recognizer can propose its best

N .complete sentence hypotheses one by one, stop-

ping with the first sentence that is successfully an-

alyzed by the natural language component TINA.

in this case, ’rmA acts as afilter on whole sentence

hypotheses. If all top N word string candidates

fail to parse, then the system provides the canned

response, “I'm sorry but I didn’t understand you.”

Application Back End Once an utterance has

been processed by the language understanding sys-

tem, it is passed to an interface component which

constructs a command function in order to gen-

erate the appropriate response. Figure 4 gives an

example of how a query is transformed into a com»

mand function. ‘Note that the functions can be

nested to construct more complicated functions.

The back-end also has some rudimentary but nev-

ertheless effective discourse capability, so that it

can deal with simple anaphora, as well as ambigu-

ous queries, as illustrated in Figure 3.

Query: Where is the nearest bank to MIT?

Function: (LOCATE (IEAREST (BAIK nil)

(SCHOOL "HIT")))

Figure 4: Example of the translation of a query into

a command function for accessing the necessary infor-
mation from the database.

Performance Evaluation In order to evaluate

VOYAGER’s performance, we collected a corpus of

some 5,000 spontaneously spoken sentences from

100 speakers [46]. The system was trained on ap-

proximately 70% of the data and tested on 10%.
Errors in the system can occur in several ways;

the recognizer can mis-recognize a word, the nat-

ural language system can fail to generate a parse,

an unknown word can appear, or a query can be

outside of vowrcen's domain. All in all, the sys—
tem could correctly execute approximately 52% of
the queries from unknown users [52]. Only 12% of
the queries resulted in incorrect response from the

SyStem, which can be viewed as catastrophic error.
The remaining 36% of the queries prompted the
“I’m sorry but I didn’t understand you” message.
Currently, VOYAGER is implemented on a SUN-

4 workstation, using four commercially available

Signal processing boards, and runs in 3-5 times

real-time.

CONCLUDING REMARKS

Why have advances in speech science in general
and phonetic science in particular contributed so
little to speech recognition research? I believe that

one Of the primary reasons must be the fact that
our knowledge in this area is very spotty. In many
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areas, we know quite a bit more than we did a few

decades ago. However, every shred of knowledge
we possess is more than offset by the vast amount
that still eludes us. Locally, the jigsaw puzzle
is beginning to fit together, but the overall pic-
ture is far from clear. For example, we know that
phoneme durations can be very important in sig-
nifying phonetic contrast. Despite great gains in
our knowledge about segment duration, however,

we still do not have an adequate durational model
that can simultaneously account for variables such

as local phonetic context, higher level linguistic
constraints, and speaking rate [36]. Without the
complete picture, linguistic use of segment dura-
tion for speech recognition is likely to meet with
only limited success.

I don’t mean to sound pessimistic. Quite the

contrary, I think there are ways speech knowl-

edge can help to improve recognition performance,

and in this paper I have only given a few ex-

amples. Over the past decade, there appears to

be a gradual polarization in the positions taken

by researchers on speech recognition. Some re-

searchers, mostly engineers enchanted by the ele-

gance of mathematics and the power of comput-

ing, believe that the problem will be solved if only

we can have enough training data. In their view,

speech science has very little to contribute to the

solution of the problem. Others, mostly speech

scientists who had devoted decades to trying to

understand human speech communication, scorn

the use of statistical modelling. For them, the so-

lution will not emerge until wetrnlj' discover the

key that unlocks the speech code. Neither of these

extremes can possibly be right. While decades

may pass before we can develop systems capable

of understanding unconstrained spoken language,

we are fast approaching a time when real systems

with restricted capabilities will begin to emerge.

These systems will in all likelihood operate only

in limited domains, but will nevertheless help us

interact with computers with greater ease and ef-

ficiency, thereby making them more accessible to

more people. Success in developing these systems

will most likely belong to those who can incorpo-

rate the vuired knowledge, however incomplete,

into a proper computational model, whose param-

eters can be determined using a. large body of data

and the vast amount of computing power that is

at our disposal.
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ABSTRACT
This paper is a report on V. Zue’s in-
vited paper z FROM SIGNALS TO

SYMBOLS TO MEANING : 0N MA-
CHINE UNDERSTANDING OF SPO-

KEN LANGUAGE

1. CONSIDERATIONS ON

THE PAPER’S CONTENT

The paper of Professor Zue is an ac-
curate and concise review of the State of
the Art in Automatic Speech Recogno-
tion (ASR). Discussing results in terms
of intervals of language model perplexi-
ties is interesting even if, as Zue points
out, lower perplexities do not necessar-
ily imply easier tasks.

Zue’s reasons why there is a stochas-
tic component that has to be added to
speech and linguistic knowledge are also
pertinent. In fact speakers may convey
the same underlying message with many
choices and linguistic constructs.

Another important aspect empha-
sized by Zue’s paper is the need to com-
pare experimental results by using pub-
lic domain speech corpora.

Also of interest are considerations on
the use of an ear model, feature extrac-

84

tion and the description of the Voyager

system.

2. SOME ADDITIONAL CON-

SIDERATIONS ON HIDDEN

MARKOV MODELS

Hidden Markov Models (HMM) have

been very popular and highly successful

tools for acoustic modelling. The fol—

lowing aspects seem to be of interest:

1) How many different models are re-
quired for recognizing large vocabular-
ies?

Triphone models seem to be the so-

lution adopted by many researchers,
but their number is very high, mak-
ing parameter estimation not very ac-

curate with the available data. Various
techniques for smoothing and clustering

have been proposed (an interesting clus-

tering algorithm has been recently pre-

sented by Bahl [1]). Interesting ideas
have been proposed by Paul [2] and Bar-
takova and Jouvet [3] trying to take into
account phonetic contexts inspired by
phonetic knowledge in such a. way that

the number of units is kept in the order
of magnitude of a few thousand. It is
also important to note that in many re-



cent systems triphone models are highly
influenced by the word used to extract

their parameters and tend to be word
dependent.

2) Is corrective training a valid ap-.
proach?

Recently, various types of algorithms
have been developed for such a purpose,
based, for example, on Maximum Mu-
tual Information Estimation [4]

3) Are there new acoustic parameters
worth using?

There seem to be a tendency of con-
sidering new dynamic parameters, like
the second derivative of energy and mel-
scaled cepstral coefficients [5]. The pa-
rameters and the approach for feature
extraction mentioned by Zue in his re-
view are also worth mentioning.

4) What is the role of Artificial Neural
Networks (ANN)?

ANNs are essentially function ap-
proximators. They can approximate
classifiers or data compressors that
compute a reduced set of acoustic pa-
rameters based on a large set of param-
eters considered by a designer relevant
for performing some acoustic classifica-
tion. It is important, for this purpose,
to have algorithms for global parameter
estimation, i.e. for estimating at the
same time the parameters of an ANN
and the parameters of an HMM which
takes the output of the ANN as an ob-
servation. Interesting algorithms can be
found in [6-7].

ANNs have not succesfully modeled
so far the dynamic characteristics of
speech processes. Nevertheless, they
have produced promising results as clas-
sifiers/detectors of some phonetic fea-
tures. This possibility may be useful
in future. A system could be conceived
with a set of networks, each network be-
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ing specialized in the detection of a com-
plete set of features. The network spe-
cialized for a set can be fed by acoustic
parameters suitable for them in terms
of groups of features and their contexts,
making different units only for those
contexts for which feature variations im-
ply important coarticulation effects.

3. LANGUAGE AND DIA-
LOGUE MODELLING

In Automatic Speech Recognition,
the words of a sentence are not available
when the sentence has to be interpreted,
or if they are available, they are af-
fected by errors. This makes the under-
standing problem a search problem in
which partial interpretation theories are
scored. A coherent scoring methodol-
ogy has been developed based on prob-
abilities. So far linguistic knowledge
has been mostly represented by trigram
probabilities of having a word or a Part
Of Speech (POS) given the two preced-
ing ones. Estimating the probabilities
required by these models presents some
problems even if large corpora are avail-
able. These problems have found inter-
esting solutions in recent years. Never-
theless, these models take into account
only a limited context for a word, while

it is well known that the expectation of

a word in a sentence may depend on the

entire sentence structure and, more gen-

erally, on the state of the conversation.

An interesting approach emerging
now is based on stochastic grammars.
Relevant problems along this line in-
clude for example the computation of
the probability that a grammar gener-
ates a sentence only a part of which is
known (see [8] and [9] for examples).

Another interesting problem is re-
lated to the opportunity of accepting
only partial parses of a spoken sentence



instead of forcing a complete parse of it.

The role of semantics is also of funda-

mental importance in speech decoding

as a filter, as Zue pointed out, for exam-

ple, in situations which a. recognizer pro-

duces the N best word sequences (an ef-

ficient algorithm has been proposed re-

cently for this purpose [10]) using only a

language model based on bigram prob-

abilities. Another important role of se-

mantic knowledge could be that of pre-

dicting new words to be detected in the

signal. For this purpose, new mathe-

matical frameworks for Language Mod-

eling have to be developed. A relevant

problem is also that of linguistic knowl-

edge acquisition from written corpora.

Finally there is an emerging interest

in Dynamic Language Models in which

the expectation of a word is considered

as a. function of the state of the verbal

message or the dialogue. Cache memo-

ries can be used for this purpose [11].
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ABSTRACT
This session can be seen as
complementary to a
previously organized
sympos1um on Speech
processes in the light of
action theory and event
perception [1]. It is aimed
at examining the role of
perceptual processes in the
motor control of "phonetic
gestures".

1. THE INVARIANCE ISSUE: IN-
PRINCIPLE SOLUTIONS.
One of the classical
problems in phonetics is the
difficulty of specifying
phys1cal invariants
corresponding to linguistic
categories [2]. There are
currently several favored
research paradigms that,
implicitly or explicitly,
take a stance on that issue
and can be said to offer
programs for the in-
principle resolution of it.
They seem to fall in either
of two categories.

Theme 1: Phonetic invariance
is in the signal. According
to this approach phonetic
invariance for linguistic
categories will ultimately
be established once we learn
to look at the signal in the
right way and to make the
right kind of measurements
be they articulatory,
acoustic or auditory. The
tac1t hope is that one day
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discoveries will be made
that render Hockett’s often
quoted Easter Egg metaphor
inappropriate [3]. Recent
formulations of the Motor
Theory [4], Direct Realism
[5], Coordinative structures
[6], the Quantal Theory [7]
and the notion of "Icebergs"
[B] appear to come close to
this approach.

Theme 2: Phonetic invariance
is not in the signal. This
alternative links the
variability of speech
signals to the adaptive
organization of speech.
According to this view, the
listener's short—term
demands for explicit signal
information do not stay
constant during and across
utterances. Thus the lack of
Signal invariance is seeen
to arise as a consequence of
the talker's tacit
recognition of variations in
short—term perceptual and
situational demands and
his/her adaptive response to
them. The so-called H83
theory exemplifies this type
of reasoning [9].

2o IMPLICATIONS FOR SPEECH

MOTOR CONTROL
What are the implications of
these alternatives With
respect to the task of the
speaker? What are the
parameters that (S)he
actively controls?

our answers to those

questions are closely tied
to the assumptions we make
about the nature of speech

perception. For instance, if

speech perception is assumed

to *be based on the

extraction of higher-order
signal invariants - be they
gestural, acoustic or
auditory - then speech motor
control must be seen as

aimed at producing those
gestural, acoustic or
auditory invariants.

If, on the other hand, it is
39; based on signal

invariance, we must envision

control parameters in a
different way. Let us
suppose that the role of the
signal is to supplement
knowledge already available
to the listener (in short-
and long-term memory) and

that its purpose is to
discriminate among competing
candidates in the listener’s
lexicon. Hence the speaker’s

task is to control the
phonetic discriminability -
rather than the invariance -
of signal attributes. In
other words, the talker

_should generate signals that
are sufficiently rich to
facilitate correct
identification.

3. CONSTANCY AND ADAPTIVE

TUNING OF PHONETIC GESTURES
Within the time limits of
this symposium it is not
possible to do justice to
all the paradigms that are
currently explored in
phonetics and that bear on
the invariance issue. The
selection of the present
contributions was
deliberately made so as to
promote a discussion of
issues related to Theme 2.
The justification for that
decision is that so far,
although neither
particularly novel nor

counter-intuitive, theme 2
seems to represent the
scientifically less traveled
research avenue.

Some of the issues that
follow from theme 2, can be
stated as follows: What is
the status of "phonetic
gestures"? Are they the
theoretical primitives from
which explanations of on-
line phonetic variability
are to be derived? Are they
the ultimate control units
of speech motor control? Or
are "phonetic gestures" in
no way prime constructs but
themselves derivable from
the dynamic tug-of-war
between production and
perception demands? If so,
to what extent are they

tuned to meet perceptual
demands? If perceptually
motivated tuning of gestures
can indeed be demonstrated,
what is the extent of such
transforms? In other words,

what is the scope of
cooperative behavior in
speaker-listener interaction
(cf Nooteboom)? If, as

argued by Kohler, the

varying degrees of reduction
that speech exhibits in
response to situational and
perceptual conditions, how

do we describe those

listener-oriented conditions

in a quantitative and
language-independent way (cf

Diehl)? And in a similarly

language—independent manner

how do we quantify processes

of reduction? Does

Articulatory Phonology

(Browman and Goldstein)

present a way of addressing

those questions?

4. EXISTENCE AND

SIGNIFICANCE "CLEAR SPEECH"

In the present context I

would like to draw attention

to a recent study of "clear

speech" by Seung-Jae Moon of

the University of Texas at
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Austin [10]. Moon made
measurements of vowel and
consonant formant patterns
in the stressed /w_l/-
syllables of mono—, bi— and
tri-syllabic words. These
test items were chosen so as
maximize locus-to-target
distances, maintain stress
constant and produce
variations in the duration
of the stressed vowel. The
idea behind this design was
to induce "undershoot"
effects in the vowel formant
patterns. Two speaking
styles 'were investigated:
citation forms and "clear",
overarticulated speech. His
results, which will be
summarized in a paper
contributed to this
conference, indicate that
"clear speech" tokens are
not simply louder citation
forms but involve
reorganization of acoustic.
patterns and the underlying
articulatory gestures.
Acoustically, this
reorganization takes the
form of removing contextual
effects of the /w_l/
environment, that is
reducing undershoot, and
shifting "clear speech"
formant patterns closer to
null-context reference
values for the various vowel
categories. Intelligibility
tests showed that "clear
speech" is more resistant to
noise than citation forms.

I am going to allow myself
to generalize from Moon’s
results regarding them as a
correct and generally valid
description of "clear
speech". By way of
conclusion, let me raise the
following questions for our
session: Why should there be
such a thing as "clear
speech", that is a style of
speech that apparently has
different acoustic
properties from those of
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neutral citation-form
speech? Why do speakers
bother to change their
pronunciation when
attempting to clarify? Given
that they g9 change their
articulatory patterns, what
does such behavior imply
about the organization of
speaker—listener
interactions? And what does
the very existence of "clear
speech" imply about
perceptual processing and
the invariance issue?
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ABSTRACT
A good many phonetic regularities
reflect a strategy of talkers to maintain
sufficent auditory distinctiveness
among speech segments. In
defending this claim, I discuss a
number of converging methods for
evaluating the notion of "auditory
distance" in a language-independent
way.

1. INTRODUCTION
It is often asserted that many phonetic
and phonological regularities reflect a
kind of trade off between the needs of
the talker (minimal necessary effort)
and the needs of the listener (sufficient
perceptual contrast). Although most
phoneticians would not object in
principle to this general claim, in
practice they have tended to treat it as
more of a slogan than as a basis for
genuine phonetic explanation. (Of
course, there are notable exceptions to
this tendency, as the other papers in
this symposium effectively
demonstrate. See also [l5].) Various
reasons no doubt exist for this state of
affairs, but two come to mind
immediately. First, there is the long
tradition within linguistics of viewing
the study of phonetics as largely
devoted to pure physical description
of speech sounds. Within this
descriptivist tradition, the study of
functional aspects of speech
communication is often seen as
secondary or even irrelevant. Second,
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there has been considerable skepticism
that notions such as "minimal effort"
or "sufficient contrast" can be
formulated with adequate precision
and validity to have significant
explanatory content. For example,
Ladefoged [14] recently dismissed the
possibility of devising a language-
neutral measure of auditory
distinctiveness on the grounds that
such a measure is inevitably
confounded by the language bias of
the‘observer.

I wish to offer a rather more optimistic
view of the prospects for a program
of functional explanation in phonetics
and phonology. Although both talker-
and listener-oriented selection
pressures are involved in the shaping
of sound systems and "on-line"
speech behavior, the focus in this
brief discussion will be on phonetic
regularities that appear to reflect
mainly the requirements of listeners.

2 . T H E A U D IT O R Y
ENHANCEMENT
HYPOTHESIS
It is a striking fact about articulatory
organization that the phonetic
properties of vowels and consonants
tend to covary in a highly regular
manner. Across languages, back
vowels are usually rounded while
front vowels are usually unrounded,
high vowels tend to be produced with
a higher fundamental frequency (F0)



and with a higher velar position than
low vowels, voiced consonants are
usually preceded by longer vowels
and followed by a lower F0 than

voiceless consonants, and so on. For
many such regularities, phoneticians

have sought explanations in terms of

putative physical or physiological

constraints on production. Thus, for

example, the F0 correlate of tongue

height has been attributed to a passive

mechanical coupling between the

tongue body and larynx (hence the

phrase "intrinsic vowel pitch") [8,

13].

The problem with many of these

explanations is that, although they

may be superfically plausible, they fail

to account in detail for the relevant

facts. For example, the F0 correlate

of tongue height shows up even in the

esophageal speech of laryngectomized
patients [7]. Because such speakers

obviously lack laryngeal cartilages as

well as a hyoid bone, the F0 effect

cannot be explained by the coupling

hypothesis. Moreover, recently
several groups of investigators have

reported that higher vowels are
associated with increased levels of
cricothyroid activation [9, 18], which

suggests that the FO correlate is under

active control by the talker.

My colleagues and I [5, 6] have been

investigating an alternative hypothesis

concerning the origin of many

significant types of phonetic

covariation. We claim that the

phonetic properties of vowels and

consonants covary as they do largely

because language communities tend to

select properties that have mutully
enhancing auditory effects. The

obvious result of such a selection
strategy is to produce segments that

are more distinctive auditorily. Of

course, in communication situations

involving low noise and relatively

high redundancy, talkers can afford to

trade away some distinctiveness for
greater ease of articulation. But the

4 potential for greater distinctiveness

93

must .be built into the sytem to be
explorted when necessary.

How might this auditory-
enhancement hypothesis explain, for
example, the F0 correlate of tongue
height? A principal acoustic correlate
of high vowels is a low-frequency
first formant (Fl). However,
evidence suggests that the best
predictor ofperceived vowel height is
not Fl per se, but rather the difference
in Bark units between F1 and F0,
with smaller differences yielding

perception of a higher vowel [17]. A
possible auditory basis for this effect

has recently been suggested by

Beddor [1]. On the basis of the

notion of a 3.5 Bark spectral

integrator [3], she hypothesized that

when F0 is raised sufficiently close to

F1, the spectral center of gravity

associated with F1 shifts downward,

contributing to a perceived raising of

the vowel. If this hypothesis is

correct, then the so-called "intrinsic

vowel pitch" may actually reflect a

strategy of enhancing the auditory

distinction between high and low

vowels.

Elsewhere [6] we have argued more

generally that the auditory-
enhancement hypothesis can account

for the salient phonetic properties of

the most common vowels. In the case

of canonical productions of the vowel

/u/, for example, almost every

independently controllable articulatory

parameter is set to enhance the

distinctive lowering of the first two

formant frequencies. In fact, virtually

all of the theoretical options for

lowering the first two resonant

frequencies of a tube-like

configuration appear to be exploited.

These options include vocal-tract

lengthening through lip protrusion and

larynx lowering. constriction near the

antinodes of the standing volume-

velocity waveforms corresponding to

these resonances (i.e., at the lips and

velopharyngeal area), and dilation

near the nodes of the same standing



wavc patterns (i.e., at the midpalate
and lower pharynx). Of these, only
palatal dilation can properly be argued
to be a by-product of other vocal-tract
gestures, in this case, tongue-body
retraction. The rest of the
distinctiveness-enhancing gestures
appear to be actively selected.

3 . M E T H 0 D S O F
EVALUATING AUDITORY

' DISTINCTIVENESS
Let us now return to Ladefoged's
argument that any attempt to devise a
metric of auditory distinctiveness will
inevitably be entangled in the language
biases of the observer. A preliminary
answer to this is that one might use
measures of acoustic distance in place
of an auditory metric, and such
physically defined measures would
presumably be language independent.
For example, the above auditory-
enhancement rationale for the detailed
articulatory properties of the vowel [u]
is framed entirely in terms of acoustic
distinctiveness. In the final analysis,
however, acoustic distance metrics are
theoretically insufficient. The
auditory system is nonlinear in many
respects, and a fully adequate distance
metric must incorporate these
nonlinearities. So the question
remains: How can we circumvent the
problem of observers' language bias
in evaluating the notion of auditory
distinctiveness? I will suggest some
possible approaches that have been
used in our laboratory and elsewhere.
3.1. Speech/Nonspeech
Comparisons
In attempting to test the auditory-
enhancement hypothesis, my
colleagues and I have often compared
listeners' categorization performance
on speech stimuli to their performance
on nonspeech stimuli that are
acoustically analogous in certain
relevant respects. Consider the
following example. In most
languages, [+voice] consonants in
medial position are distinguished
from [-voice] consonants in having
inter alia a shorter constriction
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interval and significant glottal pulsing
during the constriction interval. We
[16] hypothesized that the presence of
glottal pulsing makes the short
constriction appear even shorter, thus
enhancing the distinctiveness of the
constriction-duration correlate of
[+voice] consonants.

To evaluate this claim, we first had
listeners identify two series of /aba/-
lapa/ stimuli varying in closure
duration. In one series, the items
contained a segment of glottal pulsing
during closure, while in the other
series, the closure interval contained
only silence. As expected, the
presence of pulsing shifted the /b/-/p/
category boundary, yielding more /b/
responses. A second group of
listeners were asked to identify two
corresponding series of nonspeech
stimuli, each consisting of two
square-wave segments separated by a
medial gap of varying duration. Like
the speech stimuli, one series
contained a segment of glottal pulsing
during the gap, while the other did
not. These stimuli are highly
nonspeechlike and they do not
correspond to any obvious natural
categories, so it is necessary to
provide training in labeling the
stimuli. Initially, the subjects learn by
means of feedback to press one
response key when they hear the
series-endpoint stimulus with the
shortest medial gap and a different key
when they hear the series-endpoint
stimulus with the longest medial gap.
After this training, the listeners are
asked to identify the entire series on
the basis of similarity to either end-
point stimulus. (We refer to this task
as end-point similarity matching.)
Interestingly, for these nonspeech
stimuli, the presence of pulsing during
the gap shifted the category boundary
in the same direction as observed for
the /aba/-/apa/ stimuli. We took this
as evidence that glottal pulsing does in
fact make the medial gap appear
shorter. Notice that the parallel
between the speech and nonspeech



results suggests that the effect is not to
be explained in terms of linguistic
experience but rather in more general
auditory terms.

3.2. Adult/Infant Comparisons
In a related study [4], we found that
prelinguistic infants showed
categorical discrimination of the same
/aba/-/apa/ stimuli used in the adult
experiment just described. In
addition, there was evidence that the
presence of glottal pulsing during
closure caused a category boundary
shift comparable in magnitude to that
of the adult subjects. The average age
of the infant subjects (7 1/2 months)
was younger than the age at which
effects of linguistic experience are
typically first observed. Therefore,
the results tend to confirm our earlier
conclusion that the effect of glottal
pulsing on the perception of the
closure-duration cue is of a general
auditory nature rather than being a
product of linguistic experience.

3.3. Cross-Native-Language
Comparisons
Mandarin syllables carrying a mid-
high-rising F0 contour (Tone 2) tend
to be shorter than those carrying a
low-falling-rising contour (Tone 3).
We [2] hypothesized that talkers use
length differences to enhance the
perceptual contrast between Tones 2
and 3. A primary difference between
the two tone categories is that Tone 2
has a relatively short initial period of
nonrising F0 prior to a rising interval,
whereas Tone 3 has a relatively long
period of nonrising F0 before its
rising interval. The effect of
proportionally lengthening one of
these contours is to increase the
absolute duration (and hence
detectability) of the initial nonrising
F0, making the contour perceptually
more like Tone 3. We tested this
hypothesis by comparing perceptual
judgments by native Mandarin and
native English speakers on various
synthetic series of Mandarin tones
ranging incrementally from :1 Tone 2
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contour to a Tone 3 contour, with
stimuli from the different series
varying in length. (The Mandarin-
speaking subjects performed lexical
labeling, whereas the English-
speaking subjects were trained and
tested on the end-point similarity
matching task, described earlier.)
Both groups of subjects had very
similar category boundaries, and both
showed the predicted effect of syllable
length (i.e., longer stimuli being more
likely to be assigned to the Tone 3
category). The cross-native-language
similarity suggests that language
experience is not a main factor in the
length effect. Rather, general auditory
factors seem to be responsible.

3 .4 .
Comparisons
Along with others such as Kuhl [12],
we have conducted a series of
experiments comparing speech
categorization performance of humans
and animals. Most of the results to
date indicate rather striking cross-
species similarities. For example, in
his dissertation work, Kluender [11]
had both humans and Japanese quail
categorize a lgl-lk/ stimulus set that
varied orthogonally in both voice
onset time and F1 onset frequency.
For both groups of subjects, a lower
Fl onset frequency produced a
reliable shift in the labeling boundary,
yielding more responses
corresponding to the [+voice]
category. This similarity suggests that
the low-frequency F l typical of
voiced stops enhances the perception
of voicing for reasons that have little
to do with linguistic experience.

Human/Animal

3.5. Auditory Modeling
Recently, a highly realistic model of
mammalian auditory-nerve response
[10] has been made available to us.
This model, together with stand
distance metrics applied to sets of its
output representations, can provide

language-independent estimates of

auditory distances among speech
stimuli. These estimates can in turn



be used to evaluate auditory-

enhancement accounts of regularities

involving phonetic covanatron.

4. SUMMARY
There are reasons to be optimistic that

functional explanatory notions such as

"auditory distance" can be formulated

with considerable precision and

validity. In the context of discussrng

evidence for the auditory-enhancement

hypothesis, I outlined a number of
convergent approaches to the
evaluation of auditory distance, each
of which apparently avoids the
confounding effects of observer bias.
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LIP ROUNDING AS SIDE CONTACT
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_ ABSTRACT

Data are examined to determine the

“goal" of the articulatory gesture(s) for

lip rounding. It is hypothesized that

rounded vowels differ from unrounded

vowels in the presence vs. absence of

contact between the upper and lower lips
along their sides.

l. ARTICULATORY PHONOLOGY

In the articulatory phonology approach

developed in the last few years [2,3,4],

phonological units are gestures. Each is

modeled as a dynamical regime that

controls the formation of a constriction

within one of the relatively independent

vocal tract subsystems (i.e., the lips,

tongue tip/blade, tongue body, glottis,

and velum). The constriction goals for a

given gesture are defined, not at the

level of individual articulators, but at a

task level [10,11], where the task

specifies the degree (and for oral

articulators the location) of the vocal

tract constriction. For example, the goal

of the bilabial closure gesture at the

beginning of the word “bad” is defined

in terms of the task or tract variable of

lip aperture, the vertical distance

between the upper and lower lips.

One consequence of this approach is

that phonological units can be defined

relatively invariantly in terms of tract
variables. Contextual variation in the

relative contributions of individual

articulators to a given gesture emerges
automatically as a consequence of the

temporal overlap among invariantly

specified gestures, because an individual

articulator’s motion is determined by the

entire ensemble of concurrently active

gestures to which it is relevant. Thus, in

the case of the bilabial closure gesture,
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the relative contribution of the upper lip,

lower lip and jaw to lip aperture will

automatically differ depending on the

jaw requirements of an overlapping (co-

produced) vowel gesture [4, ll].

2. LIP GESTURES
Lip constrictions can be described in

three dimensions:

IA, Lip Aperture: Vertical distance

between the upper and lower lips

measured at the center of the lips

when viewed from the front.

LW, Lip Width: Side to side measure of

lip opening when viewed from the

front.

LP, Lip Protrusion: Protrusion of the

upper or lower lips from the teeth, as

seen in profile. More generally, this

this is taken to be anterior-superior

positioning of the lips with respect to

the teeth, encompassing both

“protrusion” and “retraction".

The object of this paper is to investigate

which of these dimensions are specified

in the “task” control of various lip

gestures.

2.1 Consonant Constrictions

As noted above, lip closure gestures

can be specified using LA [2,4,10,11]. It

is unlikely that any additional

specification of LP or LW is required.

However, LP is clearly important for

labiodental fricatives, in which there is

retraction (of the lower lip).

2.2 Rounding and .Vowels .

While it is possible to hypothesrze a

relatively invariant tract vanable goal



for lip closure gestures (in terms of LA),

it is more difficult to do so in the case

of lip rounding gestures. All three

constriction dimensions have been

investigated [1,6,9] as .potentially

relevant to distinguishing vowels on the

basis of lip rounding. However, each has

been shown to vary considerably from

vowel to vowel, for both rounded and

unrounded vowels.
The hypothesis proposed here is that

none of these constriction dimensions is

used to specify the “task” goals for

gestures that distinguish rounded from

unrounded vowels. Rather, what rs

specified is whether or not the upper and
lower lips touch along their sides.

Specifically:

(I) Phonologically “rounded” vowels

must be produced with contact along

the sides (upper and lower lips

touching).

(2) Phonologically “unrounded” vowels
must be produced with no contact
along the sides.

If side contact is what is specified for
vowel gestures (positively for “rounded”
vowels, negatively for “unrounded”
vowels), then direct measurement of the
length of contact along the sides of the
lips should categorically divide the set of
rounded vowels from the set of
unrounded vowels. Distance from the
comer of the mouth to the most forward
point of contact was measured in
Linker’s [9] cross-language study of
rounding, and her data for Cantonese,
Finnish, French, and Swedish are plotted
here in Fig. 1. In general, all the vowels
that are phonologically rounded have
substantial side contact, while
unrounded vowels have virtually none.
If .9 millimeters is set as an absolute
(speaker and language-independent)
criterion for contact, then all but three of
the 272 vowel tokens from eight
speakers of four languages are
appropriately classified. Note that for
Swedish, this means that both the
“inrounded” as well as the “outrounded”
vowels (as traditionally described [5])
are classified as rounded. (Note that the
symbol /lll/ is used here for the high
from “inrounded” vowel). Differences
between the two types of rounding will
be discussed below. Also, Swedish /a:/ is
here classed with the rounded vowels.
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There are differences in the literature as
to the status of rounding in this vowel
[5,7] (and in any case, rounding is not
contrastive for low vowels in Swedish).

Given this side contact specification,
the patterns of variation shown by LA
and LW both within and across rounding
classes are predictable, as will be argued
below. In addition, it is possible for LP
to be specified independently of the
touching/no touching specification. In
such cases (e.g., Swedish, below), LP
may contrast within the class of rounded
vowels as defined by (1). In other cases,
LP may contribute, as an “articulator,”
to side contact (or its absence), with the
exact amount of LP determined in a
language-specific or speaker-specific
fashion.

Finally, in this analysis, rounding and
consonant constrictions can be seen as
complementary. Consonants control the
vertical opening between the two lips
along the midline, while rounding for
vowels controls the opening along the
sides (Rounding for consonants has not
been analyzed from this perspective).

3. UNROUNDED VOWELS
For unrounded vowels, LA has been

observed to vary considerably without
any concomittant variation in LW. This
can be seen in the English data presented
by Fromkin [6]. This independence of
LW and LA follows from the hypothesis
that the sides of the lips do not touch in
such vowels. As illustrated in the frontal
views in Fig. 2, if the sides don’t touch,
LA can change substantially without
automatically changing LW.

The differences in LA among the
unrounded vowels probably do not have
to be specified as part of the task-
dynamic control for these vowels. As
Fromkin notes, LA variations are
predictable from the different jaw
heights found for the vowels. In fact,
the slope of the relation between LA and
jaw height appears to be about one in
her data. Thus, millimeter for millimeter,

all of the variation in LA can be
attributed to the jaw positioning. In the
task dynamic model, these different jaw

heights result, in turn, from the different
requirements of tongue positioning.
Thus, no active control of LA would be
required.

Spreading. The vowel /i/ has been
shown to involve active retraction of the
comers of the lips in English [12] and m
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Figure 1. Length of contact along sides of lips. For each vowel. separate bars represent single

tokens from each of eight speakers. (All Cantonese and Finnish vowels are long). Data from Linker [9].
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No contact along sides of lips ('unrounded") Contact along sides °f W5 ('rounded')

Figure 2. Hypothesizedeffectsofchanging Masafmtctimofsidecontact.
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Swedish [7]. Again, however, it appears
that this might not have to be specrfied
as part of the control for such vowels.
Rather, it could simply follow from the
constraint that the sides do not touch.
When the jaw height gets as high as it is
for /i/, the lips come so close together
that the sides would touch, evenwrthout
active lip (orbicularis oris) activity. pne
way to keep them from touching 1s to
pull the corners back, which stretches
and thins the sides of the lips, making
contact less likely. This, then, could be
the goal of the activity of, e.g., the
risorius muscle [12] observed for high
unrounded vowels.

4. ROUNDED VOWELS
As shown on the right-hand side of

Fig. 2, when the lips are touching there
will be an inherent relation between LA
and LW. As LA decreases (everything
else being equal), the length of the lips’
contact region along the sides will
increase, and the side-to-side width of
the opening decreases. Note that in
general, for both rounded and unrounded
vowels, the horizontal distance between
the corner: is not inherently related to
LA. But for rounded vowels, the lateral
endpoints of the opening are not at the
corners, because of the contact. Thus,
there should be an inherent relation
between LA and LW, as long as there is
some contact along the sides. This
relation can be seen for the rounded
vowels in English [5], and possibly in
French, Abry and Boe [l].

For rounded vowels, it again appears
that LA, per se, does not have to be
controlled. In general, LA will be
smaller for rounded vowels than for
unrounded vowels, because of lip
displacement required to produce
contact along the sides. There is also
variation in LA across the set of rounded
vowels [5], but again it is related to jaw
position. Fromkin’s data shows a
correlation between jaw height and LA
for rounded vowels, but the slope is less
than unity (which was observed forunrounded vowels). That is, there isless than one millimeter change in LAfor a one millimeter change in jawheight. Again, however, this may follow_from the fact that the sides of the lips aretouching for these vowels. Imagine whathappens as the jaw raises in aconfiguration in which there is contact.
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along the sides of the lips. The sides of
the upper lip will, presumably, push
against the sides of the lower lip. This
will push the lower lip down slightly
with respect to the lower teeth, and the
upper lip up slightly with respect to the
upper teeth. Due to this passive pushing,
the vertical distance between upper and
lower lips will not decrease by an
amount equal to the change in jaw
height.

Protrusion. To produce the condition
of contact along the sides of the lips,
some minimal amount of protrusion
(LP) may be necessary. At the very
least, as seen above, extreme retraction
of the comers (decrease in LP) can keep
the sides from touching for small values
of LA. In general, whether or not there is
side contact will be a joint function of
jaw height, vertical displacement of the
lips with respect to the teeth, and
anterior-posterior displacement of the
lips.

Interestingly, however, the LW-LA
relation seems to be partly independent
of protrusion, as long as the side contact
condition is met. Fig. 3 shows the
relation between LA and LW for one of
Linker’s Swedish speakers (long vowels
only). We see that all the rounded
vowels including both the “outrounded”
(y, a, o, u) and the “inrounded” (u. Lu),
show a linear relation between LW and
LA. As long as the sides are touching,
these variables scale with each other,
regardless of the amount of LP.

‚i

1000 1500

LA (mm X 100)

Figure 3. LA vs. LW for one speaker of
Swedish. Data from Linker [9].

The two rounding groups do, however,
differ substantially in LP, as can be seen
in Figure 4. This is consistent wnh
Ladefoged and Maddieson’s [8]
characterization of “outrounded” vowels



as [protruded], and “inrounded” vowels
as not [protruded] (but rather
[compressed]). Note that in the current
analysis, there is no special
“compression” required. The two classes
of vowel are both rounded (have side
contact), but contrast in LP. Regardless
of the status of LP, however, we have
seen that LW scales with LA for the set
of rounded vowels as a whole, as would
be expected from the fact of side
contact

A6000
53.— 5000

x 4000
E
E 3000
v

2000
E -“1000

LP (mm X 100)

Figure 4. LP vs. LW for the speaker of
Swedish, shown in Fig. 3. Data from Linker [9].
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THE ORGANIZATION OF SPEECH PRODUCTION

CLUES FROM THE STUDY OF REDUCTION PROCESSES
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ABSTRACT
Starting from various different
views on levels of phonetic
representation a unitary approach
is presented which centres on the
explanatory power of articulatory
reduction processes and their
auditory control.

1. LEVELS OF REPRESENTATION
The Journal of Phonetics devoted
its July 1990 issue to the theme
"Phonetic Representation" [1] and
thus provided a good opportunity
for the phonetics world to find
out more about the heterogeneity
of its views concerning the
relationship between phonetics and
phonology. The most encouraging
outcome of this discussion is the
unanimous realisation that phonol-
ogy and phonetics need each other.
This means that there has been
progress in superseding not only
the a-linguistic treatment of
speech as purely physiological or
acoustic events by the first
experimental phoneticians, but
also the exclusive reliance on
symbolic phonological representa-
tions in the wake of Trubetzkoy’s
humanities/science dichotomy. What
remains an open issue is the
specification of the relationship.
Is it to be seen as a mapping from
one level of representation to
another (following Keating [1,
321ff] or Pierrehumbert [1,
375ff1) or as an integration
(following Browman and Goldstein
[1, 299ff] or Fowler [1, 425ff1)?
How many levels of representation
should there be: just
phonology and phonetics, or four -

two -.

phonology, categorical phonetic
representation, articulatory and
acoustic parametric representa—
tions (Keating), or multiple, with
as many phonetic representations
as there are different measures of
interest for a particular question
in hand (Pierrehumbert)?

Intimately linked with the number
of levels of phonetic representa-
tion is the question as to the
ontological status of these
levels. Phoneticians and phonol-
ogists are interested in finding
out how speech communication works
and therefore aim at the catego-
ries that make it possible, i.e.
which are relevant for the lan-
guage user and form the basis for
communication. So they all tacitly
or explicitly assume that the
levels of phonetic representation
are not just heuristic devices for
making descriptions of data, but
have a reality outside linguistics
and phonetics in language and
speech behaviour. It is at least
doubtful whether this goal has
been reached in all cases.
Pierrehumbert’s multiple phonetic
levels are clear instances of
descriptive frames, rather than
inherent components in speech
communication. Keating's cate-
gorical phonetic interface between
phonology and parametric represen-
tations is likewise a surface
descriptive device which does not
address the question of phonetic
explanation in phonology, e.9~
with regard to the voicing con-
trast (cf. [2]).
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But even Browman and Goldstein
[I], in spite of their laudable
attempt at integration in an

articulatory phonology, do not go
far enough, as Mattingly [1] so
succinctly points out: "What is
called for is a functional rather
than an anatomical organization,
one in which gestures are grouped

,according to the nature of their
tasks.’I (p. 450) In such a func-
tional approach, output considera-
tions do actively constrain the
processes of variation in speech
production; variation with respect
to speaking style and prosodic
context does not simply follow
from very general principles of
gestural overlap and magnitude
that are blind to their acoustic
consequences [1, 303-4]. This
becomes clear the minute we
transgress the limitations of lab
speech word contrasts and look at
processes in connected, continuous
and spontaneous speech, where
gestures not only overlap to the
extent that one becomes completely
hidden by others, thus losing its
acoustic consequences, but where
gestures are constantly eliminated
altogether, by comparison with
more careful speech.

The most obvious case of heurist-
ics is Ladefoged's discussion of
the IPA classification and trans-
cription framework [1, 335—346].
L. is quite right in stressing the
pragmatic rather than theoretical
basis of the IPA alphabet, but he
is wrong in the conclusions he
draws from this state of affairs
for an anthropophonic approach.
His argument runs as follows:
(1) Given the phonological basis
of the IPA - whatever its precise
nature may be - it is necessary to
classify those sounds as different
that are used in any one language
to distinguish between words as
well as those that are contextual-
ly conditioned allophones.
(2) When sounds occurring in
different languages have to be
classified the problem may arise
of deciding whether they are the

same, as, e.g., dental or inter-
dental fricatives in different
varieties of English.
(3) There are no language-
independent criteria such as
articulatory ease and auditory
phonetic similarity that could
solve this problem, because due to
observer bias there is no prin-
cipled way of setting up an
auditory theshold or of measuring
degree of articulatory effort in a
general language perspective. What
general reasons could we give for
treating bilabial and labiodental
fricatives as different, but
dental and interdental ones as the
same, both pairs involving small
differences in place of articula-
tion, but only. the first being
attested as a phonological opposi-
tion in languages, e.g. Ewe.
(4) It follows from (3) that all
we can do is listing the speech
sounds observed in all the world’s
languages.

In response, I would like to raise
the following counter-points:
(a) Although establishing the
segmental contrasts for word
differentiation is an important
phonetic task, it has to be

supplemented by research in two
further areas to be of validity
for the elucidation of the speech
communication process:
1. the analysis of contrasting
segments in all possible phonetic
parameters and in their differen-
tiated influences on the segmental
environment;
2. the manifestation of phonolog-
ical oppositions in connected,
continuous and spontaneous speech.
(b) It follows from (a)I. that,

with regard to the fricative
distinctions under (3), the
comparably slight differences of

place of articulation in the two

pairs can have very different
consequences on the inherent

acoustic parameters of fricative
intensity and spectrum as well as

their temporal courses, with

auditory results of different

magnitudes (cf. [5], plate 11).
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This point is further strengthened

by the reference in [8, 79] that

[0] may alternate with [p] in Ewe,

which means that the fricative can

be related to a weakening of a

Closure in an articulatory reduc-

tion process, resulting in a weak

fricative. This is similar to the

change of intervocalic [b] to a

voiced bilabial (frictionless)

approximant [ß] as a stylistic

variant in casual German speech

of, e.g., 'liebe' (dear), compared

with a labiodental fricative [v]

in ’primitive’. The very genesis

of [3] under the conditions of

reduction in less formal spontan-

eous speech of (a)2. rules out the

development of a fricative.

(c) Thus the study of synchronic

reduction processes in connected,

continuous and spontaneous speech

of a variety of languages will

give us insights into general

language-independent scales of

articulatory effort, particularly

when we can find independent

physiological motivations. These
synchronic data can be supplement-
ed with data from diachronic sound
change adding to their explanatory
power.
(d) Phonemic oppositions do not
all show the same stability. Some
exhibit lower resistance to
coalescence than others, for
articulatory and/or acoustic-
auditory as well as environmental
(e.g. noise) reasons. Even when
[Q] and [f] constitute separate
phonemes for the differentiation
of isolated words their auditory
distance is smaller than the one
that separates either of them from
[s]. Similarly, [9) and [f] are
auditorily closer than [5] and
either of these sounds, as can be
Judged from the sound change [9]
--> [f] in some varieties of
English. It is indeed possible to
make language-independent state-
ments about the auditory distances
or similarities of sounds, provid-
ed the techniques of investigation
go beyond contrasting isolated
words by linguistically biassed
observers and include the native

speaker reaction in articulation
score type experiments [7], in

direct similarity assessment, in
slips of the ear during spontan-
eous speech, in the study of

auditory constraints on articula-

tory reduction, for a variety of
languages.

2. ARTICULATORY REDUCTION
I will now give a brief summary of

reduction processes in German (for
further details see [3, 4]) and

draw conclusions from them for the

organization of speech production

and levels of representation. In

the sequence of the preposition

’mit’ (with, by) and the definite

article ’dem' (dat.) in ’mit dem

Auto’ (by car) we can get the

following series of reductions

from most to least careful.
I. mxthde:m III. mxpm

m1 [h dem mlbm

m1 th dam mIbm

mItdm mmm
mIm

II. m1t‘p:m
mIpzm

This series of segmental changes

contains a great number of phonem-

ic switches , and, therefore, the

question arises as to whether we

are here dealing with a single

continuous scale of reduction and

one large range of signal varia’

bility, related, say, to the most

elaborate form (taken as the
underlying abstract invariant) or

whether this scale is discontinu-

ous, with each phonemic change

constituting a new invariant

reference point for signal varia-

bility. The series can be divided

into the indicated three groups

according to speech production
criteria. In 1., we get a pro—

gressive shortening of th
opening-closing movements between

two oral closures, until there is

no longer an open phase between

them. In 11., coarticulation

occurs between two successive

closure gestures (apical and

labial/dorsal), and the apical one

can be more and more reduced untH
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it is finally eliminated. In 111.,

we then find a progressive

shortening of the oral plus velic

closure configuration, i.e., an

increasingly earlier descent of

the velum for the nasal release.

With this shortening, passive

voicing can continue through the

stop closure phase, and eventually

the complete blockage of air is

eliminated altogether, the velum

being lowered as early as the

onset of the labial closure. Seen

in this way, the phonemic switches

do not throw any light on the
significant changes in speech
parameters, because they cut

across them.

He thus have a continuous natural
progression in the reduction of

articulatory movements from the
full form [mxth dezm] to the fully
reduced one [mIm]. Although there

are a number of discrete phonemic

changes along this articulatory

continuum they do not capture the
essentials of the speech produc—
tion processes. In these cases,
speakers do not set out to alter
an underlying phonemic chain in a

series of steps before they hand

it over to the articulators for
execution, nor do they select
different forms from a lexicon,

and the changes are not caused by
simple peripheral vocal tract

constraints either. It may be
assumed that speakers start from a
segmental representation of the
full forms [mxth] and [dezm] taken
from a lexicon, and attribute to
the sequence a reduction coeffi-
cient at a high processing level
before actual execution. The
strength of this reduction coeffi-
cient determines the extent of
articulatory smoothing, always
beginning with the group 1 pro-
cesses and moving further and
further down the continuum with
increasing strength. The phonemic
representation of these reduction
stages makes it possible to
provide a first description of the
phenomena, but it is misleading
from a speech production point of

view, because it is also far too
complicated. Instead, we can think
of a general programme for articu-
latory reduction, whose components
are specified and hierarchically
ordered for a particular language
or dialect (some may even be
universal) according to the degree
of reduction to be achieved. The
components of this programme are
triggered by the reduction coeffi-
cient. It is not necessary to
specify all the possible types of
assimilations etc. for individual
segmental sequences, but quite
general instructions along the
lines given in the characterisa—
tion of the three groups of
processes suffice in this general
reduction programme, whose specif-
ic output depends on the applica-
tion of the general phonetic rules
to specific segmental sequences
according to the strength of the
reduction coefficient. Browman and
Goldstein’s articulatory phonology
complemented by Mattingly’s
functional approach and extended
to connected speech would provide
a good basis for such a reduction

programme.

But it would also have to be

supplied with an auditory control

component, because speakers not

only control reduction with regard

to the physiological and articula-

tory potentials contained in the

dynamics of sound production but

also take listeners into account

and adapt to their needs [6) in

two ways:
(a) Reduction processes are

favoured that show a low degree of

perceptual salience. That is the

reason why apical fricatives,

released apical plosives and

syllable or word initial apical

nasals and plosives are not

assimilated in German (e.g.

’Beamte’[ba'?amtho] vs. 'Beamten’

[ba'iampm] (civil servants).

Fricatives have more distinctive

acoustic structures separating the

different places of articulation

than nasals and stops, and among

the latter, unreleased ones are
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sti11 less salient than released

or even aspirated ones. Further-

more, the syllable or word initial

position has a higher signalling
value for a listener and must
therefore be given a more precise
articulation by a speaker. Thus
the final position has a higher
reduction coefficient than the
initial one, allowing for instance
final [bm] in ’geben’ (to give),
but preventing the sequence [pm]
across the word boundaries in ’gib
nicht’ (don’t give). What is not
very distinctive for a listener
anyway may be reduced by a speaker
more easily to yield to the
principle of economy of effort.
(b) Different communicative situa-
tions put different demands on the
perceiver of speech, and speakers
have to tune their performance to
these conditions to guarantee a
successful language interaction
([6]). This means that speaking
styles in keeping with different
speech environments exhibit vary-
ing degrees of reduction oriented
towards the listener’s needs

3. CONCLUSIONS
Instead of the dichotomy of
phonetics and phonology or of
multiple levels of phonetic
representation I propose a unitary
explanatory level, which I call
l'Phonetics in language and Speech
Communication". Besides this
domain of an ontological status
there may be as many heuristic
ones as one deems necessary for
preliminary descriptive orienta-
tion. In the pursuit of this
communicative goal the study of
word contrasts and lab speech has
to be supplemented by the analysis
of connected, continuous and
spontaneous speech, which will
make the investigation of articu-
latory reduction processes possi-
ble. They will in turn throw light
on the organization of speech
production and allow us to give a
more precise account of the
concept of articulatory effort in
a language-independent perspec-
tive. They will also provide a

direct link with historical sound
changes. One aim must be the
quantification of reduction
coefficients for different speak-
ing styles, replacing the atomisa-
tion of a multitude of articula-
tory parameters by global func-
tional coordinative structures.
They in turn need an auditory
control unit that regulates the
ease of articulation in relation
to the perceptual demands of the
communicative situation and
incorporates language-independent
perceptual distance measures.
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ABSTRACT
In this paper predictions are made about

the production of words embedded in
fluent connected speech. based on a

principle of cooperative behaviour

combined with insights in perception. It

is concluded that the effects of such
cooperative behaviour, in as far they are
not brought about by linguistic means,

are real but relatively small.

l. INTRODUCTION
Sometimes speakers Speak in order to be
understood. 0n those occasions, they are
well advised to adapt their pronunciation
to the estimated needs of their audience.
I will call this the principle of coopera-
tive behaviour. It entails that a speaker
Spends more time and effort on‘ the

pronunciation of parts of his message
that are essential to recognition and
comprehension than on parts of his mes-
sage that are to some degree redundant
(output- oriented control when necessary
versus system-oriented control when
permitted [14]

In this paper I will predict regularities
in speech production from insights in
speech perception. In some cases these
predictions are corroborated by
experimental evidence, in other cases
evidence is controversial, in other cases
again it is still lacking, and has to be
filled in by others who know more than
me, or by future research. I will focus on
embedded words and discuss lexical re-
dundancy, word onsets, word boun-
daries, and contextual redundancy.

2. LEXICAL REDUNDANCY
A monosyllable like English PAT con-
tains little redundancy. Each of its
constituting phonemes is not fully pre-
dictable from the other ones. This is
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different for a polysyllabic word like
HIPPOPOTAMUS. that is highly redun-
dant. in the sense that the word remains
recognizable even when a few of its con-
stituting phonemes are missing out com-
pletely.

From a listener's point of view this
means that the word I-IIPPOPOTAMUS
remains recognizable when it is rapidly
and sloppily pronounced, whereas the
word PAT can only be recognized cor-
rectly when it is pronounced carefully,
and therefore, I assume, more slowly, so
that all three phonemes are identifiable.
In general, lexical redundancy increases

with word length. Therefore the need for
slow and careful articulation decreases
with increasing word length. From this
we may predict that speed of articulation
increases with increasing word length.
This seems a plausible explanation of the
well known phenomenon of time com-
pression in polysyllabic words. From
hereon I will take for granted that, other

things being equal, monosyllabic words

are more vulnerable to communication

noise than polysyllabic words, and there-

fore liable to be pronounced more slowly

and more carefully.

3. WORD ONSETS
Lexically redundant words can be recog-

nized on the basis of a fragmentary stim-

ulus, for example when a considerable

portion of either the end or the beginning
of the word stimulus is missing. Some

time ago I demonstrated that words are

more easily and faster recognized from

initial than from final word fragments,

when initial and final fragments nomi-

nally contain equal amounts of lexical

information [18]. This difference appears

to be related to the fact that word onsets

ensure fast and proper alignment of the



stimulus with word candidates, whereas

word endings do not [20]. I predict that

cooperative speakers spend more time

and effort on onsets than on endings of

embedded words, especially when the

words concerned are contextually little

redundant. _

I have no clear and direct evidence m

favour of this prediction, and would be

grateful to anyone who does. Indirect

evidence would be the prevalence _ of

regressive over progressive assimilation

and coarticulation on word boundanes,

as seems to be case in Germanic Lan-

guages. Whether this tendency is univer-

sal, I do not know.
The relative importance of word onsets

to recognition should also make it prof-
itable for a language to have word initial

stress. For English it has been argued

that a listener‘s su'ategy considering each

stressed syllable as a potential word on-

set is profitable [6]. From this it has been

predicted that special word onset
markers are more to be expected when a
word starts with an unstressed than when
it starts with a stressed syllable. This ex-
pectation was to some extent corrobo-
rated in a production study [4].

In clear speech, for example in noisy
environments, informationally important
words are sometimes set off by speech
pauses. From the relative importance of
word onsets one would predict that such
speech pauses are more liable to be made
before than after important content
words. This seems to occur in certain
styles of reading aloud [8]. The evidence
is easily confusing, however, because
informationally important words are
often at the end of phonological phrases,
potentially followed by a phrase bound-
ary marking speech pause.

4. WORD BOUNDARIES
Whatever the relative importance of
word onsets and endings, word bound-
aries in connected speech are potentially
important to word recognition. Knowing
where a particular word ends, is knowing
where the next word begins, and this
saves an awful lot of trouble in lining up
potential word candidates with the
incoming signal, as is well known from
problems in the machine recognition of
connected speech. Real perceptual ambi—
gumcs such as lettuce versus let us, or
budget versus budge it [5], however,

attest to the fact that word boundaries

need not (always) be clearly marked.

Yet, it seems reasonable to predict that
cooperative speakers, also in fluent, per-
haps even fast, connected speech, tend to

make subtle, little time consuming
phonetic word boundary markers that aid
listeners in finding word boundaries.
This was demonstrated to be correct for
ambiguous Dutch two-word combina-
tions of the type known ocean versus no
notion. Excised from fast connected
speech, such speech fragments were
recognized correctly in a binary forced
choice task well above chance (80%)
[22]. 80% is not 100%, however. In the
absence of disarnbiguating context, am-
biguity remains.

Perceptual ambiguity can also arise due
to assimilation and/or degemination on
word boundaries, as in hold back being
confusable with whole back. This type
of perceptual confusion is an immediate
function of global speech tempo. In rapid
connected speech the whole back-stim-
ulus leads as easily to a hold back-re-
sponse as the hold back-stimulus leads
to a whole back-response [16]. Appar-
ently, optional assimilation and degemi-.
nation on word boundaries is fully
incorporated in the word recognition
strategies employed by listeners. One
expects that the actual occurrence of
assimilation and degemination is a func-
tion of lexical and contextual
redundancy. This has not yet been tested

In normal conditions, long polysyllabic
words often are recognized before the
end of the stimulus word has come in
[15], but short monosyllabic words, if
not predictable from preceding context,
can rarely be recognized before the end
of the word, and, if embedded, are rec-
ognized only during or after the pro-
cessing of the immediately following
word [1]. A speech pause immediately
following a monosyllabic content word
would therefore be much more helpful to
recognition than a speech pause follow-
ing a lexically redundant polysyllabic
word. This was experimentally shown to
be correct [19]. From this I predict that
cooperative speakers are more liable to
insert speech pauses after monosyllables
than after polysyllables. I do not know
whether this is actually so.
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5. CONTEXTUAL REDUNDANCY
An effect of contextual redundancy

seems confirmed by Lieberman's fa-

mous example a stitch in time saves

nine, used to show that highly pre-
dictable words are less clearly pro-
nounced than unpredictable words [12].

Lieberman's findings were more

recently confirmed and extended

[10],[ll]. However, none of these stud-
ies pulled apart the effects of contextual

redundancy and accentuation.

It has been argued that accented words

are processed faster by listeners than un-

accented words [31,[7]. This is not al-

ways so. Terken and Nooteboom [21]

showed that 'new' words are processed

faster when (comedy) accented than

when (incorrectly) unaccented, but

'given‘ words are processed faster when
(correctly) unaccented than when
(incorrectly) accented. From this it fol-

lows that cooperative speakers should
take care to produce accents on words
carrying new information, but not on
words carrying given information.

The issue is somewhat more compli-
cated, however, because of the phe-
nomenon of ‘unit accentuation' [2]. A

word group like french cheese can be
marked as inforrnationally important or

as carrying new information, by a single
accent on cheese. The word french is
then 'new' but not accented. The princi-
ple of cooperative behaviour predicts
that it will nevertheless be more care-
fully and more slowly pronounced than
when it is 'given'. Thrs prediction is
falsified by Eefting [9], who, taking
advantage of the phenomenon of unit
accentuation, varied contextual redun-
dancy and context-induced accentuation
independently in a production study with
read aloud text. She found that, other
things being equal, accented words are
considerably longer than unaccented
words, but unaccented 'new' words are
not significantly longer than unaccented
'given' words. Apparently sometimes
the consequences of cooperative be-
haviour on one level, in this case the
level of the word, are suppressed by the
consequences of cooperative behaviour
at another level, in this case the level of
accent patterns, the correct realization of
which constrains temporal patterning.
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6. CONCLUSION
In this contribution I have focussed on
the level of the word, because of my
belief that the struggle between coopera-
tive and self-indulgent behaviour of
speakers will be most apparent where
form and meaning come together. In
quite a few cases evidence was found for
systematic variations in word production
due to the alternation between output-
and system—oriented control.

Yet, the most striking result of this
enterprise is in my own judgement that
these variations are often relatively small
and unimportant, at least when they are
not supported by or drawing on conven-
tionalized rules or structures of the lan-
guage. Of course, the effect of time
compression in polysyllabic words is not
a small effect, but does not seem to
reflect spontaneous adaptive behaviour.
It rather is canonized in the sense that it
belongs to what native speakers know
about their language: shrinking mono-

syllables and stretching polysyllables are
perceived as incorrect [17]. Non-
phonological acoustic-phonetic word
boundary cues are there, but relatively

small and not very effective in normal

conditions. Phonotactic word boundary

cues rrright be effective, but tend to be
obliterated by regular conventionalized

rules of assimilation and degemination.

Contextual informativeness and redun-
dancy, if not expressed by convention-
alized and rule-govemed accent patterns,
have only marginal effects on pronunci-
ation.

Summarizing, we can say that the ef-
fects discussed are real but not very im-

pressive. It seems that for normal smch

communication conditions, the tools a
speaker finds at his disposal in the set of

structures and rules that make up his
language, are by and large sufficient for

his purposes, and that he has some but

relatively little need of adapting his
speech in ways that are not rule-gov-
emed

It is plausible, of course, that this state
of affairs is the result of the adaptive

nature of language [13]. Strong and reg-

ularly occurring adaptive behaviour of

speakers is easily conventionalized and

thereby becomes part of the language. If
this is correct, the adaptive behaviour of
speakers can be studied as a source of

language change. Such adaptive



behaviour should perhaps more than we
have done so far be studied in less
favourable but real communication con—
ditions. But we should always be aware
that the expected adaptations on one
level can be severely constrained by the
requirements of another level, as in the
example of word durations being con-
trolled by accent patterns.
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PHONETICS [N THE NEXT TEN YEARS
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ABSTRACT
One perspective on trends in
research and training in phoentics
-- that of an American linguist --
is presented.

1. INTRODUCTION
Our charge in this session is to
discuss the immediate future of
phonetics: what will be the main
topics of research, what advances
will occur, how the field will
change, and similar questions.
When one tries to talk about the
future, it is hard not to simply
survey the present, and assume
that basically the same will
continue. At best, one finds small,
recent changes, and extrapolates
from these to infer large, future
changes. These limitations will
hold in my paper. Also, as an
American and a linguist, I will have
more to say about phonetics in
America and phonetics as part of
linguistics; I will trust to my
colleagues in this session to better
represent other perspectives. (See
also Kuhl [2] for yet another view.)
However, to broaden my horizons, l
circulated a questionnaire asking
for thoughts from other
phoneticians. Although this paper
will not consist of a systematic
report on responses to that inquiry,
the responses nonetheless influence
my ideas here, and a list of
respondents is thanked below. A
second influence has been my
service as phonetician/phonologist
on the U.S. National Science
Foundation Linguistics Program
advisory panel. Like the survey,
this position gives me a wider
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perspective on what other
individual researchers take to be
the most interesting and promising
areas and methods of research in
the immediate future.

2. CHANGES IN WHAT PEOPLE
DO AND HOW THEY DO IT
2.1. Introduction
Work in phonetics is in part driven
by the development and
availability of new technologies.
This is very much the case today,
in several ways.
2.1.1. Speech Production. First,
outside of industry there is a
current great enthusiasm for work
on speech production, especially
articulator movements, due to the
X—ray microbeam facility and to
the various magnetometer systems,

ultrasound, and other emerging
possibilities. These devices are
now available primarily in a few .
specialized labs, but
magnetometers and ultrasound may
come to be found in other well-
equipped labs (as are the Selspot
and other movement-tracking
systems). The interest of these

systems is that they provide data
over time which is easily processed
and interpreted, and thus they fit
in with the study of speech
dynamics. I will rely on Professor
Fujimura for more extensive
discussion of this topic.
2.1.2. Databases. Second,
especially outside of academia,
there is a growing use of large
speech databases for work in

acoustic phonetics and speech
recognition. Virtually all industry
phoneticians mention this as an

important factor for the direction
of future work. Such databases, as
a consequence of cheaper
computer memory and faster
access devices, will become more
common outside of industry as
well, and more of them will be
assembled, particularly in Europe.
This development in the
availability of large corpuses of
speech is symbiotic with an
interest in natural, connected,
speech, which I will discuss below:
with carefully annotated
databases, analysis of large
numbers of instances of any kind of
acoustic phonetic event is possible.
Researchers then need not limit
their studies to minimal pairs or
otherwise carefully controlled
wordlists. However, it must be
noted that the databases available
today are not typically based on
natural speech, nor do they span a
range of styles and genres. While
it may be hoped that large speech
databases will in the future
contribute to the study of more
natural speech, much careful
thought is needed to plan databases
for this purpose.
2.1.3. Computers. Third, the
range of acoustic analyses
available outside of the major
research labs is vastly improved.
Ten years ago a DEC FDP-11
computer (standard in linguistics
department phonetics labs)
provided one user at a time access
to not-always-flexible DSP,
acoustic analysis, and synthesis
programs. A spectrograph
provided spectrograms and power
spectra, again to a single user.
The typical phonetics research lab
would have both kinds of machines,
and non-specialist departments
would have just the spectrograph.
Today, these two machines have
merged in function, and any
department or lab acquiring a
"spectrograph" can have easy
access to a wide range of fast
acoustic analysis. But better yet,
personal computers provide other,
even less expensive, means for
acoustic analysis, thus allowing
multiple users and even portable
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labs. It is possible to have an
IBM- or Macintosh-based system
that performs most or all of the
functions of the DEC machine of
ten years ago. Even five years ago
these were not commonly used for
speech work in N. America
(Keating and Anderton [1]), but
now they are being acquired even
by non-specialist departments.
Another factor here is the
availability of several commercial
packages for acoustic analysis for
these machines. One further
change to be expected in this
regard is that the availability of
inexpensive processors and grey-
scale printers will make computer-
generated spectrograms the norm.
This development will feed another
development to be discussed below,
the growth in acoustic phonetic
description. New computers do not
just make the old phonetics lab less
expensive. They also make new

applications available to more

users. In addition to large speech

databases, these include digital

imaging techniques, multi-channel

data collection, articulatory

modelling and synthesis, especially

complex models of the vocal cords

and tongue, and parallel distributed

processing/neural networks.
2.2. Theory-Driven Change

2.2.1. Speech Production. It

seems clear that right now the

most energy and enthusiasm in
academic phonetics, at least, is
focused on speech production

studies, and this situation is likely

to continue for at least a few more
years. The contribution of.
technology to this effort was
already mentioned. Another
contributing factor would appear

to be some waning of interest in

the dominant'approaches to speech

perception from the 1970s. There

are two theoretical driving forces
as well. Some research is based in

a concern for more general

biological properties of movement

and motor coordination (especially

at Haskins Labs). Other research

seeks to provide a full description

of speech, including time-varying

properties. There is relatively



little information at hand about

time-varying properties of

articulation, and this creates a

need for many new studies. The

one problem I see for this area of

research is that it is in conflict

with the goal of moving away from

"laboratory speech", towards the
study of more natural speech, on

which more below.
The theory and techniques

developed as part of a dominant

research trend generally have a

"trickle-down" effect. By this I
mean that work on normal adults is
carried over into the areas of e.g.
speech development and clinical
research. We can expect this to
occur in the present case of speech
production. Thus some responses
to my questionnaire from linguists
trained in speech production
research mentioned these as
promising areas for future work.
There have always, of course, been
speech production studies of
children and clinical populations,
given the fact that many
researchers in speech production
are in Speech and Hearing
departments. In the future,
however, such studies should be
more common. These will
complement the acoustically-
oriented studies of the 1980s.
2.2.2. Speech Perception. The
re marks above on speech
production are not meant to imply
that speech perception has been
abandoned. One trend is to discuss
speech perception in terms of more
general models of the auditory
system; another is to discuss it in
terms of more general models of
psychological category formation.
It seems reasonable to expect that
these two trends will be brought
together in the near future, so that
the physical and psychological
aspects of perception will be given
equal attention. A further topic of
interest is the use of dynamic
information in speech and, more
generally, the perception of
connected speech.
2.2.3. "Real" Speech. There is
growing interest in the acoustic
properties of more natural speech,
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especially in connection with work
in machine and human speech
recognition and text-to—speech
synthesis systems. This interest is
in part a reaction against work on
the perception of isolated segment
contrasts, and analysis of isolated
acoustic characteristics of
nonsense items produced under
controlled laboratory conditions.
It takes several paths. One is the
move away from ideal and
idealized "laboratory speech". This
will be a big area in the next ten
years --acoustic analysis and
perception of casual speech,
connected speech, spontaneous (vs.
read) speech; women and children,
regional dialects -- the full range
of speech styles and voices
encountered by human and
nonhuman speech recognizers. We
might also see more cooperation
between phoneticians and social
scientists as a result.

Another path is interest in
lexical access --going beyond
nonsense syllables and acoustic cue
manipulations to get to the task
that real listeners actually use
speech perception for. Here we
can point to a convergence of

interest between, say, Ken Stevens

and William Marslen—Wilson. l
think that anyone who works on
representational questions will
come to take lexical access more

into account. And this should
contribute to better interaction
between phoneticians and
psychologists or cognitive
scientists.

A third path is interest in the
prosody of connected, fluent
speech. It is always said that

prosody is the great problem facing
natural synthesis, and also that
better use needs to be made of
prosodic information in recognition

work. At the same time, as a
result of developments over the
last 10 years, there are well-

established linguistic theories of
prosodic structure, e.g. in the

"Prosodic Hierarchy" tradition ([4],
[6]), just waiting to be applied to
problems of phrasing and fluent
speech. I see a real opportunity

here that could have as one result

improved academic industry coop-

eration.
At the acoustic end of

research on prosody, an interesting

new development is attention to

the time-varying characteristics of

the voice source as a function of

prosodic structure. Source

characteristics may be seen as yet

another dynamic, coarticulating

property of connected speech,

determined in part by "inherent"

segmental specifications, in part

by prosody, and in part by speaker

characteristics. It seems possible

to me that the same trend might

extend to another global property

of utterances, amplitude:

modeling the combined effects of

respiratory energy, source, and

articulation on this continuous

function could contribute to more

natural speech synthesis.
2.2.4. Phonology. Phonology was

one of the "phonetic sciences" that

the International Congresses were

originally intended to bring

together with core phonetics/
speech science, and while some of

the other "phonetic sciences" are

not so actively represented here

today (e.g. music, sociology),

phonology has always been included

in the Congress. In the early days

(the 19305) phonology meant the

Prague School, and relations

between phonetics and phonology

at the Congresses were apparently

good. Relations declined when the

mantle of phonology passed to

generative phonology. However,

the relation of phonetics and

phonology seems to be cyclic, and

for the past few years we have

largely returned to a period

generally characterized by mutual

interest and cooperation. I feel

confident that this will continue

for at least a while because much

of the new generation of linguists

goes strongly in this direction.

Some of the new work by these

young people is hard to categorize

clearly as "phonetics" or

"phonology", and I take this as a

good thing, generally. (See also [3]

and [5].) There are two overall
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research programs in this area
today. One might be called the
"explanation" program, because its
goal is to find phonetic
explanations for cross—linguistic

phonological patterns -- for
example, for generalizations about

segment inventories. This kind of

research is represented in the

recent special issue of Phonetics.
The other research program might

be called the "grammar" program,
because its goal is to establish the
phonetic structure of individual

utterances in a language and the

general principles that underlie it.

This kind of research is
represented in the recent special

issue ofW-
2.2.5. Cross-Language Research.
There has been a good deal of
cross-language comparative work

recently. Some of this is
concerned with testing
phonological theories of rules or

representations, but much of it

tests aspects of strictly phonetic

theories, such as theories of speech

production. At the same time, the
current funding mechanism for

speech research in Europe (Esprit

projects) seems designed to

encourage cross-language research,

because it encourages

multinational collaboration. This

research is likely to be more

descriptively oriented.
2.2.6. Cognitive Science. In

responses to my survey, no one had

a strong reaction on this topic.

Indeed, phoneticians are generally

not in the core of this research

community, despite their strong

ties to perceptual and cognitive

psychology, which E9. in the core,

and their use of computers,

sometimes seen as a prerequisite

to cognitive science. Why are

phoneticians not active cognitive

scientists? I am not sure, but

perhaps our work, by its nature, is

already so interdisciplinary and has

ties to so many fields that we do

not need to reach out for a broader

forum. Perhaps in the next decade

youngel" phoneticians will do a

better job of making the

connection between phonetics,



especially speech production, and

cognitive science.

2.3. Other Change

2.3.1. Language Description.

There is surprisingly little thorough

phonetic data available on most

languages. Among phoneticians,

linguists have this responsibility;

yet they often work only on

English. However, the increased

availability of good systems for

acoustic analysis should change

this situation somewhat, allowing

descriptive linguists who are not

from major phonetic research

centers to carry out more

instrumental phonetic studies.

Also, the revival of the Mal—of
the [PA as an outlet to publish

descriptive phonetic work will

help. Thus we should see more

basic data, especially acoustic

phonetic data, available on many

of the more "exotic" sound types.
At the same time, the development

of speech databases for certain

major languages e.g. in Europe will

result in more thorough and

comprehensive acoustic phonetic

descriptions of these languages.
Another development is that
portable computers can be used to
digitize and store audio and
physiological signals, and also for
acoustic analysis. Such systems
make it possible to use computers
for instrumental phonetic
fieldwork. But it's not just that
more cross—language work will be
done, and that perhaps we will
build up more comprehensive
acoustic descriptions of certain
languages. It's also that this
descriptive work will be more
sophisticated, in that it will be tied
in more directly with basic
theoretical models and with
analysis—by-modeling. We are
beginning to see more kinds of
acoustic measures being used,
especially applied to less—common
sounds and sound contrasts, in the
way that Ken Stevens, Peter
Ladefoged, and their colleagues
have been doing since the 1960s.
To some extent this change follows
from developments in the acoustic
theory of speech production, and
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its application to a broader range
of cases.

It is also possible that we will
see changes in which languages are
studied by phoneticians. At least
in the U.S., languages of the
Pacific, especially SE Asian
languages, are taking on more
importance, yet these are not
much studied by phoneticians. At
the other extreme, there seems to
be more sensitivity among linguists
generally to the fact that many
indigenous languages are in or near
their last generation of fluent
speakers. Perhaps phoneticians
will play a larger role in preserving
a record of such languages.
2.3.2. Non-Phonetician Users.
Another change I see happening
now is that there are more of what
l will call "users" of phonetic data.
By "users" 1 mean people who learn
how to use certain equipment and
make certain measurements >
without having a more general
interest in phonetics, without first

having general training in

phonetics, and with no long—term

interest in setting up, maintaining,
or perhaps even being affiliated
with, a phonetics lab. The use of

speech data is much more common

among non—phoneticians now than

before, I think. First,
psycholinguists who do not study
speech per se are increasingly
interested in working in an

auditory modality. This means
they use speech signals to create

their experimental stimuli. This is

a striking aspect of the speech lab

set-up at the Max-Planck-lnstitute

for Psycholinguistics, for example.

Second, phonologists and linguists
in language-area specialties seem

ready to rely more on instrumental

data at times where the ear alone,

especially the untrained ear, is not

reliable. For example, it is once

again becoming the norm to see to

traces in essentially phonological
studies of intonation or of tone.
(Use of instrumental data by
phonologists is generally cyclic. A
facilitating factor these days is the
familiarity of personal computers

to non-phoneticians, which makes

the phonetics lab less threatening

than it once might have seemed.)

Third, second language researchers

seem to be increasingly interested

in acoustic analysis as a tool for

contrastive analysis and for

assessment. (This also will

contribute to language description

and to cross-language work.) As a

result, researchers in all of these

areas will want access to phonetics

instrumentation. My impression of

this situation is that laboratory

phonetics is maturing as a

"service" discipline, exactly

parallel to the way that traditional

impressionistic phonetics has

become a service discipline. (1 say

this despite the fact that phonetic

transcription is a theoretical

construct, as Ladefoged has

recently made great efforts to

stress.) The use of phonetics lab

equipment for speech data analysis

or manipulation is a service that

phoneticians offer to other

phonetics "consumers". The good

side of this is that more people get

involved in phonetics, bringing

more data and new issues to the

phonetician's attention. The bad

side of this is that non-

phoneticians will come to think

that this is the whole of

instrumental phonetics. They may

thing that, just like impressionistic

auditory phonetics, instrumental

phonetics is an essentially non-

theoretical discipline where

everything has already been

worked out, and where the only

remaining challenges are

descriptive. They may also think

that qualifications in phonetics

consist mainly of technical

training. Such an impression of

phonetics among non—phoneticians

would not be good for our field.

For example, the best students

would tend not to choose to go into

phonetics.
2.3.3. Historical Phonetics. My

own impression is that there is

renewed interest among younger

phoneticians in the area of sound

change and historical phonetics,

but not yet any unifying themes or

strong theoretical innovations in
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their work. Generally this interest

springs from work in particular

language families or areas. Not

only might we hope for increased
phonetic sophistication in theories

of sound change, but data from

sound change might be expected to

provide test data for general
phonetic theories. -

2.3.4. Funding. It seems clear
that phoneticians able and willing

to work with engineers have a

much better time in the funding

situation. The same obviously

applies to phoneticians interested

in more applied kinds of work. Our

European colleagues benefit

financially from collaborations

with industry, but caution us about

the problems that

arise (lack of freedom to do
basic research, and bureaucratic/
administrative problems). Many

(American) academic respondents

to my questionnaire already

complain that speech technology

seems to be driving the field more .

than they would like. Almost

everyone in academia responding

to my questionnaire thought that

funding considerations were going

to become more important in the

future, that is, that they would

have to choose their topics based

more on considerations of funding

possibilities than they have in the

past.

3. CHANGES [N EMPLOYMENT,

ETC.
3.1. Retirements, Hiring Patterns

Although all the new reports assure

us that academic jobs will be

booming in this decade, and

although there is more hiring going

on in U.S. universities, a

disturbing pattern is that there has

been no increase in long-term jobs

for new phonetics Ph.D.s in

linguistics. Linguists are going to

Speech and Hearing departments

(which seems to be a genuine

growth area for linguists just now),

and to industry. The situation in

Europe, Australia, etc. is also not

especially encouraging, and

essentially jobs are scarce

everywhere. Perhaps we faculty



could help our students by doing
more — or leaning on these very
students to do more! — to
integrate phonetics better into
cognitive science, since that does
seem to be an academic growth_
area. Another strategem is to
convince phonologists in more
departments that they would
benefit from having a phonetician
as a colleague, while also pointing
out that a reasonable phonetics lab
can be started for less money than
might have been expected. The
other thing we can do is to call
more attention to the availability
of absolutely top—rate women and
minority phoneticians; a university
can do well in its affirmative
action programs by expanding in
phonetics.
3.2. What Students Should Be
Studying For the Future
In my questionnaire I asked
respondents to advise current
students on how to prepare for
their futures, including what they
themselves look for in hiring. The
responses were quite revealing, and
can be summarized as follows.
Most important for phoneticians
generally is a solid ground in
acoustic theory and speech
acoustics. Also important are
basic knowledge of experimental
design and statistics and user skills
in acoustic analysis and synthesis.
The more computer experience a
student has, the better, even in
academia; programming in C and in
an Al language are recommended
for industry. Some background in
linguistics is helpful for industry,
and substantial background in
phonology is helpful for academic
lingustics departments. Another
recommendation is experience with
modeling and simulation; it
reinforces knowledge of theory and
demonstrates computer skills.
Finally, students interested in an
industry career should try to
arrange an internship or some
other kind of student job at a
company or industry-related
research center. My hope is that
students can use this report as a
guide in considering possible
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directions for their own research
or future careers. There are many
exciting research questions to
choose from, most of which can be
directed to either academic or
industry careers. The classic
advice, to find an interdisciplinary
niche, remains relevant today for
both academia and industry.
Students should also think about
how theoretical developments from
various areas might translate into
applications, or contribute to
progress in applications-oriented
research. Students should not wait
for industry to realize that their
skills are needed, because they
themselves can help create the
market for those skills.
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RECORDING AND INTERPRETING ARTICULATORY

DATA-- MICROBEAM AND OTHER METHODS

Osamu Fujimura
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ABSTRACT
Keating’s paper “Phonetics in the Next
Ten Years” is discussed with two foci:
(l) instrumentation in speech production
research and (2) the phonetics-phonology
interface. These comments supplement
two recent review articles by the author.
A contributed paper in this conference by
the author and his colleagues provides an
alternative theory of phonetic
implementation.

1. DEVICES FOR SPEECH
PRODUCTION RESEARCH
Upon Keating’s invitation, I shall discuss
instrumentation issues in speech
production research in the coming years
in the context of a new emphasis on
speech dynamics. Obviously I am biased
toward the use of the x-ray microbeam
for speech studies, because I have spent
about 30 years proposing, designing,
implementing and using the system. At
that time, it seemed to be the only feasible
method for observing the dynamics of
speech production with little disturbance
to the subject, in conformity with
appropriate safety considerations. It took
us a long time to make the system widely
available; the U. S. Government
(National Institute of Health)
implemented a special support for the
nationally shared research facility at the
University of Wisconsin (Principal
Investigator: J. H. Abbs) ten years ago.
The system has now started producing
systematically controlled articulatory data.
A wide use of the system in full
operational capacity is now foreseeable.
In the mean time, there are some
discussions of the possibilities of
implementing similar facilities in Europe
and in Japan.
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Recently, two additional devices for
observing tongue movements in speech
have emerged. Both are still in a
developmental stage, but are indeed
promising, and may well be close to
productive research use. I do not believe,
however, that new methods will entirely
replace the x-ray method in the next ten
years. The advantages and disadvantages
of all these methods shall be discussed
below in some detail. My general view is
that speech production research is so
complex and difficult that no single
method fulfills the purpose. Different
approaches, including instrumental,
theoretical, and computational, must be
exploited as much as possible. For
example, despite remarkable progress in
technology, the traditional film analysis of
cineradiographic images of the tongue
contour still provides very useful
information, particularly as a
supplemental means for interpreting
articulatory data obtained otherwise. The
palatographic methods, now
computerized for dynamic observations,
will continue to provide three-
dimensional information which most
other methods cannot provide, at least as
easily. There is much to be done in
devising and combining different
methods of articulatory observation and
measurements. For instance, direct
evaluation of muscle contraction states is
one largely unexplored area.
electromyography being severely limited
in its applicability.

On the other hand, we have already seen
much progress in our understanding of

speech production. As Keau'ng mentions,

research has been progressing quickly

with very important changes of direction.



Whilc research results obtained by the use
of ultrasonic and magnetic devices are
only preliminary at this stage, so too are
those from the microbeam studies,
despite a much longer history. I hope this
will be no longer true in a few years.
Examples of good speech production

research using new observational
methods convince us of the critical
importance of this type of research for
understanding what speech is and how it
is organized.

I. have discussed this issue fairly
extensively in a recently published review
paper [5]. Therefore, I shall only add
some remarks which have come to my
attention since the time I wrote that paper.
It is my understanding at this time that the
magnetic method is particularly promising
as a competitor to the x-ray microbearn.
However, I still remain to be convinced
with regard to its reliability and facility of
use. Schönle’s method [15] is even
commercialized, and I think the device
could have wide application in clinical

and pedagogical areas. Perkell's method
[13] seems to be producing some early
research data. I would not be surprised at
all if the magnetic device, quite possibly
along with the palatographic device which
already has proved remarkably successful
in practical situations [15], becomes
widely used in training deaf children to
speak. However, my information is that,
as a rigorous research tool for exact
measurements of flesh point positions on
the tongue, the system needs substantial
improvement. At the time of the
conference, perhaps, more convincing
demonstrations may be given.

In principle, magnetic methods are
superior to x-ray methods in that they do
not involve any ionizing disturbances to
the human body at all, and that the
interference of metal objects in the mouth
should be less severe. The current
version of Perkell’s system seems to be
using very small coils, equivalent to the

pellets for sampling flesh points on the
tongue, probably at a severe cost of
signal to noise ratio in the position
determination. With regard to the

microbeam, the pellet can be made
smaller, also at some cost of detection

reliability. The gold pellet being used at
the University of Wisconsin facility is
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typically 2.5 mm in diameter. We should
be able to reduce the size and weight
considerably, possibly deviating from the
spherical shape which we use now. The
size issue may sound trivial, but it has
major consequences. For example, if we
reduce the diameter from 2.5mm to
2.0mm, keeping the same shape, the
weight of the pellet is just about halved.
Such a reduction in weight can bring
about a qualitative difference in the
usefulness of the system. In particular,
the force required to retain the pellet in
position will be reduced accordingly, and
the choice of adhesive materials will be
much easier, since the surface area is not
reduced in the same proportion as the
volume or weight. Also, it is quite
possible that we can dispense with the
string attached to each pellet for safety
precautions. The chance of detachment
becomes smaller partly because of less
protrusion of the object embedded on the
tongue surface (also causing less
articulatory disturbance), and also partly
because of the reduced inertia reacting to
large acceleration of the tongue surface.
Probably more importantly, the.chance of
inspiration of a pellet, once detached, will
be reduced substantially when the weight
is reduced, because of the reduced gravity
force relative to surface tension.

Currently, from a subject’s viewpoint, the
most disturbing aspect of the use of
pellets is the string. If we can dispense
with the string entirely, or if we can limit

the use of the string to a short segment of
string attached to the immediate
surrounding area of the tongue surface,

as opposed to the attachment outside the

mouth on the facial skin as we do now,

most of the disturbance will disappear

except when we try to fix the pellet at the

very tip of the tongue. This possibility is

a distinct advantage of the x-ray method
over the magnetic method. The magnetic

method requires not just a retaining
string, but electrically conductive lead
wires due to its very principle (unless a

small radio transmitter with a small

battery together with the coil can be made
comparable in size).

Ultrasonic methods have the distinct

advantage of wide use in general medical

diagnosis with consequent availability of

commercially developed apparatus. The



spatial and temporal resolutions available
by this method, however, seem not qutte
satisfacrory from our research point of
view. The strongest concern I have,
assuming some devoted effort to optimize
details of the apparatus for the specific
purposes of speech research, is the wave
reflection at the boundary between
flesh/water and air. After writing the
review paper mentioned above, I have
communicated with Dr. Stone, who
recently published a new article on tongue
movement [16], discussing some
technical details of her method; I still
maintain the same opinion about this
point. It is inherently difficult for the
ultrasonic method to avoid interference
with the movement of the lower surface
of the mandible, which easily deforms
according to the force applied by the
contacting device, even when a highly
compliant material is used as an
impedance matching medium placed
between the solid and the skin. When the
skin moves, the internal tissue becomes
displaced, resulting in possibly quite
significant distortion of the three
dimensional shape of the tongue surface.
This is particularly difficult in a dynamic
situation, where the transmitter can not
move according to the movement of the
mandible (or even muscle contraction
inside). As I mentioned in my paper, it is
technically possible to avoid this problem
by using a servomechanism in order for
the device to follow exactly the moving
skin with minimal force. Such a method
apparently has been studied by Miiller
and his colleagues many years ago [12] in
lip movement measurement, but I have no
followup information about this
interesting attempt. Servomechanism can
be extremely effective in such devices,
but requires very advanced engineering
involving highly mathematical analyses.
For ultrasonic methods to be reliably
useful for general articulation research,
however, I think it is necessary to resort
to such advanced techniques.

The current method of computer-
controlled x-ray microbeam for pellet
tracking uses an extremely small radiation
dose, thus making it possible to use the
same subject for rather extensive speech
material. As research makes progress,
and the scope of study expands, from the
main focus on robust segmental
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characteristics to more general issues of
speech organization and principles of
speech organization beyond the minimal
scope of segmental concatenation, we
need more and more data, with a great
number of the factors of speech utterance
under control. The data, to a large extent,
must be collected from the same subject;
yet subject-to—subject variation requires
still larger amounts of data obtained from
many subjects. Given more and more
powerful data processing computational
tools in combination with efficient and
hazardless acquisition methods, the
amounts of data we should use are
expanding rapidly. This is probably the
most remarkable change we have seen in
speech production research. Until just
recently, an articulatory study typically
involved one to three speakers’ data for
about 100 seconds worth net total of
speech materials each. Now, with the
microbeam facility, we count on having
several to even twenty speakers, each a
total net (with convenient breaks between
utterances) of typically 1,000 seconds per
speaker in one session. As the data
processingfmtcrpreting methods advance,
using for example neuronetwork and
other AI type processing techniques,
backed up by inexpensive computer
memory, substantially more data can be
effectively used for our studies without
much difficulty. In this context, it is
worthwhile to reexamine the radiation
dose problems, which once appeared
almost completely solved. One approach
is to look at non-ionizing measurement
methods, perhaps even at the cost of high
accuracy of position assessment. There
is, however, still some room for further
improvement in this respect with regard
to the x-ray microbeam method also.

One such innovation, which I have
proposed in connection with the
Wisconsin microbeam project, is the use
of scattered photons within the scheme of
x-ray microbeam. The current method
attempts to capture all the photons being
transmitted through the subject’s tissues
in the area immediately surrounding each
pellet, thus optimizing the use of the
radiation dose by not wasting any useful
photon that comes through to the detector.
The scintillation counter as the photon
detector is almost ideal in capturing
penetrating photons. What about the



photons that do not penetrate, then?
Those are not “useful” photons, from this
point of view, but still cause ionization
within the body. In fact, it is the non-
penetrating photons, rather than the
penetrating photons, that form potential
harm to the body. Fortunately, a large
portion of those photons are absorbed by
the metal pellet. A significant portion of
the photons that hit the pellet, however,
are scattered. Some of these scattered
photons, particularly those with
characteristic energy of the metal used as
the pellet, can be detected and identified
as coming from the pellet. This would
constitute a positive identification of the
location of the pellet, rather than the
current negative method which identifies
the shadow of a pellet. In order to make
use of these photons, we need a
supplemental detector which covers a
large solid angle other than the directly
penetrating direction of the microbeam. I
expect this new method to enhance the
accuracy and reliability of the pellet
identification, further reducing the
necessary dose. An additional advantage
is that with an appropriate choice of pellet
material, interference from metal elements
in the mouth due to dental work will be
eliminated. Particularly if one side of the
mouth is free of gold and other heavy
metals in the useful area of the head
profile, this method may prove critically
helpful for the microbeam method,
retaining its high accuracy and reliability.

2. MODELS 0F PHONETIC
IMPLEMENTATION

Keating, in Section 2.2 of her paper,
discusses theory-related issues,
emphasizing strongly the emerging
importance of speech production studies
in this context. There have been many
discussions and advocations of new
ways of relating phonology to phonetics,
and some insights have been acquired
indicating the future direction of research
in this area. From my point of view,
however. we still are short of any
explicitly formal phonetic theory in
general phonetics. The only complete
(though still vague in many ways) theory
of phonetic implementation is segment
concatenated-smoothing (coarticulation
theory basically since Lindblom,
l9.lO.lll.see also. Fujimura [6]). On
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the other hand, the theory of nonlinear
phonology has declared a basic departure
from the segmentalism of this approach,
but it is still not clear what this departure
means. I suspect this issue will not be
clear until we know exactly what the
alternative, or supplement, to the
coarticulation theory is going to be, or
even could be. Browman and Goldstein
[1,2] have proposed a very interesting
idea, which seems radical enough to
achieve the needed change;
unfortunately, the picture is only
conceptual and remains very vague, and
many difficulties including some apparent
igtelrlnal inconsistencies must be resolved
1..

I have discussed some of these issues in
my recent articles [4,5]. With my
colleagues at OSU, I am currently
engaged in designing a new model of the
phonetic implementation process as a
comprehensive (but rough and tentative)
quantitative model, relating phonological
and other specifications to articulatory
control organization and then to acoustic
signals. A contributed paper in this
conference provides a sketch of this
theory. This model is being used for an
application of the abduction method [8],
to automatically interpret microbeam
pellet data of prosodic control [17,18].
Hopefully, some specific details of the
model can be determined by this
abduction data processing; at the same
time, an empirical validation of the theory
will be provided. Such studies crucially
require a large database of articulatory
recordings from natural utterances from
systematically controlled speech materials
covering a large number of factors, both
phonological and extraphonological.
Hopefully, as Keating suggests, theory-
driven experimental work with extensive
articulatory data, including this approach,
will pave the way to understanding the .
linguistic and paralinguistic organization
of natural speech.
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ABSTRACT
This paper deals selectively with a few

themes which I think will be of

importance. It begins by suggesting that

phonetics shows signs of renewed

identity as a discipline, and arguing that

this has important intellectual

consequences. Section 2 deals briefly

with the relation between phonetics and

phonology, which will continue to

become closer. Section 3 predicts

increasing interest in the principles of

traditional phonetic description as a

consequence of developments elsewhere
in the phonetic sciences. Next, expected

changes in the kind of data which

phonetic research focuses on are dealt
with in section 4. Finally, it is suggested
there will be greater recognition of
phonetics as having a wider purview than
the phonic realisation of language.

l . A DISCIPLINE AGAIN?
One of the major intellectual attractions of

phonetics is its readiness to draw on, and
contribute to, other disciplines. At best,
this gives the phonetician the opportunity
to aspire to be a latter-day “Renaissance
man” -— or woman — a polymath who is at
home in any branch of learning. The
reality of this interdisciplinarity may be a
little less impressive, according to Peter
Ladefoged in his opening address to XIth
International Congress of Phonetic
Sciences in Tallinn [9]: he cited the
camelion-in-reverse behaviour of the
phonetician who, when among specialist
acousticians, professes to be rather more a
kind of psychologist, and when among
psychologists, speaks with greatest
authority on matters of vocal anatomy -
and so on. In the English proverb, “the
jack—of-all-trades is master of none”, but
here I will deal not with problems which .

arise from phoneticians’ incomplete
mastery of other “trades”, but rather with
whether they lack a trade of their own,
and if so, what the consequences are.

One can imagine phonetics lying at the
hub of a wheel, with spokes linking to a
large number of disciplines on the rim -
linguistics, psychology, acoustics,
pedagogy, forensics, and others. The
question then arises as to whether
phonetics constitutes a discipline in its
own right, or whether it is merely an
umbrella term for those parts of other

disciplines which happen to deal with

speech, or perhaps a name for a node

through which information flows between

them — a kind of intellectual telephone

exchange. Such existential doubt among

phoneticians has been promoted on the

one hand by institutional factors — in the

UK at least, a process of absorbing the

independent phonetics departments of the

first half of the century into linguistics, or

other, departments, continues today; and

on the other hand by scientific factors — it

is clear that today’s phonetician is

crucially dependent on collaboration with

those disciplines which develop

technology, and experimental

methodology.

Disciplinary divisions have no intrinsic

merit. Does it matter then if phonetics is
merely a handy label for various

disciplines’ speech work? I think it does.

Viewing phonetics as merely the

intersection of others’ domains can lead to

an abdication of responsibility,

particularly in the discussion of theories
and principles. Phonetics in the recent

past has been characterised by the
borrowing, albeit often profitably, of

theories from elsewhere; and. more -

125



worryingly, perhaps, by a relative lack of
concern with questioning and developing
its own basic principles, which have
changed little in the course of a century.
This latter issueI shall deal with in section
3 below; first, I shall consider briefly th
borrowing of theories. .

In speech production, for instance, the
direction of research through the 19805
was stongly influenced by theories taken
from the field of motor control - Action
Theory and Task Dynamics, for instance
[4,7]. In speechpeception. the concept of
neurophysiological Feature Detectors
stimulated much research from 1971
onwards [l]; and, more recently, the
philosophy of Direct or Ecological
Perception from the visual domain has
been adapted for speech (e.g. [3]).
Perhaps, too, the relative success in
speech technology of general pattern
processing strategies such as Hidden
Markov Modelling, and to a smaller extent
Neural Networks, in tackling the task of
speech recognition will lead increasingly
to their adoption into the phonetician's
conceptual armory. Such borrowing
enriches phonetics; but it has to be asked
whether it perhaps leads to a neglect of
fundamental theoretical development
internal to phonetics.

It could be argued that the Motor Theory
of speech perception [10,11] provides an
instructive alternative model of progress.
The search for explanations to puzzling
phonetic facts about the absence of
invariant acoustic cues to sounds, and to
the non-linear relation of perceived
phonetic categories to acoustic continua,
led to a specifically phonetic hypothesis. I
cite this not as a proponent of the Motor
Theory; nor to argue for the position it
entails that “speech is special". Rather I
see it as evidence that the speech
researcher, the phonetician, who more
than anyone else is the person with the
advantage of an all-round (if imperfect)
View of the different aspects of speech,
can alone contribute a particular kind of
theory, a kind without which the phonetic
sciences would be impoverished.

What has this to do with the next ten
years? .There are signs, I think, of an
mcreasrng self-confidence, and sense of
identity, among phoneticians. The high

level of activity generated by the 1989
IPA Convention in Kiel (of which more in
section 3), the renewed vigour of the
Journal of the International Phonetic
Association (which Pat Keating mentions
in her paper in this session), the devotion
of a wide-ranging theme issue (18/3) of
Journal of Phonetics to the notion of
“phonetic representation”, are just a few
of the indications that phoneticians have
rediscovered a sense of identity, and
realised that they need not aspire merely to
be “a kind of" engineer, psychologist, or
linguist, but that there is an identifiable
core of problems, and solutions, to be
researched which are specifically
“phonetic”.

A consequence of renewed intellectual
identity will be, I hope, that phoneticians
will increasingly seize the initiative in
defining research questions, and
specifying the criteria which answers
must satisfy. -

2. PHONETICS & PHONOLOGY
One of the clearest innovations of the last
decade has been the emergence of
empirical work. which blurs, both
conceptually and methodologically, the
distinction between phonetics and
phonology. A range of such work has
been brought together under the heading
of “Laboratory Phonology" (e.g. [8]).

Some strands remain close in spirit to one
aspect of existing experimental phonetics,
concentrating on testing in the physical
domain the predictions of linguistic
phonological models. Others challenge
traditional notions of phonological
representation: Browman and Goldstein
[2], for instance, propose as phonological
primes the “gestures” of a dynamic
articulatory model. At the same time
phonologists are exploring the value of
replacing the familiar rules and
representations with radical alternatives.
which superficially at least look
susceptible of direct quantitative phonetic
interpretation — for instance Goldsmith
[5]. Who proposes replacing the “metrical
grid” with a “connectionist” model in
which the “activation levels” of syllables
are computed arithmetically from an initial
value and lateral inhibition between
adjacent syllables.
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In one possible view, the interface of
phonetics and phonology is where,
traditionally, discrete, symbolic,
descriptions meet continuous, quantitative
models. There, too, are found a range of
phenomena (such as ooarticulation, micro-
intonation, and incomplete assimilation)
whose status as natural consequences of
physical mechanisms, or linguistically
controlled effects, is ambiguous. This
interface will continue to throw up new
problems, the solutions to which may be
found in radical new types ofmodel.

3 . TRADITIONAL PHONETICS
For all the technological advances of
recent decades, it is clear that traditional
phonetic methodology, based on carefully
trained listening (and looking), will
remain crucially important in the next
decade. This is for two main reasons.
First, because in the great majority of
practical applications of phonetics this is
the only form of analysis available; and
second, because the whole framework of
phonetic classification generally used is
initimately bound up with this
methodology.

The purpose of the 1989 IPA Convention
in Kiel was to review and update the
lntemational Phonetic Alphabet, and
hence the descriptive and classificatory
principles which it embodies. In many
ways the Convention was a great success,
stimulating wide debate both in the year or
so before it and during the actual meeting,
and resulting in a new IPA chart,
incorporating a number of rationalisations
and improvements.

However, it quickly became clear in the
run-up to the Convention that the practical
requirement of achieving a revised chart at
the end of proceedings would override
any desire for extensive debate on the
fundamental principles of phonetic
description. Although as convenor of the
“vowel group” I included in my pre-
convention survey questionnaire items
concerning the principles of vowel
classification [12], by the time of the
Convention it was clear that no—one
wished to embark on a fundamental
review of descriptive principle. The same
was, I think, generally true of the other

gmups, and so the Convention ended up‘
approving a revised chart which is based
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on the same conceptual framework as
prevtous ones.

Of course change for its own sake is not
of value. Phoneticians sometimes look
askance at the rapid succession of
(equivalently) teddy boys, mods, rockers,
hippies, skinheads, punks. and so on
who have battled it out on the streets of
theoretical phonology; and take pride in
the stability of traditional phonetics. But
arguably stability is only to be valued
where it is the outcome of reasoned
evaluation of alternatives. It is far from
clear that such evaluation has taken place
in traditional phonetics.

Recent developments in phonology
should mean that debate over the
conceptual framework behind phonetic
classification can no longer be postponed.
While phonologists argued over features
versus segments, phoneticians could
remain aloof — the IPA framework
implicitly embodies both. While
phonologists fought over the abstractness
of representations, phoneticians could
turn a blind eye — it was merely a matter
of how the IPA categories were used or
misused. But nowadays “non-linear"
phonologists are proclaiming that
phonologically relevant properties do not,
after all, line up in discrete phoneme-sized
segments. This, of course, is not news to
phoneticians. Clumsy notational devices
like [phzeén] pan and [ssozzgl saws have
been used by phoneticians to highlight the
tensions between the phonetic continuum
and a segmentation based on phoneme-
sized slices. But I suspect any serious
qualms phoneticians had about the
segmental principle at the very basis of the
descriptive phonetic framework could be
soothed by the reassuring knowledge that,
ultimately, phoneme-sized chunks were

what phonologists wanted, and, basically,
were what speech was all about.

Not any more. The new phonologies are
breaking away from strict segmentation,
and it is time to ask whether the phoneme-
sized units of IPA phonetic practice have
independent justification, or are only a'by-
product of the phonological world-View
with which the IPA grew up. Maybe the

debate has already begun. Kelly and Local
[6], in examining the data of phonological
analysis, push phonetic notation beyond



its usual limits, and, whilst not actually

replacing segmental impressionistic

phonetic representations and their

interpretations, substantially augment

them with descriptive mechanisms having

domains other than the segment. Iexpect

the next ten years to see a more explicit

examination of the principles of IPA

description in the light of phonological

thinking.

It is not only phonology that has changed
since the inception of the IPA.
Understanding of the physical events of
speech has advanced considerably, much
of the progress being enabled by
technological developments which have
aided the study of speech production and
acoustics. But again, there has been little
explicit consideration of the impact which
this progress might have on the basic
descriptive mechanisms of the IPA. A few
recent minor changes might be indirectly
attributable to technology — for instance,
the readiness of the Kiel Convention to
accept for the first time the need for
symbolisation of “advanced/retracted
tongue root" may have been influenced by
the existence of x-ray evidence to back up
the reality of this dimension. But major
issues, such as the possibility of
developing a new framework for vowel
classification in light of acoustic and
articulatory studies, were clearly too
massive to even be considered in the time
available.

Bloomfield is reported by Twaddell [13]
as stating that “the physical (acoustic)
definition of each phoneme of any given
dialect can be expected to come from the
laboratory within the next decades". The
notion of seeking an acoustic definition of
an abstract phonological unit may be
conceptually flawed (although it still lies
behind a lot of experimental work); but
how about definitions of phonetic
categories? I am of course far too
circumspect to predict that the definition
of the Cardinal Vowels will emerge from
the laboratory in the next ten years; but
with the increasing use of computers not
only in phonetic analysis, but also in
teaching practical phonetics, the
possibility of more quantitative phonetic
reference values will have to be seriously
considered.
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The near future may see the first
revolution in IPA description.
Alternatively, the status quo may
continue. But I think the health of
traditional phonetics depends on active
evaluation of developments elsewhere in
the phonetic sciences.

4. WHAT KIND 0F SPEECH?
Pat Keating, in her paper to this session,
mentions the move away from
“laboratory" speech to more natural data. I
too believe this will be a continuing trend
in the next decade. Part of the reason is
practical — technological advances allow
much larger stretches of speech to be
stored in manipuable form, and liberate
phoneticians from the 2.4 s utterance. But
more important are the theoretical
motivations.

It is not simply, as sometimes implied,
that studying phonetically-explicit citation
forms is misleading in the way that, if one
needed to find out how people drive, it
would be misleading to study the both-
hands-on-thc-wheel, constant-checking-
in-the-mirror style used only by driving-

. test candidates. The problem is more that
studying only laboratory speech provides
a flat view of a phenomenon which has a
third dimension — a dimension of
variation. We need to know how much
speakers can put in to speech (and for this
it may be necessary to push speakers
beyond careful speech to see what they
do, say in noisy situations, to make their
speech super-explicit); but it is equally
important, for the understanding both of
production and perception, to discover the
principles governing what they are
prepared to leave out in less explicit
styles.

5 . WHAT CAN WE TELL?
Given its historical ties to linguistics.
phonetics is often seen as dealing with the
pronunciation of words, or, in a more

sophisticated version, with the phonetic
realisation of grammatical strings. Beyond
that, it is nowadays widely accepted that
related matters of linguistic
“performance”, specifically the production
and perception of utterances, fall centrally
within the scope of phonetics.

But I would argue that phonetics will
increasingly find its identity as the



discipline which deals with the broad
question “what can we tell when a person
speaks?” Thus it is concerned not merely
with the encoding of linguistic
information, but with information about
the speaker (age, sex, health,
psychological state, identity, and so on).

One aspect of this is of particular interest
to me. Because of the increasing
availability of recorded speech samples in
connection with crimes (ranging from
hoax emergency telephone calls to kidnap
and serious fraud) there is a rising
demand for expert opinions on speaker
identity (and also other factors, such as
disputed utterance content and tape
tampering). Many phoneticians are rightly
cautious about the application of phonetic
knowledge to the identification of
individuals, when comparatively little is
known about how far the association of a
speech sample with an individual can be
demonstrated under different conditions,
and when so much is demanded by those
in the forensic arena. However those
demands will be satisfied one way or
another, sometimes by self-appointed
experts who lack the all-round view of the
speech event which a true phonetician
enjoys. Only if phonetics accepts its
responsibility in this area will it be
listened to as the discipline which speaks
with authority on speech in the forensic
context.

6. CONCLUSION
So I hope that the next decade of
phonetics will be characterised by an
increased sense of identity, a wider
acceptance of a broadened scope of the
discipline, the development of specifically
phonetic theories, and greater concern for
the principles underlying the traditional
descriptive core of phonetics. If so,
phonetics should emerge more clearly as
the science of speech. Ten years from
now, we should even, perhaps,
occasionally hear an engineer, a
psychologist, a researcher in motor
control, claiming to be “a kind of
phonetician”.
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ABSTRACT

Technological developments

will continue to have a
strong influence on basic

and applied research in
phonetic sciences. Solutions
that improve performance in
speech technology systems,

so far have contributed
little to our knowledge
about human speech communi-
cation processes. That is
why in the future more
speech perception research
for its own sake will be
required, not just with
speech(-like stimuli) under
controlled laboratory condi-
tions but also with 'real’
speech.

1. INTRODUCTION
In her review for this
conference, about 'Phonetics
in the next ten years',
Keating [2] emphasizes that,
instead of predicting future
research activities, one
generally extrapolates from
present and past situations.
Doing so one can safely say
.that technological develop—
ments will continue to have
a strong influence on basic
and applied research in pho—
netics. Nowadays it is much
easier to analyze many
different aspects of speech,
with the consequence that
more can be measured. This
’more’ is both in terms of
all kinds of speech char-
acteristics, as well as in
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terms of different lan-
guages, speakers, condi-
tions, and styles. However,
measuring more is not neces-
sarily knowing more.
In looking ahead it is wise
to look backward as well, in
order to have a point of
reference for judging prog-
ress in acquiring phonetic
knowledge. Subsequent Inter—
national Congresses of Pho-
netic Sciences (ICPhS) are
good occasions for that
because of their rather
long, four-year, span and
because of their emphasis on
phonetics.
In my short contribution I
would like to emphasize the
need to improve our know-
ledge about the process of
human speech perception. In

the past, speech perceptimi
was a research topic in its
own merit, presently it is
frequently considered back—

ground knowledge or a by—

product of research for

improving automatic speech
recognition, spoken language
understanding, and synthew
sis-by-rule.

2. SPEECH PERCEPTION vs.

SPEECH RECOGNITION
The speech databases, used

to train those speech recog-
nition systems that are
based on neural nets or
hidden markov models.
provide means to acquire a
lot of implicit knowledge.

This knowledge is stored in
network structures and
transition probabilities.
However, most of the time
there is no systematic and
easily-accessible relation
between a certain variable,
such as speaker, speaking
style, speaking rate, phone-
mic or sentence context, and
the parameters of the net-
work. Despite that, the
performance of the most
advanced of these systems is
surprisingly high and their
resistance against various
sources of variation is
steadily improving.
In a way this is unfortu—
nate, since it does not
force researchers to go and
study these relations in
more detail. Instead, speak-
er variability is tackled by
putting a greater variety of
speakers in the training
data, context variability
is solved by introducing
triphone models, rate varia-
tion and duration variation
is handled by self loops,
etc.
The human listener is much
more adaptive to all this
(systematic) variability and
finds ways to normalize.
Although, for the time
being, technical solutions
have been found in the
speech recognition domain,
our knowledge about how
exactly the human listener
acts, has hardly been
improved. The few research—
ers that still adhere to
formalized acoustic-phonetic
knowledge for performing
automatic speech recognition
have been far less success-
ful, again indicating the
complexity of the problem.

3. SPEECH PERCEPTION vs.
SPEECH SYNTHESIS
similar developments can be
signalled in text-to-speech
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synthesis-by-rule [5]. The
topic of ’many speakers' and
'different voice character-
istics' is immediately
shifted aside by choosing
one voice or few voices
only. Local rate changes are
generally not used at all.
Still, many segmental,
supra-segmental, and lin—
guistic features have to be
modelled to make synthetic
speech somewhat acceptable.
Only recently some progress
has been made in modelling
vowel duration [8]. So far
the Klatt rules for American
English, dating back from
the 9th ICPhS in Copenhagen
1979 [3] and before, were
the best available.
Our limited knowledge about
context-specific dynamic
formant changes has not been
improved a lot in the last
ten years, despite the fact
that that knowledge is
indispensable for rule
synthesis in every single
language. A common way to
avoid this deficiency is to
choose larger basic units
such as diphones in which
the nearest-neighbor
transitions are already
incorporated. This means
another missed chance to
improve our knowledge about
how humans produce and
perceive these transitions.
Easier access to large and

ulti-lingual, segmented and

labeled (phonetic, prosodic,

and linguistic), speech
databases, such as becoming

available in the ESPRIT
projects SAM and Polyglot,
will hopefully provide
enough data to give it
another try [1,6]. This
holds not just for the
segmental domain but, for

instance, also for prosody

in order to improve intelli-
gibility and naturalness of
synthetic speech. A better



understanding of how humans
produce and perceive conver-
sational speech, for in-
stance with respect to pho-
netic and linguistic reduc-
tion, stress assignment
(given vs. new information),
and prosodic phrasing, would
also contribute to more
natural synthetic speech.

4. SPEECH PERCEPTION R ITS
OWN SAKE
In my opinion, the next ten
years require a renewed and
growing interest in studying
the basic processes of human
speech perception. Speech
perception of course has
many sides, from perceiving
simple basic speech signal
attributes such as pitch,
duration, and vowel quality,
via dynamic attributes such
as formant transitions, and
aspects of normalization,
segregation, and trade-off,
to word perception and
lexical access. Although the
acoustic analysis and
perception of 'real' speech
might become a fashionable
research topic in the next
decade [2], this should not
prevent us from studying
speech and speech-like
stimuli under controlled
laboratory conditions as
well. For instance, if we
knew better how context-
specific formant transitions
are produced [10] and what
the variable and invariant
components are that deter-
mine their role in speech
perception [4,7,11], then we
would have acquired some
generally—applicable univer-
sal knowledge. This willcertainly contribute also toimproved speech technology
products. However, that
progress might not be
astounding and should not bethe main reason for doing
it. Otherwise, applying
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acquired knowledge is an
excellent way to test
whether it is already
complete and formalized.
Just as ICPhS always had a
rather strong link with
phonology, the link with
psycho-acoustics and
hearing, as well as with
psycho-linguistics was also
apparent in the last few
congresses. These domains
are excellent bases for
studying speech perception
as well [9].
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WHAT PATHOLOGY TELLS US ABOUT LEXICAL ACCESS
IN SPEECH PRODUCTION
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ABSTRACT _
Language deficits which_ result
from brain dama e prowde in-
sights into the naure of normal
speech production and perce tion.
Aphasua data are shown to e of
specific importance in revealing the
s ructure of the mental lexucon, the
manifold representations of each
lexical item, how they interact, and
the processes involved in access.
ing this lexicon during speech
production.

1. INTRODUCTION
- As stated almost thirty years ago
by Bones and Pinson, [4] speech
communication may be Viewed as
a chain of events starting "in the
speaker’s brain (where appro-
priate Instructions, in a form of
impulses along the motor nerves
are sent to the muscles of the voca
organs, the tongue, the lips and
the vocal cords causing move-
ments which in turn produce
speech sound waves. We know a
great deal about the physiological,
articulato , and acoustic aspects
of these 5 ges of s h produc-
tion as a result experimental

honetic research. But we are still
ar from understandin the proc-
esses by which a spea er once he
has arranged his thou hts, "puts
what he wants to ea in o üngusiq
{qm...by selecting erightwords
and phrases to express its mean-
ing, and by placung these words in
ma correct order required by the
grammatical rules of the
anguage..“ (p 3)
- One approach to investigating
this complicated process is to see
If devtant language, such as the
speech of brain damaged aphasic
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atients can rovide insights into
he normal Ingwstic processing

system. . _
- he entry into the area of aphasna
research and brain-mind-cognition
studies was a logical development
of the goal to understand the
nature and form of human linguistic
knowledge and how this system of
knowledge -- the mental grammar
-- is put to use in speech produc-
tion and comprehension. _
- Interest in brain mechanisms
underlying lan ua e and speech

095 back a ou 2000 years.
ristotle’s false view that the _brain

is a cold sponge whose primary
action is to cool the blood was not
shared by the Graeco—Roman
physicians, who, writing in the frfth
century B.C.E., reco nized that the
loss of speech an the loss of
language could be distinguished.
The Hippocratic view was that the
brain is “the messenger to the
understanding" and the organ
whereby "in an especial manner we
a1cquire wisdom and knowledge."

- his recognition of the b. in-
cognition-language relationship
which has endured through the
centuries, led in the early part of
the I9th century to theories of
'localization' suggesting that differ-
ent human abil res and behavtors
are traceable to specific brain
structures. In 1861, in a meeting in
Paris, language was specmcally
related to e eft side of the brain
in a paper presented b Paul Broca
in which he presen ed autopsy
evidence shownng that a localized
(anterior) left hemisphere lesuon
resulted in a loss of abilny to
speak, whereas focal lesuons in



similar parts of the right brain did
not. He managed to convince his
Parisian audience (and most of
neurolo y) that "On arle avec
l’hemisp ere auche“. A
- In 1874, ernlcke 1 ] pointed
out that damage in t e posterior
portion of the left temporal lobe
(now called Wernicke's area) re-
sults in a different form of language
breakdown than that OCCurring
after damage to the frontal cortex
(Broca's area). These different
kinds _of acired language loss -
aphaSIas - continue to be corrobo-
rated.
- Aphasia research by linguists and
phonetimans has been motivated
in part by these findin s that focal
damage to speCitic rain areas
results in the disruption of distinct
cognitive functions as well as
motor and perceptual abilities, and
that the selectiVity appears to be
specific as to the parts of language
which are effected. This Supports a
modular conception of the gram-
mar itself, in which the components
are interactive but independent of
each other, since these compo-
nents as well as the hierarchy of
linguistic units posited by linguists
appear to be just those parts which

can be differentially destroyed or
damaged. Given this fact, the stu
of the kinds of disruption whic
follows localized le5ions, permits

us to investigate. the levels of
representation at different stages in
the memory. _ . _
- Jakobson [5] was the first lingwst
to conduct aphasia research,
following up on the insights of de
Courtenay in 1885 and Saussure
in 1879 who had expressed the
belief that a study of language
pathology could contribute to lin-

uistics. As this symposmm Will
opefully show, their views have

been corroborated Since such
research is contributing1 to our
understandin of both 6 repre-
sentation an the processmg of
language and speech.

2.LEXICON
2. 1. Lexical Selection
- Aphasia research hasbeco‘me
increasingly concerned With leXical
representation and access in the
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attempt to understand 'howthe right
words“ are selected. [see, or
example, 7,9,10] Simultaneously,
current lin Uistic research is being
conducte _on the lexicon and the
morphological component of the
grammar.

2.2. How_ Many Lexicons?
- In trying to understand the
complex problems of lexical selec-
tion and phrase construction in
s [ech production, one question

interest is how the lexicon is
organized, and whether, for
example, content, words (open
class items) are listed separately
from grammatical mo emes
(closed class items) - inf ‘onal
and derivational, free and bound.
AphaSia research ,as well as
speech errors pro uced by nor-
mals) supports the roposal that
these two classes of ormatives are
processed at different levels of
speech production [7, 8]. It is
logical to assume that if this is so,
the two categories of morphemes
are also stored in separate leXi-
cons.
-Thes ech outputofBroca’s and

Wernic e's aphasia patients pro-
Vide some evidence. Broca’s

aphasic speech is characterizedotg
word-finding uses, loss of b.
free and ound grammatical
morphemes, and uite often, dis-
turbed word order, ut with access
to content ’open—class‘ words.
Auditory comprehension for collo-
quial conversation gives the im-

pression of being generally good,
althou h controlledtesting reveals
consi arable impairments. The
term agrammatism is often used
as a term for Broca's aphasia.
- Wernioke's aphaSIa patients, on
the other hand, produce fluent
speech with good intonation and
pronunciation, but With many word
substitutions. (both semantically
similar and dissimilar), .neologisms
as well as honological errors.
They also iow comprehenSion

difficulties. Their utterances while
often semanticallyI empty (given

their difficulties wit major category
morphemes, e.g. nouns, verbs,
adjectives, appear to _be well
formed syntactically With inflection-



al and grammatical morphemes
intact.
- Thus, these two major classes _of
aphasics reveal differential impair-
ment in these two classes of
morphemes. [2] ‚
- Agrammatism and Wernicke’s
'fluent' aphasia are not the onl
types of aphasia which show d' -
ferential processing of lexical and

rammatical mor hemes. The
anguage deficits 0 some patients
after brain injury diagnosed as
having acquired dysleXia primarily
effect reading and writing, leaving
the Spoken language intact. These
subjects also firowde insights _into
normal Speec production Since
lexical access which is im ired for
many of them is involve in spon-
taneous speech as well as in the
reading and writing processes.
- Again we find evidence for the
separation of the lexicon into sub-
leXIcons, one storing major catego-
ry content words and morphemes,
and another where rammatical
formatives are listed. patient of
Newcombe and Marshail [10], for
example. shows differential im-
pairment in reading words in these
two major classes. Errors are
made in reading content words.
With subsntutions of semantically
and/or phonological related
words, but grammatica formatives
can not be accessed at all as
shown in Table 1.

Table 1. Patient an. [10]

Stimulus flgspgnae

WITCH ‘witch’
WHICH 'nol'
BEAN 'uh...soup’
BEEN ’nol'
HOUR ’time‘
OUR ’nol’
EYE ’eyes’
I ’nol’
HYMN ’bible'
HIM a boy? nol’
WOOD 'wood‘
WOULD 'nol’
FOUR ’four’
FOR 'nol'
MOOR ‘fog..misl?‘
MORE ’nol'
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- Dyslexics like G.R. who often
substitute semantically related
words, eg. “prison" for JAIL
appear to bypass any orthographic
to phonological or pronunciation
rules, goin di _to what must
be an o ograp ic sub-lexicon
connected to a semantic sub-
lexicon. The connection between
the semantic and phonological
representations remain, but in
accessing the semantic “address"
a misselection occurs. Thus we
have evidence for the separation of
components even within the major
subcomponent of lexical content
words.
- We find that this readin disrup-
tion problem is parallele inher-
male in the kinds of semanticall
similar word substitutions whic
occur in speech errors, e.g.
’downtown’ for ’uptown', ’wrist' for
'fin er‘, 'behind my face’ for
'be ind my back’.
- Some of the substitutions both in
the reading errors of acquired
dysleXIcs and the speech errors of
normals show phonological similar-
ities between the target and the
substituted word rather than or in
addition to semantic similarities
e.g. 'fluency‘ for ’frequency
‘pro ress’ for ‘practice', ’persecut-
ed’ or ’prosecuted'. Such errors
suggest'the ways in which the
en ries in each sub-lexrcon are
listed _e.g. by semantic feature or
class in the semantic leXicon, by
phonological form in the phonolog-
ical lexicon. Since the number of
phonologically similar substitutions
which share initial word onsets is
Significant, it seems safe to con-
clude that words are listed accord-
in to such onsets. The fact that in
a dition to the onsets, substitu-
tions show other phonological
similarities, eg. of seoments and
number of s tables, 5. ows that
these phono ogical factors play a
role in both the organization and
the access of the lexicon but _the
nature of the organization redoires
further investigation; the listing of
words in the phonological sub-
lexicon according to number of
syllables and onsets for each subset
seems to be a possible starting
point.



- Additional information about the
organization and rocessing of the
IeXicon is row ed by a patient
with whom have worked over the
last number of years, referred to as
Kram and MS in the literature. [7,
9] Kram shows good language
comprehenSion and fluent intelligi-
ble speech production, with greatly
impaired reading and writing abili-
ty. For example, he _will read the
word 'fame‘ as [team] and write it
to dictation as FAM; he can neither
map the orthography onto a
phonolo ical representation in his
mental xicon nor use normal
orth raphic-to-phoneme rules; he
uses is own idiosyncratic rules
instead. Furthermore. he can
understand the meanin of a word
only through its phono OQY; when
he produces nonsense forms, he is
unable to state what the written
form means or even if it is a 'real'
word. if he does read a word
correctly. he understands what it
means; if he reads a homophone
correctly, he cannot determine
which of the ambiguous meanings
is represented by the spelling, as
shown in Table 2.

Table 2. Kram's pronunciation and
comprehension of written
homonyms.

S" l . . ll .

sum sum’some "I‘ve got
some'

can san "don't
know“

for tor/four "I have four
fin ers and
a umb'

pig pig "oink oink'

- Other similar cases are reported
in the Iiterature[11} ‚
—We see again that such deVIant
Ian uage, written as well as
spo en, provides clues as to leXi-
cal representation, structure. and
processing.
-The neologistic jargon produced
by other aphasics also prOVides
information about normal process-
Ing of speech. (1) and (2) are
examples of such utterances:
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E1; the leg vilted from here down
2 This :s_the krebekacks where

the freies get out after the
c uw.

- Note that the nonsense forms are
well formed both phonologically
and morphologically, i.e. appropri-
ately inflected or derived. But some
aphaSics, i.e. the agrammatic
patients _With Broca's aphasia,
.ave particular difficuity with inflec-

ttonal affixes 2,9]; English speak-
ing ‘agramma ics may omit ram-
matical formatives competely;
s akers of other languages, like

ebrew, do not omit bound
morphemes but substitute other
incorrect inflectional morphemes.
This difference was accounted for
by GrodZInsk [9; by an explana-
tion of particu r in erest to those of
us concerned with speech produc-
tion mechanisms. He points out
that vowels in Hebrew are predict-
able. according to inflectional and
derivational morphological rules.
For exam la, the vowel in the word
for a Sing 6 male child is "e“ yeled,
is "a“ for a female child yelda; the
plural for these two sin ular nouns
is yeladim and yela 0!, respec-
tively. Since the roots of Hebrew
words consist only oi consonants,
e.g. /y-l—d/ in the examples given,
agrammatic aphasic Hebrew
s akers would be unable to talk at

i if they omitted the inflectional
and derivational morphemes which
are realized vocalicallyz Thus
these Hebrew speakers instead of
omitting these morphemes, substi-
tute incorrect vowe s in words such
as those above and ems tree-
standin grammatical morphemes.
This s ows the phonetic and
speech ‚ production constraints
which 9x15. . '.
- The aphaSic data which have
been cited show us something

about how a speaker “puts what he
wants to say into linguistic man“

even if the 'wrong‘ words or wrong

inflections are selected, or :f the
right words are distorted. Denes
and Pinson ’s observations can be
extended to cover the roduction
of jargon if one posrts tha aspeaker

must first, prior to articulatory
processes, generate a string of



Phonological units, properly in-
lected accordigg to hrase struc-

tures determin by e grammar,
which string is then mapped onto
the proper motor commands to
move the articulators to produce
sounds.

3.PRODUCTION MODELS
3.1 Lexical Models

-These data from pathological
language and from normal but
deViant (speech error) language
have led to the construction of first
approximation lexrcal models
com sed of phonological, ortho-
grap ic, and semantic sub-Iexr-
cons. [9]. Each entry in each of
the components is connected to its
parallel representation through an
addressing system. When the
connections between the ortho-
gra hic representation of a word
an its phonological representation
is blocked, a speaker is unable to
read the word; when the connec-
tion between the semantic repre-
sentation of a word and its phono-
logical representation is disturbed.
a semantically Similar but incorrect
substitute can be produced, or, as
in the case of iargon aphaSIcs, the
erditire phonology may be disrupt-
e
- The cases of jargon aphasia are
particularly telling; it is seldom that
the inflectional and free standing
grammatical morphemes are
mispronounced again supporting
the notion of a major division into
two lexicons. each. possibly with
its own sub Iexicons.
- Under conditions of pathol y,
access to either lexicon and t e
connections between the sub
leXIcons may be blocked. It must
be the case. then, that these divi-
Sions eXist in the normal lexicon as
well and under certain conditions
which are not clear as yet) partial
locking may occur for normal

speakers.
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FROM CEREBBLLAR DYSARTHRIA TO NORMAL SPEECH PRODUCTION

Michéle GENTIL

INSERM, Paris, France

The purpose of this paper
is to consider what
cerebellar dysarthria

tells us about the

physiological mechanisms
involved in speech, from
EMG patterns of 13

cerebellar patients.
Results are discussed in
terms of cerebellar system

characteristics regulating

speech activity.

1. INTRODUCTION

Careful observations of

humans with lesions of the

cerebellum

or cerebellar pathways

have demonstrated a

variety of motor deficits

including disorders of
voluntary movements.

Lesions affecting the

cerebellar system result

in dysarthric speech.

Acoustic and X—ray

analyses of ataxic

dysarthria have shown that

the movements of speech

lack , precision in

direction, velocity and

extent [1, 3, 4]. A few

studies have described the

pathological kinesiology

of the articulatory organs

- in EMG terms [2,
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of the cerebellar patients
5]. We

assessed the effects of

cerebellar lesions on oro-

motor system for a better

understanding of the

control mechanisms

involved in speech. We

studied EMG patterns

associated with lip and

jaw movements during

speech production for 13

patients with Friedreich

ataxia.

2. METHOD

9 females and 4 males with

a diagnosis of Friedreich

ataxia and 2 normal

subjects (1 female and 1

male ) participated in

this study. The mean age

of patients was 37.6 with

a standard deviation (SD)

of 12.3. Normal subjects

were 25 years old.

Electromyographic signals

were recorded

simultaneously from 5

muscles using hooked wire

electrodes. They were

orbicularis oris superior

(COS), orbicularis oris

inferior (OOI), mentalis

(MENT), depressor labii

inferior (DLI) and

anterior belly of the

digastric (ABD). A11

electrodes were placed on

one side of the subject,

usually the left.



The subjects were required
to :
- Produce the syllable
/ba/ in response to an
auditory signal (10 times)
- Repeat similar
monosyllabic or four-
syllable nonsense
utterances /ba/, /epapap

a/ . Each utterance was
repeated 7 times at 2
speaking rates,
conversational and fast.

The amplified data signals
were simultaneously
recorded on magnetic tape
using an 8-channel
instrumentation recorder
(Euromag model 5423 MP)
and on paper using an 8-
channel recorder (Gould
model ES 1000). The audio
signal from a microphone
LEM was also recorded on
an edge track of the tape,
and on paper.

The data were processed
using a laboratory
computer system including
a Digital Equipment
Corporation PDP 11 / 34
control processor. All of
the data were subjected to
ensemble averaging.

3. RESULTS
3.1 Initiation of muscle
activities
A delay in the initiation
of muscle activities was
observed. The patients
always showed a much
longer interval between an
auditory signal and the
onset of any muscular
activity for the
production of the /b/ in
the syllable /ba/, than
normals. Table 1
summarizes results for 11
patients and 2 normal
subjects. Among other
things, cerebellar lesions
result in hypotonia [3]

This appears us a probable
explanation for the delay
in the initiation of
muscular activities.
3.2 Mean durations of
muscular activities
The mean durations of
muscular activities for
patients with Friedreich
disease always exceeded
those for normals. The
lengthening of muscular
activities for 11 patients
in comparison with normals
is shown in tables 2 (for
/b/) and 3 (for /a/) in
the syllable /ba/ produced
at a conversational
speaking rate. These
results suggest that the
cerebellar system is
involved in the control of
duration parameters of
vocalization.
3.3 Muscular synergia
Muscular synergia can be
gauged from the
performance of alternating
movements. At a
conversational speaking
rate, muscular synergia
was better preserved than

at a fast speaking rate.
In fact, at a
conversational speaking
rate, 5 of 13 patients
showed a normal EMG
pattern similar to that of
the control subject. Fig 1
illustrates this normal
EMG pattern for patient
MD. It is observed the
synchronization of the
MENT, OOI, OOS activities
associated with the
closing movement of lips
on the one hand, and that
of the ABD, DLI activities
associated with the

. opening movement of jaw
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and inferior lip on the
other hand. Moreover, this
pattern reveals
reciprocity between
activity of agonists and
antagonists. The other 8



patient productions at a
conversational speaking
rate were abnormal (fig.
2).
Of 13
could

syllable
utterance /epapapa / 7

times at a relatively fast
speaking rate, the rapid
alternating movements of
articulatory organs

presented too many
difficulties for the other
5. At a fast speaking
rate, no patient produced
a normal EMG pattern. In
other words, the
cerebellar system is
concerned with control of
speech movements requiring
coordination of
synergistic muscle groups.

patients,
produce

only 8
the 4—

4.CONCLUSION
It is known that the
cerebellum is responsible
for the delicate and
precise control of posture
and locomotion [6] but our
knowledge of its real role
in the regulation of
speech movements is still
limited. Extensive studies
are needed to throw light
on control of the vocal
tract exerted by the

cerebellum at multiple
levels, ' including
coordination of orofacial,
velopharyngal, laryngeal

and respiratory activities
in speech production.

nonsense.
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Table 1 - Sumary of mean reaction times z Intervals between an auditory signal and the onset of

the muscular activities for eleven patients and m normal subjects. All values are

in msec.

PATIENTS "9311115

sumzcrs ms nu sc MD xr .111 [D on NR 1111 AG LH m up

14m 255 172 181 254 wo 112 252 144 179 144 55 10

mm
REACTION 0111 550 473 212 141 307 144 327 109 29

mes
005 351 211 196 370 141 212 320 160 58

Table 2 - Mean durations of the muscular activities for the production /b/ in the

syllable lbal. All values are in msec.

sumscrs -----\ ”"5"“ «011114115

auscmcnxrancoouunasm

MENT 334 423 484 510 554 394 280 488 363 ' 495 240

005 269 533 408 550 § 353 304 360 500 § 472 152

§ Data were not available.

Table 3 - Mean durations of the muscular activities for the production /a/ in the

syllable lhal. A11 values are in msec.

PATIENTS - NORMALS

SUBJECTS N4 SC HD CB XF JM ED 00 NR AG LM

ABO 364 § 315 388 390 . 457 266 427 168

0U 246 372 291 276 495 285 348 300 116 412 174

5 This muscular activity was not recorded.
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Figure 1 Averaged integrated EMG.‘ patient MD. Show: a normal pattern during the

production lepapapa/ at a eonvenational speaking rate. Brackets indicate 100 pl’.
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ted EMG: patient AM, shows an abnormal pattern during the
Pi we 2 Avera ed inle ra

8 g g
inditate IOOuV.

production lepapapal at a conversational speaking rate. Brackets
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POSSIBILITIES OF COMPENSATION
IN SPEECH PRODUCTION

Shizuo Hiki

School of Human Sciences. Waseda University
Tokorozawa. 359 Japan

ABSTRACT
Possibilities of compensation

in speech.production are
discussed from viewpoints of
control of speech organs.
realization of acoustical
requirements and role of the
auditory feedback. taking
examples of lip. tongue and jaw
movements for the vowel and
consonant utterances by normal
adults and children and by
hearing—impaired children.

1. ASPECTS OF COMPENSATION
It has been widely noticed by

researchers in their observations
on speech production process that
gestures of phonation and
articulation can be substituted
in various ways in order to
compensate for personal deviation
in speech organs in normal cases,
and especially for their defects
in pathological cases.

In this report. aspects of
the possibilities of compensation
in speech production are
discussed with regard to whether
the control of speech organs is
arbitrary or not, how far the
acoustical requirements are
realized. and what kind of role
the auditory feedback plays.

Examples used here are lip
spreading and rounding. lingual
contact to the palate and muscle
contraction in articulator for
vowels and consonants by normal
adults and children having
different shape and size of the
palates. and by hearing—impaired
children with normal articulator.
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2. ARBITRARY CONTROLS 0F THE LIPS
On the three—dimensional matrix

consisted of axes of the front
and back movements of tongue. the
high and low displacements of the
tongue. and spreading and
rounding of the lips. the five
Japanese vowels [i. e. a. o. u]
can be represented as shown in
the top left of Fig. l. The
characteristic shapes of the
mouth basically correspond to the
second and third axes (bottom
right) rather than to the first
and second axes (bottom left).
In order to coordinate the
configuration and the data of
stroboscopic observation of the
mouth shape [1]. the jaw opening
(displacement of the lower
incisors) and the separation and
width of the lips are also shown
in the bottom right.

As the area of the lip opening
is nearly proportional to the
product of the width and
separation of the lips. they can
be traded each other for keeping
the area required by each kind of
vowel (along the bold linesL

This is an aspect of the
compensation in speech production
in which suitable gesture within
acceptable range for each vowel
has been arbitrary chosen by each
speaker in the development of
articulation.

3. CONSTRAINTS BY PALATE SHAPE
3.1. Difference in Palate Shape

Fig. 2 shows the boundary of
the area of the maximum lingual
contact to the hard palate in the
monosyllabic utterance of [i] in



solid line by two adult subjects
as examples. They were extracted
through the frame-by-frame
inspection of the recorded
electro-palatograms (with sixty—
four electrodes). and drawn on
the photograph of the frontal
view of the plaster cast of the
palate of each subject covered
with the artificial one [2].

The palate of the left subject
was wider and deeper. and the
boundary of the contact for [i]
was closer to the mid-sagittal
plane. while the boundary of the
right subject was near the
lateral edge of the palate.

In this aspect of compensation.

lingual contact has been
involuntary adjusted to peronal
difference of the palate shape
through auditory feedback. in
order to realize the acoustical
requirement for the vowel.

3.2. Growth of Child Palate
Reference lines were drawn on

the horizontal and vertical views
of the plaster casts of the hard
palates of the fifteen adults (M:
male. F: female). thirty children
in the dental stages: IIA. C.
IIIA. B. C and IVA. and two
children (a: boy. b: girl) in
different dental stages. as shown
in the top of Fig. 3. and used
for the measurement of the size
of various parts of the hard
palate [3]. The size and shape
of the hard palate changes
significantly as the subject
grows. as shown in the bottom.
The shape of palate in children
has the characteristic that the
front part is shorter and
shallower compared with that of
an adult. Consequently, the
surface of the tongue tip is apt
to contact a wider area of the
front of the hard palate.

Examples of the area of maximum
lingual contact at the closure of
alveolar flapped [r] are shown in
the left column of Fig. 4. and
alveo-dental plosives [d] in the
right column. The utterance by
one of the child subjects is
shown in the bottom row. while
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that of one of the adult subjects
in the top. In the utterance by
children. the area of maximum
contact at the closure of such
consonants tends to be closer to
the front edge of the hard
palate. compared with the adult
subject. and does not show the
characteristic pattern for each
consonantsas compared with the
adult subject.

In this aspect. constraints by
the palate shape are too strong
to be compensated. even though
those consonants may be
perceptually differenciated each
other by normal children and
acoustical target for each may be
settled in a higher level of
motor control.

4. DEFECTS IN AUDITORY FEEDBACK
Measurement of the formant

frequencies of the five Japanese
vowels uttered by forty-two
hearing-impaired children [4]
showed that the vowel—space
deviated in various way from that
of the normal children. They can
be classified into the following
types: the shape similar to that
of the normal children but the
range of F2 reduced slightly. the
range of F2 reduced and the
pentagonal shape rotated. the
range of F2 also reduced and [a]
and [o] came closer to each
other. the range of F2 reduced
and [i] and [e] came closer to
each other. both Fl and F2 almost
neutralized. and the range of F2
reduced and Fl raised. as shown
in the left of Fig. 5.

The right of Fig. 5 shows the
relation between the change in Fl
and F2 and the movements of the
jm.tmmmam1imintm
normal utterance of the five
Japanese vowels as calculated by
the computer—simulated muscle
contraction model [5]. Also
shown in this figure are the
schematic mid—sagittal sections
of a child's vocal tract during
the normal utterance. By
referring to these figures. the
deviation of the vowel—space of
hearing—impaired children from



those to the normal children can
be explained in terms of the
nature of the imperfection of
articulatory movement.

The reduction of the range of
F2 implies that the forward pull
of the tongue for [i] and [e] and
the backward pull for [o] and [a]
were not sufficient. The
deviation of Fl and F2 of [i]
toward the normal area of [e]
shows that the constriction of
the vocal tract was not narrow
enough. while that of [0] toward
the normal area of [a] suggests
that the protrusion of the lips
for [0] was not sufficient.

Those deviations of the vowel-
space of the hearing-impaired
children having basically normal
articulator were due to the
defects in auditory feedback
which is indispensable for the
compensation in speech
production. Therefore. analysis
on how the vowels were contrasted
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with each other in vowel—space.
along with the considerations on
the range of arbitrary controls
and constraints in articulator
for realization of the acoustical
requirements, will provide a
useful data for the basic nature
of compensation in articulation.
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ANALYSIS OF NORMAL AND PATHOLOGICAL VOCAL FOLD

VIBRATION WITH REFERENCE TO VOICE QUALITY

a. nirose, B. xiritani and a. Imagava

University of Tokyo, Tokyo, Japan.

ABSTRACT

A digital image-recording
system has been developed

to facilitate high—speed
image recording or vocal
fold vibration using a
tele—endoscope combined
with a solid—state image

sensor. The video signals
are A/D converted and
stored in the image memory

together with acoustic
signals. The system
appears to be useful for
the study of the relation-
ship between vocal fold
vibration and voice source
characteristics in normal
and pathological voices.

1. INTRODUCTION

Observation of vocal fold
vibration is highly impor-
tant for a study of the

physiology and pathology of

voice production. The
analysis of vocal fold vi—
bration has generally been
performed by means of an
ultra-high-speed movie

system or a stroboscope.

Although both systems have

provided important data in

the past, direct comparison

between the image data and

the acoustic signal has

often been very difficult.

Recently, we developed a
new method of digitally
imaging vocal fold vibra-
tion using a solid-state
image sensor attached to a
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conventional camera system.
This system is relatively
free from the mechanical

noises and suitable for

simultaneous recordings of

voice signals and image

data. Since the entire

system is compact and easy

to handle, the application

for clinical use is

promising [1, 2, 3].

2. METHOD

In the present system, a

specially designed lateral-

viewing laryngeal tele-

endoscope is attached to a

single-lens reflex camera.

A Mos-type solid-state

image sensor is attached to

the back lid of the camera.

The output video signals

from the image sensor are

fed into an image processor

through a high-speed A/D

converter. Stored images

are then displayed on a CRT

monitor. At present, frame

rates of 2000/sec can be

achieved with 100 x 36

picture elements. Simulta-

neous recordings of the

vocal fold vibration and

the voice signals have been

performed . for normal

subject and pathological

cases with different degree

of hoarseness.
Figure 1 shows a block

diagram of the system. The

image memory has a 2-

megabyte memory and a high-

speed, 8-bit converter. As



image sensor

A/D

sensor
drivmg

unit

VTR
monüor

=> image personal : VTR
memory :‘4 computer

fight
source

Fig. 1 Block diagram of the present system

a light source, a pair of
250 W halogen lamps are
used.

Data recording is made in
the same manner as in still
photography of the larynx.
The larynx is visualized
through a view finder with
the tip of the scope in the
pharynx. The camera
shutter is then released
for data recordings.
During the shutter opening
of approximately 150 msec,
200 to 400 data frames are
stored in the memory.

For the purpose of clini-
cal application, recordings
were made in those cases
with organic changes in the
vocal fold associated with
"rough" quality of voice.

3. RESULTS AND COMMENTS
An application of the

present system for the
analysis of pathological
larynx has proved promis-
ing. Incomplete glottal
closure and asymmetrical or
irregular vibratory pat-
terns were easily identifi-
ed in cases with recurrent
laryngeal nerve paralysis,
vocal fold polyp, polypoid
vocal fold or sulcus
vocalis. Furthermore,
asynchronous movement
patterns were often noted
between the left and right

vocal folds and/or between
the anterior and posterior
parts of the one vocal
fold. It was also confirmed
that, in most cases, patho-
logical vibratory patterns
were accompanied by irregu—
larity in simultaneously
recorded acoustic signals.

In the acoustic wave-
form, these voices show
cycle to cycle variations
in the waveform. However,
in most cases, similar
waveforms tend to recur
cyclically (namely, at
every other cycle, every
third cycle etc.). Cyclic
fluctuations in the pattern
of vocal fold vibration are
rather small and, in some
cases, it is not easy to
identify the pattern of
fluctuation through simple
visual inspection of the
image.

In order to clarify the
pattern of fluctuation in
the movement of the vocal
folds, brightness values at
picture elements (pixels)
along the horizontal scan
line across the selected
part of the glottis were
plotted by the computer and
characteristics of the
successive frames were
analyzed.

Figure 2 shows acoustic
wave forms and brightness
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curves for Case 1, 20-year-

old female with sulcus
vocalis.

In this particular case,
the right vocal fold showed
only a very limited vibra-
tory movement and a com-

plete glottal closure was
not obtained during the
vibratory cycle. The acous-
tic signal shows three dis-
tinct cycles having differ-
ent waveforms where a simi-
lar waveform appears at

every third cycle. In one
cycle, the dip in the
brightness curve which cor-
responds to the glottal

opening is clearly deeper
than that in the other two
cycles. The finding would
indicate that the glottal
opening is larger in that

cycle than in the others.
Figure 3 shows acoustic

waveforms and brightness
curves for Case 2, a 59-

year-old male with cyst of
the left vocal fold.
Observations of the
vibratory pattern disclosed
that the amplitude of
vibration of the left vocal
fold was much smaller than
the right.

In this case, two dis-
tinct periods of strong and
clear excitation and weak,

VOICE SIGNAL

BRIGHTNESS CUR

noisy excitation alternated
with each other resulting
in fluctuation in the wave-
form at every other pitch
period.

Inspection of the bright-
ness curves indicates that
the duration of the closure
period is clearly different
in these two cycles. In one
cycle (cycle A, hereafter),
the closure period is
longer and the excitation
in the speech waveform is
strong. In the other cycle

(cycle B), the closure

period is short and speech
waveform is noisy, suggest-
ing that the glottal
closure is incomplete in
this cycle. In this partic-
ular case, it can also be
noted that there is a
marked asynchrony between

the movements of the anter-
ior and posterior parts of
the glottis. In cycle A,
the anterior part starts to
open immediately after the
posterior part closes,

while in cycle B, the an-
terior part remains closed

until after the posterior

part begins to open. It

can be speculated that this

imbalance between the
anterior and posterior
parts of the glottis is

l—-t

1 lace

%% “it it %% it %
CASE ‘I SULCUS VOCALIS

Fig. 2 A comparison between the acoustic waveform and

the brightness curves for Case 1
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Fig. 3 A comparison between the acoustic waveform
and the brightness curves for Case 2

related to the periodic
fluctuation in the vibra-
tory movement of the vocal
folds.

The procedure for the
recording and analysis of
vocal fold vibration with
the present system is
simple compared to the con-
ventional high-speed film-
ing system. while the sys-
tem is useful for practical
purposes, a few technical
improvements in the sys-
tem’s performance, par-
ticularly in the maximum
frame rate, are still
needed.

For clinical purposes,
however, the present system
has sufficient capability
for the observation of pa-
thological vibratory pat-
terns and is useful as a
practical unit.

It is thus expected that
the present system would
shed a new light for the
understanding of physiolo-
gical as well as pathologi-
cal mechanisms of vocal
fold vibration during voice
production.
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FORMANT FREQUENCIES FOR
INCREMENTALLY VARYING VOCAL TRACT

Hisashi J. Wakita

Panasonic Technologies Inc.
Santa Barbara,

ABSTRACT

This paper concerns the behavior
of the formant frequencies for a dy-
namically varying vocal tract to inves-
tigate the sensitivity of the formant fre-
quencies to different parts of the vo-
cal tract. The sensitivity functions for
diphthongs were obtained by simulat-
ing the varying vocal tract using mea-
sured vocal tract area functions for five
steady-state vowels.

l. INTRODUCTION

A better understanding of the re-
lationships between vocal tract config-
urations and their acoustic character-
istics has always been important not
only in the area of speech production,
but also more recently in the inverse
problem of estimating the vocal tract
shape from acoustic data. Insight into
the dynamics of the vocal tract is ex-
pected to especially contribute to bet-
ter speech synthesis based on articu-
latory models and also is expected to
clarify some of the physiological con-
straints to be imposed on a method for
estimating either vocal tract shapes or
the rrtidsagittal view of the vocal tract
based only on the resonance frequen-
cies of the vocal tract. In some of the
recent studies on static vowels, atten-
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tion has been directed to the clarifica-
tion of the detailed sound production
processes. For instance, some vocal
tract spatial parameters derived from
the distribution of kinetic and poten-
tial energies inside the vocal tract at a
particular resonance mode have been
studied by Pam and others[2] to clarify
the affiliation of formant frequencies
with the particular part of the vocal
tract and also to clarify the sensitiv-
ity of the formant frequencies to local
perturbations in the cross-sectional ar-
eas of the vocal tract. Along this line
of drinking, this paper concerns the be-
havior of the formant frequencies for a
dynamically varying vocal tract. Par-
ticularly, the contribution of different
parts of the vocal tract to increments
in a given formant frequency were in-
vestigated together with the sensitivi-
ties of the formant frequencies to given
parts of the vocal tract.

2. EXPERIMENT

As a preliminary step, the vocal
tract area functions for five Russian
vowels measured by Fant[l] were used
to simulate the five diphthongs which
typically appear in American English.
Each area function was represented
by the concatenation of 34 acoustic
tube sections. In order to compute
the formant frequencies for a dynam-

ically varying vocal tract, the differ-

ence in the areas between two vowels
was linearly interpolated into ten inter-
vals. Between each two time succes-
sive intervals, the formant frequencies
were computed by varying two sec-
tions at a time, from glottis to the lips,
thus resulting in a total of 170 steps
to represent the movement of the vo-
cal tract from one vowel to the other.
In computing the formant frequencies,
a transmission line analog of the vo-
cal tract was simulated on a digital
computer, taking all the energy losses
within the vocal tract and the lip ra-
diation into account[3]. The glottis
was assumed to be closed in this study.
The transfer function of the vocal tract
was computed by sweeping the fre-
quency in two Hertz steps, so that the
first three formant frequencies could
be obtained by peak-picking, with an
accuracy of one Hertz.

As a result of this analysis, a set
of formant frequency increments, F‚-‚- ‚
can be obtained. In this case, AF},-

represents the increment of the i-th
formant frequency affiliated with the
j-th section of the area function. Thus,

the total formant frequency increment
is represented by the sum of all the
AE,’s as given by

N
AF.- = 2 AR,- (1)

i=1
The sensitivity of the formant fre-
quency increment is then defined in
this study as a ratio of the forrnant_
frequency increment to the area incre;
ment of the j-th section given by

5.. _ 1 933
U — K; AAJ'

where Si!” is normalized by the total
sum of the ratios of the formant fre-

(2)

quency increment to the area incre-
ment as given by

N

Ira-=2
J=1

AR,-TA, | (a)
This normalization is made so that the
sensitivity of a section of the vocal
tract will be bounded by zero and one.

3. RESULTS AND DISCUSSION

Fig. l shows the results for the
vowel movements from /a/ to [i] and
from /a/ to In]. The top figures show
the distribution of the area increment
along the vocal tract from the lips to
the glottis. The successive three fig-
ures for each vowel movement are
the sensitivity functions for the first
three formant frequencies. In these
two cases, the sensitivity for the vowel
movement from [a] to /i/ is rather dis-
persed along the vocal tract, whereas
a relatively high localized sensitivity
is observed in the lip and the pharynx
regions for the vowel movement from
/a/ to /u/. The most noticeable fea-
ture of the sensitivity functions among
five vowel movements is that there is a
place in the vocal tract where the area
increment is relatively small and also
the sensitivity experiences a local min-
imum. This is indicated by the small
arrows in the figure. This location cor-
responds roughly to either the 8-th or
9-th section from the lips.

In the midsagittal view of the vocal
tract, this location corresponds roughly
to the boundary between the oral and
pharyngeal cavities. This seeM be
a rather strong physiological constraint
in moving the vocal tract configuration
from one vowel to another. Particu-
larly, when the vocal tract configura-
tion moves from a front vowel to a
back vowel or vice versa, the area in—

157



A’l
CH2 AREA INCIENENT

. an

A-U
o} AREA INCIBHENT

„A LA

"ä

_\/
SENSITIVITY

10 N

t
J V"

-1.0

10 - SENSITIVITY

„gLNVANfi/X/

1° fQ/
0

m
51

0
LIPS GLOTTIS

s, /I.\\

LIPS CLOTTIS
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crement distribution becomes antisym-
metric around this region, to maintain
an approximate constant volume of the
vocal tract.

Fig. 2 shows the vowel movement
from /o/ to [1/ and from /o/ to /u/.
The local minima of the sensitivity
functions are again indicated by the
arrows in the Figure. In the movement
from /o/ to Ii], the lip area is highly
sensitive, whereas in the movement
from /o/ to [u] the pharynx area as well
as the lip area is sensitive.

Fig. 3 shows the vowel move-
ment from [c] to [1]. A similar ten-
dency is also observed in this case, al-
though the local minima of the sen-
sitivity functions are somewhat ob-
scured, due to the absence of an area
increment over a rather broad region
around the boundary between the oral
and pharyngeal cavities. The sensitiv-
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ity is high in the front cavity for this
case.

4. CONCLUSION

The data obtained in this study will
help clarify the relationships between
dynamic vocal tract configurations and
their acoustic correlates. The data will
also be useful first in designing some
speech synthesis rules on the basis of
an articulatory model, second in gain-
ing some insight into compensatory ar-
ticulation, and third in finding some
physiological constraints in the esti-
mation of vocal tract dynamics from
acoustic data.

0 - l 0 ‘ U
cm“ um xncncnenr C’l‘o um “nun“,m - f‘“

‚’\\
x II Ä x ‚J io \_/_\/

SENSITIVITY
50

s,
r

\M’_\/—

50L

L: __.

-l.O

10 SEHSITIVITY

„L JR
\- ft,

so \\ 31

‘ ‚_A "‚/\/\JL?“ ctorrts
o .LIPS ctorns

Fig. 2 Area increments and sensitivity functions for
varying vocal tracts from /o/ to [1/ and from /o/ to /u/.

E-l
c" um Iucunsnr10-

,fig
-l0-

]0[ SENS‘ITIVITY

‘J

/

LIPS arris

Fig. 3 Area increments and sen-
sitivity functions for a varying vocal
tract from /e/ to /i/.

6. REFERENCES

[l]. FANT, G. (1960), “Acoustic theory
of speech production”, The Hague : Mou-
ton & Co.

[2]. FANT, G. and PAULI, S. (1976),
“Spatial characteristics of vocal tract res-
onance modes”, Almqvist & Wiksell Int.
: Speech Comm. Seminar, Fant ed..,
Stockholm, pp. 121-132.
[3]. Wakita, H. and Paul, G. (1978),
"Toward a Better Vocal Tract Model",
Quarterly Progress Status Report, Speech
Transmission Laboratory, Royal Insu-
tute of Technology, Stockholm, Sweden,
Number 1, pp. 9-29.

159



RECENT DEVELOPMENTS IN THE RESEARCH OF
THE STRUCTURE OF VOWEL SYSTEMS
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L.F.M. ten Bosch
Institute of Phonetic Sciences, University of Amsterdam, The

Netherlands

ABSTRACT

The structure of vowel systems is dis-
cussed from the articulatory and acous-
tic point of view. Also, the rela-
tion between acoustic and perceptual
properties of vowels is briefly dealt
with. It is shown that the positions of
monophthongs in a vowel system can
be modelled in several ways by means
of ‘ease of articulation’ and ‘sufl'icient
contrast’. The important models as
found in the literature (e.g. vowel dis
persion, Quanta] Theory) are discussed
in more detail.

1. INTRODUCTION
One of the most important means
of communication between human be
ings, speech, is actually produced by
accurate regulation of the subglottal
air pressure and manipulation of the
shape of the vocal tract. Consonant
and vowel systems in languages are
organized such that specific linguis-
tic as well as phonetic (articulatory
and perceptual constraints are met:
consonants an vowels serve as lin-
guistic units but must be pronounce-
able and sufficiently contrastive at the
same time. In this presentation, we
present an outline of the present the-
cries aiming at a structural description
of vowel systems in relation to articu-
latory models. It is split up into three
sections (2 the relation between artic-
ulation an perception, (3) the bound-
ary of the vowel space, and (4) the in-
ternal structure of vowel systems.

2. RELATION ARTICULATION
- PERCEPTION
For a phonetic description of vowel
systems, one must look for articula-
tory, acoustic and perceptual differ-
ences between vowels that possibly un-
derlie the phonological oppositions be-
tween them. At the phonetic side, we
have to consider (2.1) the articulation-
to-acoustics mapping, and (2.2) per-
ceptual aspects of vowel sounds.
2.1 Articulation-to-acoustics
The computation of acoustic output
from the vocal tract shape and the in-
verse problem, the computation of the
shape from the output, constitute one
of the main topics in speech production
research. Most of the speech produc-
tion models are based upon the source-
filter theory. It has been demonstrated
that speech generated by means of such
models is hardly discriminable from
natural speech ([11]).
The problem, how to relate vocal tract
shape and acoustic output can be tack-
led in different ways: (1) in terms of
electric LC—circuits; historically, this
has been the usual paradigm originat-
ing from transmission engineering. (2)
in terms of the n-tube representation
of the tract. An n-tube is a. tube with
n segments with length l,- and area A,-.
An example of this approach is given
by nomograms [10], and the ‘fibre’-
concept [1, 5, 7]. It is also applied in
the Quanta] Theory ([22, 23]). (3) in
terms of articulatory- ased tract mod-
els. This approach, followed by Mel'-
melstein, Maeda, Lindblom, Sundberg
a.o., is characterized by the choice of
a small subset of ‘higher level’ articu~

160

latory parameters that rule the ‘lower
level’ tube parameters. (4) in terms
of eigenfunctions of the Webster horn
equation. This approach has been
dealt with by [12], and, in a more loose
mathematical way, in the distinctive
regions theory, in [19].
These four approaches are in fact
equivalent, as can be seen by consid-
ering the mathematics involved. How-
ever, all models have different starting

’ points. Mathematically, the filter be-
haviour is fully described by:

where 3(2) and 0(2) denote the z-
transforms of the input and output sig-
nal, respectively, and A(z) the inverse
filter. Ideally, this filter includes ra-
diation, wall losses, etc. Such a point
of view, however, only represents the
technical aspects of the articulation-to-
acoustics relation. It does not yield a
quick insight into the relation between
articulators and acoustic features.
Determination of the tract shape, while
the acoustic output is given, is equiva-
lent to decomposing 0(2) into the fac-
tors S and A. It is because of a pri-
ori assumptions and knowledge about
these factors that such a decomposi-
tion makes sense. Thermal and viscous
losses, wall vibrations and radiation ef-
fects are important when modelling the
articulation-to-acoustics relation in de-
tail. On the other hand, main effects
can clearly be demonstrated by rela-
tivlcily simple tract models ([4, 5, 9,
10 .

An accurate calculation of the acous-
tic output of the tract is numerically
quite involved but essentially straight-
forward. The inverse problem, how-
ever, is much harder to solve. In fact,
up to now, the problem has been dealt
with succesfully in- the case of (sus-
tained) vowels. In the dynamic case,
the dynamic gesture is often reduced
to a sequence of static articulatory po-
sitions.

It is well known that the inverse
problem has no unique solution [1].
The acoustics-to-articulation relation
is ‘one-to-many’. The solution space,
i.e. all vocal tracts producing the same

acoustic output, is said to define a ‘fi-
bre’ in the articulatory space. This fi-
bre concept is well known in the general
mathematical theory of mappings. In
order to specify one unique exemplar
from the fibre, additional constraints
have to be defined. These constraints
may be on the acoustic side (e.g. ad-
ditional constraints on bandwidths), or
on the articulatory side (e.g. minimal-
ity of an articulatory efl'ort function).
2.2 Acoustics and perception.
Apart from the question how tube
shape is related to acoustic output, the
correspondence between acoustic out-
put and perceptual features has also
drawn much attention in the past two
decades. This latter relation is promi-
nent in the discussion ‘on the struc-
ture of vowel systems. Ultimately, the
structure of vowel systems is deter-
mined by linguistic (perceptual) oppo-
sitions between phonemes, and their
(allophonic) realisations are bounded
by physiological constraints. 'It has
been shown that the structure of actual
vowel systems is based upon the prin-
ciple of perceptual contrast ([15, 16];
also [6, 9]). Several approac es have
been suggested in the field of speech
production. In [19] a mode] is pro-
posed in which the first three eigen-
vectors of the Webster horn equation
play a role in the determination of dis-
tinctive regions along the vocal tract.
Due to the accentuation on symme-

' try along the tract and the criticism it
not being able to describe dynamic de-
tails in some CV transients (/da/, /di/,
du/) ([4]), this theory of distinctive re-
gions still seems susceptible for some
improvement. Strictly, the derivation
of the results of [19] is valid in a neigh-
bourhood of the neutral tract only; one
cannot draw conclusions for more de-
viant formant positions.

A theory which dynamically combines
articulatory gestures and acoustic out-
put is put forward in the Quanta] The-
ory (QT, [22, 23]). In its pure form,
this theory states that the articulatory

ositions of which the acoustic output
(in a way) is less sensitive to articular
tory deviations are preferable to other
positions (articulatory plateaus). The
Quanta] Theory predicts, in the case
of vowels, the vowels that are likely

161



be a. member of a vowel system. The
presuppositions of the Quantal Theory,
however, still lead to discussion and
have been questioned by many authors
(cf. Journal of Phonetics, vol. 17),
whereas the results are not convincing
(cf. e.g. [8, 14]). It is generally be-
lieved, however, that the speech signal
inherits ‘quantal’ phonetic properties
as a consequence of non-linearities of
the articulation-to-acoustics mapping
and probably, the categorical percep-
tion of speech sounds. If quantality
exists, it is probably a result of close
approximations of formant frequencies
([2, 14, 21, 23] . In 2], the importance
is stressed of t e di erence between F3
and F2 (instead of the classical F2) as a
classifier between front and back vow-
els. Approximations of formant fre-
quency values are called ‘focal points’;
there is a relation between these focal
points and the notion of ‘plateaus’ in
the Quantal Theory. The cardinal vow-
els correspond to focal points with re-
spect to the F1 and F, (in case of u )
and F3 and F2 in case of /i/ and a/
It may be clear that for a proper the-
ory of the structure of vowel systems,
based upon articulatory, acoustic and
perceptual features of vowels, relations
must be established between very dif-
ferent spaces each with their own met-
ric, any mapping between them intro-
ducing non-linearities. We must relate
the phonological observations of vowel
systems, with the linguistic notion of
opposition as a primary tool, with the
psycho-physical properties of the hu-
man hearing system, with its spectral
integration and masking behaviour. In
this long sequence, we have to simplify
the mappings we encounter on the way
in order to be able to handle all rela-
tionships.

3. BOUNDARY OF THE
VOWEL SPACE
In [17 , the notion of ”possible speech
sound is elaborated. Phonetically, the
set of possible speech sounds is a subset
of the total sound-producing potential
of the vocal tract. From a phonolog-
ical point of view, however, ‘possibil—
ity’ is a function of segmental features
that are relatable to articulatory and
perceptual attributes. Phonologically,
the boundary of the vowel space is de-

termined by the features [low], [back,
round] and [front, spread], correspond-
ing to the cardinal vowels /a , /u/ and
/i/, respectively. Along t e dimen-
sions [height], [backness] and [round-
ing], all other vowels take an interme-
diate position. Since the vowel coor-
dinates on these dimensions are not
uncorrelated [baclg is positively cor-
related with roun ], [low] with [cen-
tral], etc.), t e dimension of the set
of vowels m the phonological 3D space
is somewhere between 2 and 3, rather
than 3. Phonological analyses, how-
ever, are not capable to explain the
actual boundary in the phonetic vowel
space.
By using Maeda’s statistical analyses
of articulatory positions ([18]) it has
been shown ([20]) that the boundary
of the vowel triangle can adequately be
simulated by putting specific lower and
upper bounds to the tube segment ar-
eas. In ‘]5] and [9], this phenomenon
is studie by using the n-tube as artic-
ulatory model. These studies confirm
that articulatory models using the 4-
tube are capable of showing relevant
details of the mapping articulation-to-
acoustics ([4, 5, 9, 10]). In particu-
lar, the boundary of t e vowel space
in the 2D formant space can be de-
scribed in terms of articulatory con-
straints. By examining the contour
lines of opening degree of lossless 4-
tubes, it is shown that the lowness of
vowels is determined by this parameter
[6]. The inverse problem can always be
solved uniquely — in the lossless as well
as in the lossy case — by constraining
the tube shape ([9]) by means of an ar-
ticulatory effort unction, similar to the
one applied in [1].
4. INTERNAL STRUCTURE
OF VOWEL SYSTEMS.
Apart from the question how tube
shape is related to acoustic output,
the correspondence between articula-
tion, acoustic output and perception
has drawn much attention in the past
two decades, particularly in the dis-
cussions on the structure of vowel sys-
tems. This structure may be consid-
ered to be determined by the articu-
latory possibilities and constraints on
the one hand, and the perceptual de-
mands on the other. One of the rules
which vowel systems seem to obey is
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the principle of perceptual contrast.

In [15], such a rule was implemented in
a computational model for the predic-
tion of vowel systems demanding man-
mal perceptual contrast. The maximal
contrast had been established by the
minimization of

izpi (1)
i=1j=| I

where D.)- is the Euclidean distance be-
tween any two vowels i and j in the
perceptual space; N denotes the num-
ber of vowels in the system.
The results of the computation show
among others an abundance of high
(central) vowels for higher values of

. The L&L-model has been further
elaborated in [3], considering a per-
ceptual distance measure based on the
difference between the so-called audi-
tory spectra of any two vowels s and j.
In their paper, B&L adopt two ways
of interpreting the concept of auditory
spectrum: (a) as loudness density pat-
tern, and (b) as auditory filter output. .
The metric of the perceptual measure
is no longer Euclidean as in (1) but gen-
eralized to the Lp-metric.
The computations have again been car-
ried out under the constraint of max-
imal perceptual contrast. The modi-
fications appeared to lead to a reduc-
tion of the number of high vowels for
either interpretation of the auditory
spectrum.
The B&L-approach has also been ap-
plied under the constraint of sufi‘icwnt
contrast in order to compute the best
50 N-vowel systems for some values of
N. The frequency of occurrence has
been Computed for each vowel indepen-
dently and it turned out that there is a
tendency towards more contrast as N
increases.
Both the L&L and the B&L-model do
not take into account the articulation
of vowels. The implementation of a
simple articulatory model like the n-
tube model (where n S 4) already ac-
counts for the most prominent results
obtained for much larger values of n
(cf. [6. 7]). In [6] a method 15 pro—
posed for the prediction of modal N-
vowel systems (i.e. the collection of
most occurrent systems for each N).
The method is based on the assump-

Sao I moo F; (Hz)

5w Ü

F. (m)

moo

300 taco Isao anon F: a“)

F, (

one

Figure 1: Vowel system prediction; (a)
shows the (normalized) modal 6-vowel sys-
tem; (b) shows the predicted system.

tion that modal N-vowel systems (de-
noted as MVSN) are hierarchically or-
dered:

MVSNH = MVSN U NV

where NV is the set of one vowel that
is the most contrastive with all vowels
in MVSN. The boundary of thehdis-
cretized 2D vowel space is determined
by matching to normalized vowel data
([169 ‘Repelling forces’ have been de-

ne in the articulatory space A as well
as in the vowel space F:

dA-(Vn'la) > A/m (2)

d‚(u„u‚) > BM? (3)

where A and B denote constants, and
N the number of vowels. If MVS;
= {a, i, u}, it turns out that the
logarithmic vowel space (especrally up
to N = 6) gives the . best results
(cf. fig. 1). It seems that the unple-
mentation of articulatory constraints is
mainly important for the definition of
the vowel space boundary, although the
constraints may be used to model non-
modal systems that contain more ‘m-
terior’ vowels.
In [7 , a vowel system model is pro-
pose that is based on maximal acous-
tic contrast together with a minimal ar-
ticulatory effort criterion. The vowel
system quality parameter Q is defined
as

Q=D§+S-(DF—1)’
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where DA is the total articulatory sys-
tem effort, D; is the total perceptual
system discrimination, and S a slack
variable as used in optimization prob-
lems (S being a large positive number).
Dp is computed by means of the in-
tervowe] confusion probability between
two vowels

P(91. '12) = exp(—a ' 41’011.02»

where a is a scaling factor. Also this
model, which is more fundamentally
based upon probability arguments, is
able to explain the main properties of
vowel systems.
Vowel system models may be fur-
ther elaborated by implementing sub-
models that describe in a more so-
phisticated manner the non-uniformity
of the articulation-to—acoustics relation
and the perceptual contrast. Studies in
the 3D formant space, performed in [9]
and [21], show the great dependency o
the resulting model systems on varia-
tions in parameters controlling the per-
ceptual distances between vowels.
The paper of [13] suggest a refinement
of the metric used for the measure-
ment of the perceptual contrast be-
tween nearby vowels. One of their
results show that the best metric for
nearby vowels is the 2D Euclidean met-
ric after bark transformation of F1 and
F2. Another important goal is the re-
finement of the overall articulationoto-
acoustics relation. The Quanta] The-
ory (QT; [22, 23]) gives us some qual-
itative ins1ght into the non-uniformity
of this mapping. Although the name
QT is rather misleading as the relation
is continuous, it shows quite clear its
message that the acoustic change per
‘unit’ of articulatory change is nor uni-
form over the entire formant space, nor
isotropic in each point of the space.
As the anisotropy is greater towards
the /u/ and /i/ edge of the vowel
space, QT might help to increase the
goodness-of-fit of vowel system models
with respect to high vowels.
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ABSTRACT
Methods for extracting, analyzing, and

visualizing the time-domain nature of
aperiodicities in the glottal source are
presented. A study of noise in the voice
was conducted using 12 trained singers.
Average Normalized Noise Power
(NNP) was computed as a function of
pitch and volume. The time domain
nature of the noise signal is investigated
and compared to theoretical predictions
from the principles of fluid dynamics.

l. INTRODUCTION
The quasi-periodic oscillations of the

glottis exhibit small period-to-period
deviations in the waveform [8], much of
which is brought about by bursts of noise
in the oscillator itself. This paper
investigates aperiodicities in steady state
sung tones, using new techniques for
extraction, visualization, and
quantification.

2. EXTRACTION TECHNIQUES
To study the aperiodic component of a

quasi-periodic signal, some method must
be used to identify and separate the
periodic and aperiodic components. The
two methods used in this study operate
in the time domain, and yield slightly
different results because of the definition
of periodicity each assumes. The first
involves using a least-squares periodic
predictor to yield an error signal
representing the component of the signal

166

which is not periodic. The second
method uses period similarity processing
[10], with the added improvement of
sine-interpolated sampling rate
conversion [9]. Each period of a steady
state vowel is compared to all others and
resarnpled to yield a least-squares
difference. All such resampled periods
are then averaged as vectors to yield a
prototype period, which contains no
noise component in the limit as the
number of periods approaches infinity.
The prototype is subtracted from each
period to yield the period residuals. This
method has the advantage that the time
domain connection between the signal
and residual periods is preserved. Figure
1 shows the waveforms of a male
singing the vowel /A/ (bug) at 100 1-12.,
the periodic component, and the residual.

ANN/“3°“

CLWWWWK

W
Figure l. Original (top), prototype (periodic).
and amplified residual ofrnale vowel IAI sun; at
100 Hz.

3. VISUALIZATION TECHNIQUES
Period synchronous methods of

analyzing the extracted noise residual



signals were used. The techniques

involve identifying the periods of the

original signal (already accomplished if
extraction is done by the period

similarity method). Identification of the

periods involves detection of some time

domain feature using a method such as

low-pass filtering and zero-crossing

detection. Each detected period yields a

pointer into the time-domain residual

signal. and thus the noise ’periods’ can
be subdivided (into 6 sections for this
study) to inspect the behavior.

In the period-synchronous noise power

analysis method, the noise power (sum

of squares) is computed in each of the

sub-sections. These powers can then be

plotted in three dimensions, with height

representing power, one axis
representing the period number, and one

axis representing the position within the

period. Inspection of this noise period
power surface will show clear ridges and

valleys (running in the direction of the

period number axis) if the signal
contains pulsed noise. The duty cycle

can be deduced from the width of the

ridges and valleys, and the dynamic

range of the noise can be deduced from

the ratio of the heights of the ridges and
valleys. Averaging across the power

surface in the direction of the ridges and

valleys yields an estimate of the average

noise power at particular times within a
typical period. Figure 2 shows the noise

power surface.of the vowel of Figure l.

The placement of the ridges and valleys
shows that noise is more likely to occur

as the glottal folds open and close, and
less likely when the glottis is completely

closed or completely open.
Another analysis technique involves

performing Discrete Fourier Transforms
(DI-Ts) on each of the residual period

subdivisions. Bach DFI‘ can be used to

compute a power spectrum. and the

power spectra corresponding to a
particular period position can be

averaged across all periods, yielding an
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Figure 2. Noise period power surface of rule
vowel IA/ sung at 100 Hz. Opening and closing

phases of the glottis are noted.

estimate of the power spectrum of the

noise at that position within a typical
period. These spectra can be plotted in

3D as intensity (height) versus period

position and frequency. Figure 3 shows

the period spectral surface of the male

vocal tone of Figure 1. The spectral

energy clearly shifis toward higher

frequencies at the instant where the

glottal folds are opening.

Figure 3. Noise period spectral surface ofmle

vowel IN sung at 100 Hz. Opening and closing

phases of the glottis are noted.

4. GLOTTAL FLUID DYNAMICS
The passage of air at sufficient velocity

through an aperture causes turbulent

streaming and noise is generated. The

flow is um when the time varying

aperture is closed. and the turbulence

ceases if the aperture opens sufficiently

or the flow decreases. The basic fluid

dynamic equations quantifying turbulent

jet formation and noise radiation are

expressed in terms of flow and aperture



sizc. The Reynolds number, which is

proportional to flow and inversely

proportional to the radius of the aperture.
indicates the likelihood of turbulence:

Re = (2U) / (n (A 101”)

where U is the volumetric flow and A is

the effective area of the aperture. The

kinematic viscosity of the fluid, 1‘, is

defined as the ratio of the dynamic

viscosity to the density, and is about 0.15

cm2 per second for dry air. Turbulent
streaming is likely if the Reynolds

number is greater than a critical quantity,

Rea“, which is about 1,000 for a

rectangular slit. If turbulence is present,
noise is generated with a power

proportional to V8, or proportional to
(U/A)8 as expressed in terms of volume
flow and area. The center frequency of
the principal peak in the spectnrm of the
turbulent noise is given by:

f= (s V) Id = (s Uni/2) / (2 A312)

where S is the Strouhal number, which is
0.15 for the center frequency of noise
spectral density. Tube resonances affect
the formation of, and power radiated by
turbulent jets. Vortex shedding is a
related but quite different phenomenon
which occurs at sharp edges and
boundaries, producing sound with a
power which depends on lower powers
of the flow~to—area ratio. Hirschberg [3]
gives power relationships of (U/A)4 and
(U/A)6 for turbulent sound radiation in a
tube, and vortex dipole sound radiation
in a tube, respectively.

Figure 4 shows the characteristics of a
typical cycle of oscillation of the glottal
folds. Views a) and b) are drawings of
the superior and cross sectional views of
the glottal folds. Graphs c) and d) show
the effective area and volumetric flow
(flow glottograph). Assuming a
maximum flow of 300 cm3 per second,
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and maximum dimensions of 2.6 mm by
11 mm for the vocal folds, the Reynold’s
number. radiated power, and center

frequency of the radiated noise power
aregraphedase)t)and g)ofFigure4.

.,.... * HEmam-Section ”NR” 1
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d)FlovI

e) Reynolds
Number
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an .‚
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Figure 4. Phases of glottal oscillation, with area,
flow. Reynolds number, radiated noise power,
and noise spectrum center frequency.

The simple analysis of Figure 4

assumes that turbulence is instantly born
when the dimensions and flow quantity
are suitable, and the disturbance dies as
quickly. A more detailed analysis of the
behavior of pulsed turbulence was done
by Kingston [6]. These studies
investigated the effects of turbulent jets
in tubes driven by pulsating sources of
flow. The ratio of normalized pulsation

frequency, Q, to the Reynolds number

was identified as an important measure

of turbulent behavior. 9 is defined by:

Q=r2ruln =2AFo/n

where r is the radius of the tube, A is the
tube cross-sectional area, and F0 is the

frequency of phonation in Hz.
Given the large frequency range of the

singing voice, and allowing for large

deviations in tube cross-sectional area

depending on the vowel, Q can range



from 100 at 50 Hz. in an lul vowel, to

105 at 2000 Hz. in an /a/ vowel.
Three regimes of pulse-turbulence

interaction were observed by Kingston,

corresponding to high, medium, and low

ratios. For low pulsation frequencies (Q

/Re < 0.04), the flow is quasi-steady and

follows the behavior indicated by the

analysis of Figure 4. For high pulsation

frequencies (Q / Re > 0.1), the

turbulence is steady and independent of

flow pulsations. For intermediate

frequencies, the relation between

turbulence and pulsation is complex. and

is characterized by vortex resonance

phenomena.
The average value of the Reynolds

number from Figure 4 is 2750.

Assuming a minimum vocal tract tube

area of 0.15 cm2, the transition region
from pulse—turbulence interaction to

non-interaction lies between 55 and 140

Hz. The maximum Reynolds number is

5860, yielding a transition region

bounded by 120 and 300 Hz. From these

calculations, pulsed turbulence is

possible at phonation frequencies below

200 Hz. Even allowing for large

deviations in the assumed parameters of
flow and glottal area, it is still expected

that low notes sung by bass singers

might exhibit pulses, or perhaps dual

pulses. As simulated by lijima, Miki,

and Nagai [5], periodic vortex shedding

is also expected in the glottal region.

5. NOISE IN SINGER VOICES
Twelve highly trained singers (Bel

Canto) were asked to produce sung tones

at three dynamic levels without vibrato

on the the neutral vowel IA/ across their

entire comfortable singing range.

5.1. Average Noise
Figure 5 shows the average

Normalized Noise Power (NNP) of all

singers as a function of phonation pitch.

The least-squares fit through the points

of an exponential function of the form

kprkz is 59"f'1-2 ,indicatinga

relationship between noise power and

phonation pitch which is close to M.

Normalized Noise
. Power (dB)

Figure 5. Normalized Noise Power (NNP) of the
sung tones of 12 singers, graphed as a function of
phonation pitch.

Given the fluid dynamic predictions
that radiated noise power varies as a high

power of flow. it may seem

contradictory that NNP in singer voices

was largely independent of dynamic
level, and inversely proportional to

frequency. A study of airflow in singer

voices [7] found that flow increases

slightly with both increasing pitch and

loudness, but often airflow decreases in

higher tones. This is also consistent with

the findings of Cavagna and Margaria

[l]. Higher tones are very often

produced with a more ‘pressed’ voice,
and the overall glottal resistance changes

as a result. The nature of noise

production in the glottis is that of a time-

varying process which is dependent on

flow and the area and shape of the

aperture, so it is likely that any increase

in flow is offset by changes in the time-

varying area function. In the falsetto

register there is a direct relationship

between phonation frequency and flow

[4], so there is a likelihood of higher

noise power for increasing frequency in

this range. All of the male test subjects

showed an increase in noise power when

entering the falsetto register, and most of

the falsetto tones exhibited an increase in

noise power with increasing frequency.

5.2. Pulsed Noise

The noise period power surfaces were

1.69



calculated for all singers, and averages
were taken across the data at six points
within the glottal cycle. Figure 6 shows
the average noise characteristic curve of
the lowest bass tone and the highest
soprano tone. The dual pulse nature of
the low bass tone is consistent with the
predictions of the fluid dynamic
analysis. The single pulse nature of two
of the soprano tones is consistent with
the typical glottal oscillation of soprano
voices, in that the glottal folds do not
close entirely. This is easily seen by the
fact that the principal peak in the noise
curve occurs when the glottal folds are in
the ‘closed’ position.

All bass subjects exhibited dual pulse
behavior in the low register, and on
some tones in the high register. The alto
and tenor subjects exhibited a shift from
dual pulse at the low register to single
pulse noise behavior in the high register.
The Noise Dynamic Range (NDR),
defined as the ratio of the highest noise
power sample to the lowest, decreased
weakly with pitch from about 10 dB in
the lowest tones to l dB in the highest.
No clear behavior as related to dynamic
level was evident in any of the voices
studied.

NNP ..5,” 90 n:

400 i

use i

SEÄTWA
mental “thin Period
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Figure 6. Normalized Noise Power (NNP) as
function of period position for lowest bass and
highest soprano tones, for three dynamic levels.
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THE MEASUREMENT OF THE ACOUSTIC TRANSFER FUNCTION
AND THE AREA FUNCTION OF THE VOCAL TRACT : METHODS

AND LIMITATIONS
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ABSTRACT
In order to gain a greater insight into
speech production phenomena, a
better knowledge of both vocal tract
acoustic transfer function and area
function is needed. In these two kinds
of investigation, many techniques can
be used. We are going to analyse the
different methods allowing us to
obtain the correct results and their
limits.

1. MEASUREMENTS OF VOCAL
TRACT TRANSFER FUNCTION

Classical techniques for direct
investigation of the acoustic
characteristics of the vocal tract are
based on the transcutaneous excitation
of the tract near the glottis. The first
measurements have been reported by
Van den Berg [3]. Fant [10] later
adopted a similar method. Well know
results have been given by Fujimura &
Lindquist [12] and this improved
method ' is called sweep-tone
measurement. In these different
experiments, they used a pure tone
signal swept in frequency as excitation.
The source can be a small loudspeaker
or a high-quality moving-coil-type
electromagnetic transducer. In a
session of data acquisition, a
microphone picked out the sound at
the mouth opening. The subject held
the intended articulation as constant as
possible during sweeping. A sweeping
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from 100 to S 000 Hz took about 8,5 s.

The major advantage of this method is
the continuous frequency response
curves that can be obtained. But three
main disadvantages remain :
- The complex and particular

experimental set up.
- A too long measurement time.
- No phonation is allowed during the

process, but auditory feedback may
be necessary for precise articulation
configuration.

In order to resolve some of these

problems, an improved method has

been proposed by Castelli & Badin [5]
[6] : the vocal tract was excited with
white noise, which allows for auditory
control. The output signal picked up

by the microphone is directly sent to
headphones : thus the subject can
"hear" the configuration he is

articulating. The signal is at the same
time digitally recorded and further

processed by averaging FFT spectra

over a long period of time to produce
good transfer functions. But, the time

measurement is still too big (around

10 s) and no phonation is possible.

A last improvement is proposed by

Djeradi et al [9]. A technique

developped earlier for acoustic room

characterization has been adapted.

The method is based on the impulse

response of the vocal tract when it is

excited throught the skin near the
larynx. It is very difficult to produce a



good impulse for excitation, so we use
a pseudo-random sequence as input
signal. The computation of the cross-
correlation between the excitation and
the output signal allows us phonation
during the measurment process. The
transfer function is obtained directly
through the FFT of crosscorrelation.
Finally, the measurement time is as
small as about 100 ms, and the
frequency resolution on the final result
is of 10 Hz. As shown on figure 1, we
can measure the transfer function with
closed glottis condition and in
phonation condition. With this
method, we can consider measurement
of the transfer function when the vocal
tract is slowly moving, for example
during vowel-vowel transition.

In conclusion, it is clear we can now
measure the transfer function of the
vocal tract with the following features :
- measurement time : about 100 ms
- accuracy in the frequency domain :

about 10 Hz
- feasable measurement during

phonation
- possibility to follow the variation of

the transfer function during slow
transitions

2. MEASUREMENTS OF THE AREA
FUNCTION

The determination of articulatory
parameters such as area functions or
other representations of vocal tract
shape is a long standing problem in
speech research. This problem can be
viewed accordingly in two ways : 1/ By
direct measurement of the area using
cineradiography, magnetic resonance
imaging, ultrasonic scan, or X-ray
microbeam. 2/ as an inverse problem
from natural signal or output signal of
external excitation. We are going to
recall these different techniques and
their limitations.
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2.1. Direct measurement of vocal
tract area

- X-ray photography an
cineradiograph.

The first X-ray studies took place
around 1925-1930. But the first well
know were those from a Russian made
by Pam in 1951. We obtained a mid-
lateral saggital view of the vocal
cavity. From the photography, we must
first draw the outline of the vocal tract
and after using a grid for example, we
can measure the saggital distance of
each cross section in order to define
the centre line and the length of the
vocal tract. Many errors occur during
the processing of this kind of date :
- The boundary of the vocal tract is

not always easy to define, in
particular near the larynx.

- The choice of the method of
outline to cross section magnitude
conversion may give different
values, especially on the total
length of the vocal tract.

But a last operation must be done :
the saggital distance - area cross -
section conversion. Indeed the cross
section shape of the vocal tract is very
different according to position along
the centre-line and even with the
value of saggital distance. Usually, we
use the Heinz & Stevens models
where A = ad“. Computed
tomography allowed us to obtain data
of these cross-section shapes and a set
of coefficients a and B were
determined for several specific regions
in the vocal tract [31]. Considering all
the difficulties of this method, X-ray
measurement, now improved with the
cineradiographic records, gives very
good information about the size and

- the shape of the vocal tract [17] [1]
[4]. However, its use is restricted by
the great deal of time and tedious
work of processing involved.



Magnetic Resonance Imaging (MRI)

[11] is a technique which allows the

same kind of study as the X-ray
method. Contrary to X-ray imaging,

there are no severe problems owing to

dosage limitations, but, for the

moment, relatively long acquisition

time make it impossible to investigate

many speech sounds.

X-ray microbeam and ultrasonic scan

often allow only the definition of a

part of the vocal tract, usually the

dorsal surface of the tongue [30] [26]

[41].

2.2. Estimation of the area function

from the speech signal

Considering that it is difficult to obtain
the cross-sectional area function of the

vocal tract from direct measurements,

many researchers have tried to
estimate it from acoustic data.

The first investigations were based on
the inverse problem : determination of

the vocal tract shape from transfer

function or formant frequencies [32]

[18] [20] [13] [2] [29]. But, as recalled
by Mermelstein, Schroeder, Heinz and

Sondhi [35], it is well known that the
transfer function of a lossless vocal

tract (much less that of a tract with
loss) does not uniquely specify it’s area
function. An alternative is to try to
resolve the non uniqueness by
imposing "reasonable" constraints on
the tongue and other articulators. But

nothing allows us to judge if the result

is the actual area function and not just
any function which will produce the
same sound.

Another approach was proposed,
notably Wakita, Nakajima et al [44]
[45] [46] [27], who estimated area
functions from speech signals. The
method is based on linear prediction
analysis. If corrections on formant

frequencies and bandwiths are made
in order to compensate for the
differences in boundary conditions and
losses between the linear prediction
model and actual speech production,
reasonably results are obtained.
Several problems remain in both of

these approaches :
- the area function can be

determined only to within an
unknown factor,

- the vocal tract length is not directly
available from the speech signal or
the transfer function.

Wakita, Paige and Kirlin [28] [19]
proposed algorithms to estimate this
length and the various estimators give
an accuracy of better 5 %. The
approach which seems the most

promising was proposed first by P.
Mermelstein, and consists of

considering the impedance function of

the vocal tract measured at the lips. It

has been shown that this characteristic
allows the definition of a unique
relation between the input impedance

at the lips and the cross-section area

function of the vocal tract. Sondhi has

studied different aspects of the

determination of area function [36]

[37] [38] [39] [43] in depth. He shows

that under plane wave approximation

for a lossless vocal tract, as well as for

tracts with certain types of distributed

losses, we can reconstruct the area

function with good concordance

between calculated results and actual

shape. Furthermore, J.P. Lefévre, R.

Descout, et a1 [8] [42] [22] used
measurements at the lips of response

to an impulse acoustic pressure wave

for determining the vocal tract area
function. This area function was

obtained either by deconvolution, or

by successive approximations of a

modeled vocal tract, the search being

made for the constrictions by

decreasing order. In all cases, 20 to 40

measurements per second can be
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obtained.

In order to both improve the accuracy
of the reconstructed area function and
increase the frequency of
measurement, P. Milenkovic [24] [25]
has proposed a novel aspect of the
procedure based on acoustic pulse
reflection of an excitation at the lips.
The results show that the period can
beasshortasSrnsbutonlyif
articulatory is not too big.

These methods should be improved in
different ways but two constraints
remain: 1/ all of these need an
impedance tube which is "connected"
to the lips by a flexible coupling.
There is bound to be some kind of
unnaturalness in the articulatory
movements. 2/ all the measurements
must be made without phonation. This
point could be neglected in the case of
vocalic configurations, but it is very
important for the acoustic
characteristics of sounds like fricatives.

3. CONCLUSION

Different methods used for measuring
the acoustic transfer function give
accurate results. The determination of
area functions is more difficult. Here
different techniques are used and
these give natural and verifiable
results, using the driving point impulse
response. Furthermore, much current
research aims to obtain the area
functions from the speech signal in
order to achieve an efficient coding for
transmission [21] [33] [34] and neural
networks should also offer a new line
of investigation [40].

Two ways should be explored (or
continued) for increasing the quality of
results : 1/ a better time model of the
vocal tract, 2/ a mixed-method
allowing the simultaneous
measurement of transfer function and

area function. Each of these studies
have a specific applimfion, firstly
when we use a speech signal as input,
and secondly when we use a synthetic
external excitation.
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ESTIMATION OF VOCAL TRACT SHAPE
USING NEURAL NETWORKS

K.Shirai, T.Kobayashi and M.Yagyu‘

Waseda University, Tokyo, JAPAN
‘ Hosei University, Tokyo, JAPAN

ABSTRACT

This paper discusses an application of

neural networks (NN) to the problem of

estimating a vocal tract shape from speech
waves.

The experimental results show that the

difference in estimated articulatory param-

eter values between the conventional method
(MM) and NN is only 3 % of value range
on average. For a few data, big differences
arise between MM and NN, but this is due

to mis-estimation in MM rather than NN.
The percentage of mis-estimates in NN is
less than 70 % of MM. By introducing re-
current nodes, the value is reduced to be

50 %. In this case, the spectral error is

improved by 5 % .

1. INTRODUCTION

Coarticulation compensation and speaker

adaptation, which are two major (liflicul-
ties in speech recognition, might be consid-
ered most clearly and fundamentally from.
the view point of the speech production
mechanism. On the basis of this idea, the

model matching (MM) method was pro-
posed to extract articulatory parameters,

which represent a vocal tract shape, from
speech waves [1] and the estimated param-
eters were used for speech recognition [2,3,4]
These parameters are effective for the above

two problems but the conventional estima-

tion method has some problems: one is cal-
culation cost and the other is instability
of estimation. Since this method is con-
structed on the basis ofhill climbing meth-
ods, it requires many iterations to converge
and sometimes finds only local minimum.

For a speech recognition system, a faster
and more stable estimation method is (le-
sired. To prove these problems, we are
trying to apply neural networks. In the

previous papers. we tried to utilize a sim-

ple fourvlayer feed-forward neural network
[6,7]. In this paper, we apply a recurrent
neural network to the problem.

2. ARTICULATORY MODEL

The total configuration of the mod"
and the characteristics of the articulator
parameters are shown in Fig.1 and Tab.
1.

The first five parameters (X71, X1:
X1, XL, X0) determine the shape of th
oral and pharyngeal cavity, and the nasa
ization parameter 'XN describes the cross
sectional area of the velopharyngeal part

Palate

P
ha

ry
nx

Direction ol
tunuuu movement

_ (.15;
Glottis _ .

- F1g.l Articulatory model.

Table l Qualitative characteristics
of the articulatory parameters.

parameter organ + —

X71 tongue back front
X“ tongue high low

XJ jaw open close '
X1, lip rounded unrounded

Xa glottis open closed
XN velum open closed

"177



3. MODEL MATCHING METHOD

The acoustic feature of speech waves
(y) which are generated by the model (I)
can be expressed by a nonlinear function
of the articulatory parameters (y = h(:r:)).
Therefore, the estimation problem is to solve
a nonlinear function. The conventional tech—
nique for this problem is a nonlinear opti-
mization method called the model match
ing method(MM). In this method. model
parameters are iteratively changed to op-
timize a certain criterion function.

Let y, be acoustic parameters measured
from the speech wave after glottal and ra-
diation characteristics are removed. Then,
the estimate z of the articulatory parame-
ters is obtained so as to minimize the fol-
lowing cost function.

J(z) =(y‚ - ’I(='))'P(.'I. - ’41))
+ :‘Q: + (r — worm: — a.)

where P,Q, and If are the weight ma-
trix, and In is the estimate at the previous
frame. This problem is solved by the fol-
lowing iterative form

_ . .i l ‚i _1

t'“ =z'+A(al(;:) Fag: ) +Q+R)

3110.-" )‘
(—3? Po. - hm) — Qr‘ — Ru" — 10))

4. ESTIMATION OF ARTICULA-
TORY PARAMETERS USING NEU-
RAL NETWORK

In our experiment, a four-layer feed-
forward network and a four-layer recurrent
network are adopted. Figure ‘2 shows the
architecture of the. recurrent network.

Weight coefficients are determined as
follows: Firstly, vowels are selected from
training dataset. Then, using MM, artic-
ulatory parameters are estimated for all
frames in these data (including glides). 12th
order LPC cepstral coefficients are also cal-
culated for the same data and cepstrum -
articulatory parameter pairs are prepared.
Finally, applying backpropagation to these
data pairs, the weights of the network are
determined.

All vowel frames ofphone balanced 216
tokens in the ATR. word database( speaker
ID: MAU) except data whose articulatory
parameters are different from average esti-
mate of corresponding vowel by more than
20 in mahalanobis distance measure are
used for the training.
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To estimate articulatory parameters from
speech waves, cepstral coefficients are cal-
culated by LPC analysis, and then, these
data are input to the neural network.

5. EXPERIMENT

The evaluation test is performed using
the vowel data in 5200 tokens in the ATR
word database.

Table '2 shows the difference in esti-
mated articulatory parametcr values be-
tween MM and NN/RNN.

The difference is only 0.1 on average
(3 % of value range). It can be seen that
the neural networks work well to estimate
articulatory parameters.

Figure 3 shows the estimated articu-
latory parameters and spectra. The solid
line denotes the articulatory parameters ob-
tained by MM and the dashed line denotes
that by NN. Data is /niou/.

Articulatory parameter (output) (Node number)

O (4)

........ (43)

........ (24)

(12)..... OO

Ce strum (in ut)
p P _ . :Recurrentnode

Fig.2 Structure of the neural network
for the articulatory parameter
estimation.

\
Table 2 Average and standard deviation

of estimation error.

'I‘raning data Test data
average std.dev. average std.dev

NN 0.08 0.12 0.11 0.13
RNN 0.08 0.12 0.13 0.14

[4.5.1.5] )( value range
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Fig.3 Movements of articulatory parameters obtained by the model matching
method ( ) and the neural network ( ).

In the part of /ou/, articulatory pa-
rameters estimated with NN is almost equal
to that estimated with MM. As for /i/, the
big difference can be seen between MM and
NN. The contour of the spectra (formant
structure etc.) obtained by NN is more
similar to the real one than that by MM.
Parameters (X11 ‚X12. XJ, XL) should be
(front, high, close, unrounded) in /i/ sound.
The estimated articulatory parameters us-
ing NN satisfy this term but those by MM
do not. Estimated articulatory parameters
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using NN can be regarded as more appro-
priate for /i/.

As we can see in this example, big dif-
ferences arise between MM and NN for a
few data. Howeverfthis result doefio‘t'
mean the mis-estimation in NN.

Table 3 shows the distribution of the
estimated articulatory parameters. The val-

ues in the table denote the relative frequen-
cies of the distances from the average esti-
mate of each vowel.

The distribution of the articulatory pa-



Table 3 Relative frequency of
distance from average estimate.

Method Relative frequency [‘70]

25 S d < 30 36 S d

MM 0.7l 0.55

NN 0.50 0.38

RNN 0.57 0.?!)

d : Mahalanobis distance

rameters obtained by NN is more compact
than that obtained by MM. Since the data
far from average estimate can be consid-
ered as mis-estimates. above result suggests
the stability of NN in articulatory param-
eter estimation problem.

In this case, the percentage of estimates
whose mahalanobis distance from the av-
erage estimate for each phoneme is greater
than 36 in NN is less than 70 % of MM. By
introducing the recurrent nodes, the value
is reduced to be 50 %.

Table 4 shows the average distances
between real spectra (obtained by LPC anal-
ysis of the speech wave) and model spec-
tra (obtained from the vocal tract transfer
functions determined with estimated artic-
ulatory parameters). NN is about 30 %
worse than MM in this measure. \Vhen
recurrent nodes are used. the value is im-
proved by 5 %.

Table 4 Average spectral difference.

Method 'D‘aining data Test data

MM 0.65 0.71
NN 0.87 0.9.1
RNN 0.79 0.89

Thus, it IS proved that the NN method
is not suitable for the strict articulatory
parameter estimation but has little risk of
making serious errors. Moreover, this ac-
curacy and stability are improved when re-
current nodes are introduced. This little
risk is due to the characteristics of neu-
ral networks as associative memories. The
strong constraints among articulatory pa-
rameters are embedded in the network struc-
ture on the training process. So the un-
natural combination of parameters can be
automatically excluded.

6. CONCLUSION

A recurrent network is successfully ap-
plied to the articulatory parameter estima-
tion problem.

By using the recurrent network. the
stability and accuracy of estimation are im-
proved.
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ABSTRACT
This paper discusses modeling of the
transformation from a linguistic-like in-
put to a sound output in speech produc-
tion. Such modeling can serve: 1) to
formalize the expression of theoretical
overviews and 2) as organizing frame—
works for focussed programs of experi-
mentation. As an example, a “task dy-
namic" production model is cited. The
model incorporates underlying phono-
logical primitives that consist of
"abstract articulatory gestures", and it
has been used in an initial attempt to in-
terpret the relation between phonologi-
cally—based hypotheses and experimental
data. Several issues that arise in such
work are discussed, and suggestions are
made for an alternative modeling ap-
proach.

1. INTRODUCTION
The fundamental motivation of produc-
tion modeling is to account for the trans—
formation that takes place from an un-
derlying discrete linguistic representation
through articulatory movements to a
sound output. Global models attempt to
account for most of or all of the trans-
formation [cf. 6,30], and more detailed
models attempt to account for specific
parts of the transformation, such as
sound production [cf. 37,8,32,15] or ar—
trculatory-to-acoustic relations (via area
functions) [7,10,22]. Some other mod-
ehng work can be considered somehow
to span these two categories [cf.
31,33,35,21].
In this paper I will focus on the contri-
bution of global modeling to a basic un-
derstanding of the overall speech pro-
ductron process. In this kind of model,
drscrete linguistic representations of ut-

terances serve as inputs to a controller
which operates on a peripheral apparatus
(in control theory terminology, a
“plant') which produces sound. If
global modeling is to inform us eventu—
ally about the nature of the actual input
and control mechanisms for speech pro—
duction, presumably it must incorporate
an accurate model of the plant. Thus, in
the long run, global models should in-
clude specific information about relevant
aspects of production such as anatomy,
biomechanics, aerodynamics, sound
generation and articulatory-to-acoustic
relations, all of which exert constraints
on_ the role of the controller. One of the
pornts of this paper will be that global
production modeling should also con-
srder interactions between production
and perception (and lexical access), be—
cause perceptual mechanisms also have
an influence on the control of speech
production (and on sound patterns of
languages).
At this point, however, not enough is
known about the properties of peripheral
production mechanisms and perceptual
constraints to account for them compre-
hensrvely in a global production model.
As a result, the peripheral components
of such a model have to be represented
mostly by abstractions that cannot be
related directly to important constraints
on speech production, and its input and
controller cannot realisticall represent
hypotheses about the actual cm of the
underlying input and control mecha-
nrsms.
Given this situation, current global mod-
els have two potentially important con-
trrbutions to make. One is as a means of
forcing discipline on the formulation of
theones of speech production. To the
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extent that such theory is incorporated
into an implemented model, it has to be
stated in precise terms. Some of the ex-
amples I will discuss below have already
made this kind of contribution. Another
equally—important contribution of a
global model is as a link between theory
and data, in effect, as an organizing
framework for a focussed program of
experimentation on strategies of speech
production. In this arena, much less has
been done up to now. The main reasons
for this shortcoming are 1) the enormous
amount of work involved, and 2) until
recently, the lack of adequate tools, not
only for efficient model development,
but also for gathering and analyzing the
right kinds of data in the most useful
manner. Work along these lines is just
beginning, and I will discuss an example
to illustrate an important kind of contri-
bution that global modeling may make in
the near future. In the long run, we can
hope that an iterative cycle of model de-
velopment and related experimentation
may inform us about the interesting but
currently untestable principles that are
incorporated into global models. In ad—
dition, as work advances on specific pe—
ripheral mechanisms, global models will
become increasingly realistic and we
will gain a much better understanding of
relations among peripheral constraints,
control strategies and sound patterns.

2. BACKGROUND
Twenty years ago at the Vc Intema-
tional Congress of Phonetic Sciences,
Bjorn Lindblom presented a paper enti-
tled "Numerical Models in the Study of
Speech Production and Speech Percep—
tion: Some Phonological Implications"
[20]. In the following year, Ken
Stevens published "The Quantal Nature
of Speech: Evidence from Articulatory-
Acoustic Data" [33]. Both of these
seminal papers described the use of pro-
duction modeling, including articulatory—
to-acoustic relations, in combination
with hypotheses about speech percep—
tion, to predict canonical articulatory
targets. The targets were related to
ideas about the phonological structure of
language. Consistent with those ideas,
the targets were essentially static, dis-
crete and invariant in nature. Those
particular production models and the re-
lated phonology had little to say about

variability, timing and articulatory
movement. The gap between such es-
sentially static and discrete models on
one hand and experimental observations
of continuous and variable articulatory
movement on the other led to sugges-
tions that it might be more fruitful to
study articulatory movements and basic
physiological mechanisms without being
constrained by the limitations inherent in
"static" linguistic models [cf. 23].

Additional objections to such models [9]
argued that timing in speech production
should be a consequence of intrinsic
properties of underlying units, instead of
being specified extrinsically, as a sepa-
rate component of the production pro-
cess [cf. 25]. Such ideas about intrinsic
timing have been a source of inspiration
for work on a production model at
Haskins Laboratories. The model is an
influential component of a long-term,
ongoing attempt to account for articula—
tory timing, kinematics and systemati—
cally-conditioned variation in speech
production [cf. 29,30] in a way which is
synergistic with an evolving phonologi—
cal theory [3] and a theory of speech
perception [19]. For this reason, and
also because it is arguably the most well—
developed effort of its kind, I will ex-
amine the Haskins Model (HM) as a
way of illustrating some of the points
raised above. I will also refer to other
modeling efforts, but those references
cannot do justice to the large amount of
work that usually goes into production
models.

My approach will be the following. I
will briefly describe the HM and some
initial experimental work which has been
guided by the model. Then I will men-
tion several issues raised by this work.
Finally I will propose an alternative
modeling approach that may have
promise for the future.

3. PRODUCTION MODELING AND
EXPERIMENTATION AT HASKINS
LABORATORIES

3.1 The production model

Saltzman and Munhall [30] describe a
"dynamical approach to gestural pat~

teming in speech production" with

which they "attempt to reconcile. the 1m-
guistic hypothesis that speech mvolves
an underlying sequencing of abstract,
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discrete, context-independent units, with
the empirical observation of continuous,
context—dependent interleaving of artic-
ulatory movements."

The fundamental, invariant unit in this
approach is the abstract gesture. Com-
binations of abstract gestures underlie
phonetic segments, so in a rough sense,
abstract gestures can be thought of as
having a role similar to that of phonetic
features. They characterize what can be
done with the vocal tract, in combina-
tion, to produce speech sounds, but un-
like traditional features, they are char-
acterized by intrinsic dynamics.
Figure 1 is a schematic diagram of the
major components of the HM. A "task
dynamic" model (part B of Fig. l - [29])
is the controller for an articulatory syn—
thesizer, which serves as the plant (part
C - [27]) and produces an acoustic out-
put. In the current stage of model de—
velopment, an utterance-specific
"gestural score“ (part A - [3]) provides
the Input to the task—dynamic model in
the form of a time-varying invocation of
abstract gestures (each represented by a
shaded rectangular pulse in one of the
rows in part A of the figure). The ges-
tural score is generated according to
rules of Browman and Goldstein's Artic-

l. Confusion can arise from use of the term
"gesture" to denote an abstraction. To avoid
such confusion, I will use the term "abstract
gesture" to denote the abstraction, and
movement“ to denote physical or simulated

articulatory movement.

ulatory Phonology [2]. The functional
sophistication and mathematical com-
plexity of the task-dynamic model pre-
clude a concise explanation that is also
comprehensive, so the following de-
scription is necessarily oversimplified
(see [12]).
In the task dynamic model (Fig. 1, Part
B), there are two interacting levels. At
the higher, "intergestural' level, abstract
gesture combinations are specified from
information in the gestural score, so they
will appropriately influence vocal tract
movements during the utterance. The
lower, 'interarticulator" level contains
two sets of coordinates. The formation
and release of linguistically-significant
vocal-tract constrictions, such as lip
aperture, tongue dorsum and blade con-
strictions (as well as constriction loca-
tions) are specified in a tract variable
coordinate system. Articulatory move-
ment is generated by modeling the influ-
ence of each discrete abstract gesture in
the tract variable coordinate system as a
time-invariant second order system
(characterized as a point attractor), with
a characteristic stiffness, damping and
equilibrium point. Thus, gestural acti-
vations determine the relative timing
characteristics and evolving parameter
values of a dynamical system expressed
1n terms of tract variable coordinates.

The tract-variable specification is trans-
formed into motions of model articula-
tors such as the lips, jaw and tongue
body in the (midsagittal—plane) space of
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Figure 2. Example gestural activation levels
and tract-variable and model-articulator tra-
jectories for the utterances IXib/ (A) and
IXaeb/ (B) (X = schwa).

the articulatory synthesizer, i.e., the
model articulator coordinate system.

The transformation (mapping) from tract

variable to model articulator coordinates

is strictly kinematic; it accounts in part

for two facts: the motions of more than

one articulator can be influenced by a

single tract variable, and some articula-
tors can be influenced by more than one

tract variable [cf. 25].

All dynamical properties of this system

reside in the controller, and biomechani-

cal properties of the vocal tract are not
represented directly. (The term

"stiffness" refers to a characteristic of

the abstract point attractor, and not to

the actual biomechanical properties of

the musculoskeletal apparatus.) In the

formative stages of model development,

the importance of considering biome-

chanics and aerodynamics is acknowl-

edged, but bypassed for practical rea-

sons.
In order to begin to understand some

functional characteristics of the model,

consider the very simple examples
shown in Fig. 2. It illustrates gestural

activation levels and tract—variable and
model-articulator trajectories for the ut-
terances IXib/ (A) and /_Xaeb/ (B) (X =

schwa). In each panel, the row labeled

TBCL contains an activation pulse speci-

fying (target) level and duration along

with a parameter value trajectory for the

tract variable (abstract gesture) "tongue

body constriction location“; the row la-
beled LA contains the same lcind of in-

formation for the tract variable 'lip

aperture"; and rows labeled ULY, LLY

and MY contain articulatory trajectories
for the vertical upper lip, lower lip and
mandible positions, respectively. The
horizontal axis represents time. The
TBCL and LA activation pulses overlap
in time and have the same durations for
both utterances. For the two utterances,
the LA pulse has the same magnitude,
indicating bilabial closure; but the dif-
ferent vowels (/i/ and /ae/) invoke dif-
ferent levels of TBCL activation. The
TBCL trajectories evolve according to
the activation levels and second order
dynamic responses of their correspond-
ing abstract gestures. The LA tract vari-
able is defined with respect to the posi-
tions of the lips and jaw. Even though
LA is not activated during the vowels, it
has a changing trajectory which differs
during the vowel portions of the two ut-
terances because of the active influence
of the vowels on the jaw (via the jaw-
tongue synergy). The LA trajectories
move toward closure when that abstract
gesture is activated, but the rate and
magnitude of movement differs, de-
pending on the vowel-specific starting
point at the onset of LA activation. For
the two utterances, the pairs of ULY and
LLY trajectories have the same overall
shape, but different vowel-dependent

rates of change and end points: since the
vowel /ae/ is more open, greater lip

movement is required to reach closure.

The JY trajectories differ in response to

the overlapping influences of the two

different pairs of tract variable trajecto-
ries, since the mandible positioning is
affected by both lip and tongue body po-

sitioning.

This example illustrates some (but not

all) of several important characteristics

of the task—d namic model. The model

accounts or: coarticulation (as

'coproduction" of sequences of (partly)
overlapping abstract gesture complexes),

overlapping influences of multiple ab-

stract gestures and tract variables on

movements of individual articulators (as

a result of "blending" of abstract ges-

tures), and movement of articulators

when they are not under active control
(as governed by articulator-specific-
“neutral attractors“ - see also, section

3.2 below).

Relative timing of the activation of the

set of abstract gestures for each speech

185



segment and the timing of sequencing of
segments is currently specified extrinsi-
cally by the input gestural score, so the
goal of accounting for intrinsic timing
has not yet been reached. Future devel—
opmcnt of the model will incorporate
additional layers of intrinsic dynamics,
implemented in the form of neural net-
works [30,16] for inter-gestural timing
within segments and timing among suc-
cessive segments in an utterance.

3.2 Use of the Haskins Model to inter-
pret experimental data
Browman and Goldstein [3] have pro-
posed an articulatory phonology in
which (abstract phonological) articula-
tory gestures are the "atoms out of
which phonological structures are
formed"; phonological structures are hi-
erarchical "constellations" of gestures;
and phonological regularities can be
captured by representing constellations
of gestures in gestural scores, which can
be generated by rule. Some aspects of
abstract gestural representations (i.e.,
those specifying different articulator
sets) are "categorically distinct", that is,
each set defines a separate phonological
category. Other aspects (e.g., location
and degree of constriction, stiffness) are
not distinct in this way; they are hypo-
thetically determined by relations among
production, acoustics and perception as
suggested by some of the above-men-
tioned modeling work [33,21]. It is
claimed that information in the gestural
score identifies particular lexical entries;
phenomena such as non-canonical pro-
nunciations in fluent contexts, segment
deletions, insertions, assimilations, etc.
can be characterized by orderly modifi-
cations of the gestural score. The ab-
stract gestures of articulatory phonology
are the same as those of the task—dy-
namic model, so control of the model
wrth gestural scores can be used to test
"phonologically-based" hypotheses.
Browman and Goldstein [4] have used
the task-dynamic model to help interpret
data from an experiment on the produc-
tion of the vowel schwa, motivated by
the observation that schwa assumes the
quality of neighboring vowels. They
wanted to investigate two alternative hy~
potheses: l) schwa has a specific target
which is coproduced with a neighboring
stressed vowel, or 2) schwa is com-

pletely unspecified for tongue position.
Movements of points on the lower lip,
jaw, and the blade, mid and rear of the
tongue dorsum were measured for one
subject using the x—ray microbeam. Ut-
terances were of the form
lpV pX'ts/ (where X = schwa).
A ysis o tongue point displacement
data suggested that the Vl-Vz trajectory
was influenced by an independent schwa
target, especially as evidenced by a de-
crease in tongue height during the schwa
yillhen V1 and V2 were both the vowel

The experiment was replicated in simu-
lations with the task-dynamic model,
using several different control strategies,
observing the simulated articulations and
performing listening tests of the acoustic
output from the simulations. The con-
trol strategy that produced the most con—
vincing result was one in which an ac-
tive gesture for the medial schwa com-
pletely overlapped the gesture for V2
and control regimes for V1 and V2
didn't overlap, as proposed previously
[2]. The failures of alternative schemes
were instructive, particularly one in
which there was no active schwa ges-
ture, but instead a gap with no vowel
gesture specified between the end of V1
and beginning of V2. During that inter-
val tongue motion was due to relaxation
of the tongue body to its neutral posi-
tion, as well as jaw motion, called into
play by the bilabial gestures for /p/.
The result was a decrease in tongue
height during the schwa when V1 was
the same as V2. The decrease agreed
with the x-ray data for when both vow-
els were /i/, but disagreed when the
vowels were /a/: with /a/, the simulated
tongue height decreased during the
schwa, but it increased (toward a neutral
configuration) in the x—ray data.
It would be possible to offer alternative
interpretations of the data; an apparently
"successful" simulation cannot "prove"
the hypotheses of Browman and Gold-
stein or "validate" the modeling ap-
proach. The main point of this example
is rather that it illustrates how produc-
tion modeling can serve as a means of
focusing experimentation. I suggest that
if such efforts with the HM can progress
in a productive and appropriate fashion,
a large, coherent body of experimental

186

data will result and we will have learned
more about speech production than from

an equivalent amount of less-well—guided

research. However, trying to do this

lcind of modeling work raises a number

of issues; some of those issues may be
specific to the Haskins approach and
some of them are inherent to any similar
modeling effort.

4. MODELING ISSUES AND
CHALLENGES
Before considering issues raised by the
Haskins work, it should be noted again
that their approach is unique in its corn-

prehensiveness and the extent to which it
has been implemented and tested.

4.1 The underlying theory: how valid

are its basic assumptions?

As Browman and Goldstein progress,

presumably they will be conducting
more listening tests to investigate alter-
native control schemes in the production
modeling. What will they be asking the
listeners to do in these tests? I suggest
that Browman and Goldstein will have to
deal increasingly with the issue of what
are appropriate acoustic and perceptual
criteria, perhaps along the lines sug-

gested by work on lexical access. _It
seems to me, largely on intuitive

grounds, that not enough emphasrs is

given to acoustic and perceptual mecha-
nisms in an approach which places such
strong emphasis on gestures. As will be

discussed further below, this issue is

particularly important for features with
prominent acoustic correlates that result

from abrupt transitions at moments of
vocal tract closure and release. Such
features may not be efficiently charac-
terized in terms of abstract gestures.

It remains to be determined how Artic-
ulatory Phonology does as a phonology.

As one alternative, Halle and Stevens

[ll] discuss a system (derived from

[5,28,241) which is also hierarchical, but

has as its primitive elements more tradi-
tionally-defined features. Those features
play a role in speakers' "knowledge of

the language", in that they capture

phonological distinctions and transfor-
mations. The features are described as
falling into two categories, articulator-

bound (i.e. executed by particular artic-

ulators - "labial" by the lips, "coronal"

by the tongue blade) and articulator-free

('continuant", "sonorant" and "syllab1c"

which have robust acoustic correlates
and are not tied to the action of any one
articulator). This division is somewhat
similar to Browman and Goldstein's di-
vision of abstract gestural primitives into
those that are and are not "categorically
distinct". The hierarchy of primitives in
both points of view is anatomically-
based. However, in contrast to abstract
gestural primitives, the more traditional
features discussed by Halle and Stevens
are based as strongly in acoustics and
perception as they are in production.
One of the challenges to Articulatory
Phonology will be to determine how
well it can account for phonological reg-
ularities and processes such as assimila-
tion, in comparison to other systems. A
major challenge to proponents of any
system is to account for the relationship
between underlying representations and
kinematic articulatory behavior; by its
nature, Articulatory Phonology claims to
incorporate that relationship.

4.2 Toward more realistic models:
consonant production, aerodynamics
and biomechanics
For justifiable practical reasons, the HM
does not yet try to account for aerody-

namical and biomechanical properties of
speech production. However, a model-

ing approach which is based on concen-
trating all dynamical behavior in the
controller may be difficult to adapt in
the future to incorporate biomechanics
and aerodynamical factors, which are
critical for the simulation of consonant
(and voice) production. Accounting for

consonant production in the task-dy-
namic model and in Articulatory
Phonology are likely to present some of
the most formidable challenges for this
work.

Regardless of the choice of modeling
approach, incorporating_ aerodynamics

and especially biomechanics is very dif-
ficult, because so little is understood

about those mechanisms. Scully's [31]

synthesis work, which includes aerody-

namic factors, implies a large increase in

number of details that have to be speci-
fied and major problems with specifying
parameters at moments of consonant clo-

sure and release. The aerodynamic and

resulting acoustic events which occur at

those critical moments may be especially

important as cues for perception and
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lexical access, particularly in signaling
temporal landmarks and as correlates of
certain distinctive features [cf. 34].
When future models do incorporate
bromechanical and aerodynamical con-
straints, the role of the controller in such
models tprobably will be more represen-
tative o the type of control actually per-
formed by the central nervous system.
Presumab y, that control will reflect: l)
the strategies speakers use in producing
perceptuall -important temporal land-
marks, an 2) whether timing is extrin-
sic, mtrmsic or due to a combination of
factors which takes listeners' needs into
account while conforming to internal
constraints (also see Section 4.4).

4.} Implications of incorporating in-
tnnsic timing and introducing neural
networls into production models
Saltzman and Munhall [30] observe that
connectronist models can embody the
knowledge constraining the performance
of serial activity, including coarticula-
tory patterning. Jordan's recurrent net-
work model (see [16]) can be used to de-
fine a timejrnvariant dynamical system
With an intrinsic time scale that spans a
sequence, and it has been used to simu-
late sequencing and coarticulation with a
feature-like in ut. As mentioned above,
future work With the HM will attempt to
use connectionist models to account for
inter-gestural temporal coordination
wrthin segments (for properties such as
vorcmg onset time) and for timing of se-
quences of segments. This endeavor
will also be extremely challenging, espe-
crally when it attempts to account for the
complex timing relationships that have
been observed in acoustic measurements
as well as other perceptually-salient
acoustic characteristics of the resulting
Signal. _The future incorporation of in-
trrnsrc timing also raises questions about
the ultimate role of currentlyvhypothe-
sized representations of phonological
regularity m the form of gestural scores.
4.4 Using models to evaluate data and
vice versa
In the results of Browman and Goldstein
[4], there are large differences between
the "most successful" model output and
the articulatory data. Some of these dif-
ferences are unavoidable, because the
model does not attempt to take into ac-
count a number of kinds of intra- and
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inter-speaker variation that are evident in
actual production data. Given other im-
portant pnontres, it is probably not ap-
proprrate to attempt to account for such
variation in the modeling at this point.
However, it will be challenging to inter-
pret variable data with respect to a
ttttodel that does not incorporate variabil-
1 y.
Scully's [31] synthesis of a short utter-
ance as produced by two different
speakers 'reveals a number of inter-
speaker differences in articulatory, aero-
dynamrc and acoustic parameters. Fig.
3. shows another kind of inter-speaker
difference from an experiment we con-
ducted on timing of upper lip protrusion
movements for the vowel /u/ [26]. Part
A is a schematic illustration of acoustic,
lip protrusron and acceleration signals
vs.'trme for an utterance liCnul, illus-
trating two measurements, "consonant
duration" and "onset interval". The ex-
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periment used utterances such as "lee
coot" and “leaked coot" to vary conso-

nant duration. Part B shows plots of on-

set interval vs. consonant duration for

two subjects. For Subject 1, there was a

predominantly linear relation of the two

measures. For Subject 2, there was

much more scatter in the data. A posi-

tive linear relation in the data can be in-

terpreted as reflecting a constraint for

the movement to begin around the time

of the acoustic offset of the preceding
/i/, as suggested by a look-ahead model

[cf. 13]. The data containing more

scatter can be interpreted as evidence for

the fluctuating influence of the preceding
constraint, in competition with a con-
straint for the lip protrusion movement
to have constant kinematics, as hypothe-
sized in the task-dynamic framework.
Thus, different subjects can exhibit

movement patterns that support rather
different interpretations.

Such examples point out additional ma-
jor challenges to production modeling:

developing appropriate and objective
performance metrics and model opti—
mization procedures, as well as efficient

methods for gathering, analyzing and
interpreting the most useful kinds of

production data. If global models are to
be used effectively to evaluate experi-
mental data in the long run, there has to
be a dramatic increase in the sophistica-
tion and amount of work that compares
model output with production data.

5. POSSIBLE FUTURE DIREC-
TIONS

5.1 Parallel-distributed-processing
models (neural networks)
Jordan's work with neural networks ap-

pears to be particularly promising in its
capability to account for some of the
most important characteristics of speech
production, while at the same time of-
fering intuitively sound approaches to

some of the difficult problems men-
tioned above (see [16]; also [1]). This
work, consisting of two lines of re-
search, seeks to integrate solutions to the
problems of "excess degrees of free-

dom", serial order and learning.

As already mentioned, one component

of this modeling has been used to

simulate sequencing and context
sensitivity (i.e., coarticulation) of speech

movements with a feature-like input.

This simulation is accomplished by
representing actions as points in a target
space which correspond to regions in an
articulatory space. A trajecwry is found
which passes through the regions in
articulatory space so that values of
articulatory degrees of freedom change
minimally over time. This constraint
represents an interaction between the
serial nature of the task and the existence
of excess degrees of freedom.

The problem of using acoustic informa-
tion to constrain articulatory trajectories
is addressed through the mechanism of a
forward model, which represents the
second component of Jordan's work. A
forward model is a learned internal
model of the transformation from artic-
ulatory space to (acoustic) target space.
Once the forward model has been
learned, it can be used to convert acous-
tic errors backward into articulatory er-
rors. Thus the system can learn to per-
form articulatory trajectories on the basis
of iterative attempts to achieve specified
sequences of acoustic targets [17].

5.2 Toward an alternative global
model
The preceding material leads me to sug-
gest that there is a nwd for an altema-
tive, comprehensive production model.
Such a model and the primitive elements
it uses for specif ing utterances should,
in a balanced fas ion, take into account

as many aspects of the speech communi-

cation process as we think are important
for a further understanding of speech
production. Those aspects include: the

nature of phonological regularities, con-
trol of the production mechanism, pe-
ripheral constraints on articulation and
sound generation, articulatory-to-acous-

tic relations, relations between acoustics

and perception, and mechanisms of lexi-
cal access. Clearly, such an effort has
to have a long range perspective, but I

believe enough of the elements exist to

begin approaching the problem.

From my point of view, the most ratio-

nal primitive elements are features which

can be convincingly motivated in

phonology and, in general, have corre-

lates in production, perception and

acoustics. As hypothesized by Stevens
[34], collections of such feature specifi-

cations could serve as lexical representa-

tions. In those representations, manner
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features, which have robust acoustic cor-
relates (but are articulator free), specify
temporal landmarks. Each landmark is
generated by the action of a primary ar-
ticulator. At the time specified by each
of the landmarks, one or more secondary
articulations must be coordinated to pro-
duce cues corresponding to additional
feature specifications (also see [14]).
Such representations could serve as the
input goals for a controller, as developed
by Jordan.
Optimally, the controller would operate
on a realistic model of the peripheral
production mechanism, which would
have correct anatomical, biomechanical
and aerodynamic properties. Since we
currently cannot build such a model, an
articulatory model like the one devel-
oped by Maeda [22] could be used in
articulatory synthesis. Maeda's model
has the advantage of being based on sta-
tistical analyses of the articulations of
individual speakers. In order to circum-
vent problems of inter-speaker variation
and obtain more realistic synthetic area
functions, it would be helpful to obtain
enough articulatory data on a few speak-
ers to specif individual versions of such
_a model an then use the same speakers
in subsequent experimental and model-
based tests of hypothesized control
mechanisms.
Until we know much more about the
anatomical, biomechanical and aerody-
namical detail necessary for the realistic
synthesis of consonants, it may be worth
considering an alternative to articulatory
modeling in the generation of synthetic
utterances for use in perceptual tests: the
time-varying articulatory positions gen-
erated at the controller output could be
used to specify the parameters of a high-
qualitg terminal analog synthesizer
[36,1 ].
_If such a modeling effort could be real-
ized, it would be possible to “close the
loop’: as is being done at Haskins Labo-
ratories, and examine the perceptual
consequences of hypothesized production
mechanisms in comparison with actual
production data. This approach would
face. many of problems outlined above,
but it would be based on a balanced per-
spective which may be more representa-
tive of the speech communication pro-
cess as a whole.

6. CONCLUSION
Before global modeling of speech pro-
duction can provide us with real insight
about the control of speech production,
it will have to come to grips with a
number of extremely difficult problems
as mentioned above. Undoubtedly, the
solutions to many of those problems will
receive major contributions from mod-
eling work on a varie of detailed
mechanisms. Those mec anisms range
from interactions among aerodynamics
and biomechanics in the production of
transient acoustic cues, to signal pro-
cessing and feature extraction in the au-
ditory system. In the meantime, work
with global models should continue to
stimulate our thinking about theoretical
issues and serve as organizing frame-
works for focussed programs of experi-
mentation.
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ABSTRACT
The need to include in models of
speech production all the physical
processes and the interactions
between them is discussed. The role
of trial and error with auditory
monitoring in learning to achieve the

goals of speech production is
emphasised, for models as well as for
real speakers.

1. INTRODUCTION
Perkell's paper focusses on global
models which map from discrete
linguistic units through to a synthetic
acoustic signal. The need to take the
mapping further still, to speech
perception and lexical access, is
emphasised. This is an extremely
important aspect of production
modelling. Separation of control and
"plant' is part of the philosophy of
some global models. It may be
interesting to consider where the line
should be drawn between these two
components. Finally, I should like to
consider the nature of the problems
of including biomechanical systems in
a composite model and consider
some priorities in the tasks
confronting us.

2. MAPPING ALL THE WAY
THROUGH To PERCEPTION
Real speech production is goal-
directed sensori-motor behaviour.

The goal is a sequence of auditory
patterns, broadly enough defined to
accommodate variations such a
cross-speaker differences; there are
many different combinations of
acoustic patterns that are acceptable

as a specified goal. The goal is a
different one, depending upon the
context and style of the speech.
Speakers learn to make auditory
patterns during speech acquisition,
and skilled (normal adult) speakers
have already learned and stored the
appropriate neural patterns for force
and time for achieving each auditory
goal.

The actions are the means to the
end, not the goal itself. Extensive
learning can be expected to give the
speaker, like the musician or the
games player, a huge repertoire of
patterns of activity. The linguistic
structures posited as inputs to a
global model of speech production
can be considered as a (partial)
description of the auditory goal itself.
Acquisition of speech must surely
include, and indeed rely heavily upon,
trial and error with monitoring, by
auditory combined with other kinds of
sensory feedback.

It must be acknowledged that the
neural processes which permit a
speaker the flexibility to speak in
many different styles are mysterious.
Perhaps it is premature to try to
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address that question at the present
time? After all, the organisation of

motor activity in the Central Nervous
System (CNS) is more difficult to
study than perception; and speech
production must surely be one of the
most complex of all motor skills.

Data and modelling for the
transform from acoustics to
perception constitute an enormously
important research area in its own
right. I do not believe that it is central
to the immediate tasks confronting us

in speech production research,

however. The perfect mapping device

exists close at hand - that is, ordinary
speakers of the language concerned.

They can tell the modeller whether

the auditory goals have been
achieved or not. The fact that we do
not understand this mapping need
not worry us unduly. It is not even
essential to acoustically segment the
synthetic speech signal or to relate
particular portions of the soundwave
to individual linguistic elements as
part of this assessment procedure.
There is, in any case, no real
justification for labelling a particular
acoustic event, such as the onset of
voicing, as a boundary between two
linguistic units such as a consonant
and a vowel.

Formal perception tests on every
speech or speech-like sequence
generated by a model or analysed
from real speech would be an
excessively demanding counsel of
perfection. But it is perfectly feasible
for one or more native speaker-
listeners to check all recordings
auditorily, and to confirm that the
output has indeed achieved the

auditory goal set.
The role of auditory feedback in trial

and error improvement of
performance of real speech cannot
be over-stated. Speakers with a
significant hearing loss cannot be

expected to learn the appropriate
actions. The matter for comment here
is not that they get so many aspects
of the speech wrong, but that any at
all are right. It is no coincidence that
the early attempts at speech with a
composite model of speech
production can be very abnormal and
indeed resemble deaf speech. So a
global or other model which
generates sounds should not be
judged a failure after its first few
attempts. It must learn through
experience (and theory too, where
that is available) the right
combinations of gestures needed. It
is a vehicle for the actions which
achieve the goals set, not a model of
the goals themselves.

3. SEPARATION OF CONTROL
AND PLANT
The name “model" is given to two

rather different kinds of endeavour. A
model may be a simulation of some
physical processes or it may mean a
hypothesised form of organisation
and control, as are the conflicting
comb and chain models which state
how actions relate to phoneme-type
linguistic units. It seems clear that
both these last two are over-simplified
views of the CNS. But, even
assuming more plausible models of
control by the CNS, I am not sure
that we are able to say at present
that some aspects of speech
production are the control, while
other aspects are the controlled

system, the plant.
The signals which activate muscles

originate in the CNS where the inputs
to the speech producing system also-
reside, but perhaps the former of
these neural processes could be
considered to be one of the stages of
speech production which together
constitute the plant, simulated by the
composite model. Conceptually, the
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following processes may be

separated and listed in order: neural,

muscular, articulatory, aerodynamic,

acoustic sources, acoustic filtering,

and radiation of a soundwave. But we
know that these separate stages
interact with each other. From the
proposition that skilled speakers have

already learned the neural patterns
needed to achieve a specific auditory
goal, it follows that speakers have
knowledge about all these stages and
their interactions, as applied to their
own speech production at least.

Many speakers are not consciously
aware that their oral pressure rises a
little, but only to one or two cm H20
above atmospheric pressure, during
the production of nasal and
approximant consonants. But the
CNS of almost any speaker knows
that certain force-time combinations
resulting in particular coordinations
for the vocal tract closure and the
velum lowering and raising are
unsuccessful for the production of
nasal consonants. One reason for
this is that oral air pressure rises too
high, and an intrusive plosive is
perceived. The auditory goal specifies
the right sound patterns in the right
order, with no extra sounds and none
omitted. So aerodynamic effects are
not simply the consequences of
linguistically-determined neural
commands - they influence the form
of the neural patterns in the first
place.

This example is intended to illustrate
the proposition that the
neuromuscular, mechanical,
aerodynamic and acoustic stages all
combine to determine the form of the
neural signals which cause the
actions. The properties, mechanisms
and constraints of all these stages
are crucially important both in setting
limits for the force—time plan and in
generating the rich, complex details

of structure and multiple acoustic
cues for perception in the speech
signal.

4. TIMING AND ARTICULATORY
EVENTS
Much research is directed towards
the timing patterns of speech. I agree
very much with the view that
durations of acoustic segments are
not simply imposed on linguistic
structures. lt has been argued for
many years, and the principle has
been made explicit in models, that
one of the strongest constraints in
speech production is the time
required for an individual solid
structure such as the tongue or the
vocal folds to be accelerated and
then decelerated and so perform an
articulatory transition, where that
gesture is essential for the
achievement of the auditory goal.
This seems to act as a very important
factor, interacting with the control of
auditory length and prominence for
vowels and for some consonants in
determining speech segment
durations (see, for example,[3], [8],
[9], [10]). As Perkell points out,
timing of actions, or of the application
of forces to achieve movement, must
still be specified.

lnter-articulator coordination is of
the essence in speech production.
Elsewhere l have suggested that
some time intervals between
articulatory events might perhaps be
preserved across a change of
speaking rate, while some actions
might be dispensed with [9]. The
Haskins modelling is associated with
the suggestion that inter-articulator
timing may be expressed as a
constant phase within postulated
cycles of movement. There does not
seem to be any obvious basic

194

principle, comparable to a criterion
for speech production such as

minimisation of work done, to favour

one view or the other. Here, a model

which attempts to sketch all the

physical processes which constitute
the mapping, either from muscle

forces and their timing or from
articulation, to the acoustic signal,

can be neutral. It can, as Perkell
says, serve as a means of focussing
experiments.

5. THE BIOMECHANICS OF
SPEECH PRODUCTION:
COMPONENTS OF MODELS
We cannot wait for the time when the
properties of all the systems are
thoroughly understood; we need to
incorporate them now in composite
or global models of speech
production. This means that we need

to try to capture, qualitatively at least,
some of the observed behaviour. This
is, of course, a very hard task, but it
must be undertaken. It may be better
tactics not to focus too much effort
on the input and control mechanisms,
but instead take on the more modest
but still very ambitious task of trying
to describe, and, where possible,

explain the behaviour of natural
speech in all its aspects, from
neuromuscular processes right
through to the radiation of

soundwaves. Like scientists in other
disciplines, we should be content to
advance our understanding little by
little. piecemeal.

One severe limitation on progress is
the lack of widespread availability of
the advanced techniques which have
been developed new for studying
natural speech production. In view of

the difficulties of the task, the small

numbers of researchers and the
limited funds available, perhaps it

would be in our interests to pool our

skills and resources by organising

ourselves into quite large
collaborative groups, with travelling
speakers.

An individual researcher or group
should pose the questions which
interest them; we cannot and need
not all aim at a global model. But it
will always be important to keep sight
of the implications for subsequent
processes, and, especially, for the
output acoustic and auditory patterns.

There is a need for a
phenomenological approach to
modelling at present, but better true
physical models need to be
developed also. One source of
frustration in modelling is that the
basic mathematical and physical
theory for many of the processes
have been so little developed.Take,
for example, the conditions controlling

the presence or absence and the

spectral properties of turbulence
noise sources. In a well established
science recognised as having
practical importance, surely the
pioneering work of Stevens [12]
would have been followed up by
armies of researchers? Work on the
problems of turbulence noise in jets
has. I am sure, received plenty of
attention in the intervening years.
There is more cause for optimism
now, as regards this particular
example [11],[2].

6. THE INDIVIDUAL PROCESSES:
INTERACTIONS AND SOME
QUESTIONS
6.1. Neural Signals and Muscle

Length Changes
The neural signals to the muscles
interact with the muscle length
changes. The timing patterns chosen
can exploit these interactions to
maximise force output, by ensuring

that each muscle of a reciprocally

acting pair is stretched prior to its
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innervation, a principle, which seems
to be applied by fish to their
swimming muscles [1] and in speech
also [4]. A model of the innervation of
a reciprocally acting pair of muscles,
as for fast head movements [7] could
perhaps generate matches to and
suggest explanations for the
coordination of electromyographic
traces seen in speech.

6.2. Articulation
Assuming that the notion of an

articulatory event is useful, the choice
of particular moments as candidates
is by no means self evident.
Gestures, especially the middle, high
velocity portions of transitions, may
well be more important than the end
point reached, as the thing
controlled.
The positive correlation between

maximum velocity near the middle of
the transition and the distance
transversed seems to be a strong
constraint. In other non-speech tasks,
subjects could not easily be made to
bypass this relationship [6]. Some
speech data show duration, as well
as peak velocity. correlated with
distance tranversed (Keller, [5] 343-
364). These findings suggest the
possibility that transitions large and
small, fast and slow, may have
kinematic similarity, with the
dimensionless number vz/al kept
constant, where v, a, and I are
characteristic velocities, accelerations
and lengths respectively. Distance,
velocity and duration might perhaps
be considered as dependent
variables, with muscle force as the
controlling variable.

6.3. Aerodynamics
It is not really so difficult to include
aerodynamic processes in models of
speech production, although present
representations of the processes are

highly simplified. The use of
packages such as the NAG
(Numerical Algorithms Group)
routines for numerical solution of
simultaneous differential equations is
to be recommended. Should the
respiratory control be considered as
a nett expiratory force (Ohala, [5] 23-

In cardiovascular studies the
question has been posed as to
whether the heart is a flow source or
a pressure source (Pedley, personal
communication). This question needs
to be considered further for
respiratory control in speech.

Some quite basic parameters, such
as the volume enclosed in the vocal
tract cavity, need to be measured, or
at least estimated. Magnetic
resonance and ultrasonic imaging
offer hope for this as well as for the
difficult task of improving the mapping
from mid-sagittal views of the vocal
tract onto area functions.

6.4. Acoustic sources
Individual articulatory events do not
lead directly to sound patterns. It is
important to consider the total effect
of the movements of all the structures
involved, including larynx and
subglottal respiratory actions as well
as those which shape the supraglottal
vocal tract. Furthermore, articulatory
geometry and aerodynamics interact
to generate acoustic sources. Thus,
for example, the moment of the onset
of voicing for a vowel following a
consonant is not a direct reflection of
any one articulatory event; it depends
on the interaction of at least three
factors: the air pressure drop across
the glottis, the state of adduction of
the vocal folds, and the stiffness and
effective mass of the vocal folds. So
the preceding consonant will
influence the moment of voice onset,
for example if it requires the vocal
folds to be abducted.
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The need to specify articulatory

parameter values at the moments of

closure and release for consonants

(Scully, [5] 151-186) should not be

seen as a major problem. This is

precisely the interest attached to the

modelling. If the model generates

acoustic sources in a way which

approximates, however roughly, the

processes of real speech, it can help

to demonstrate how and why

particular combinations of actions

and coordination are chosen by
speakers. By perturbing the timing

and other aspects of the simulated

articulation, modelling can investigate

the limits within which the auditory

goal is attained, and the covariations

in multiple acoustic pattern features

associated with the variability found in

natural speech.

7. CONCLUSIONS
It is true that there are severe
difficulties in obtaining real speech
data, especially for the larynx, and
that too much use has to be made of
analysis-by-synthesis at present; but
that is not a reason for avoiding the
problems of modelling all the

blomechanics of speech production.
Apart from improved theory and more

data, there is a real need to ease the
burden for the modeller, for example

by the development of code books
and the use of graphical, file handling

and mathematical techniques, so as

to reduce the long auditory feedback
loop, which puts the experimenter

into almost the same situation as a

hearing-impaired speaker.
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ABSTRACT
This paper reviews some of issues related
to speech production. It is not intended to
give an overview. Rather our attention is
focused to particular issues related,
directly or indirectly, to the topics dealt by
these papers presented in this symposium.
We discuss the specification of speech at
different levels in the production chain and
the mapping relations between those
descriptions.

l. INTRODUCTION
It is our basic assumption that linguistic
messages, segmental or suprasegmental,
and extralinguistic messages, such as
speaker's emotion, are coded into acoustic
signals of speech through the phonatory
and articulatory processes. These mess-
ages are decoded by listeners, establishing
speech communication. Presumably, the
linguistic messages are represented sym-
bolically by phonological forms within
linguistic structures of a particular
language. One of the major research goals
has always been to break the code, i.e., to
relate the abstract symbolic representation
in the linguistic description of speech to
observable physical signals. We cannot
expect a simple mapping relation from the
symbolic description to observable
physical characteristics, articulatory or
acoustic, of the speech however. When
we speak, a series ofprocesses at different
levels, cognitive, physiological, mechan-
ical, and acoustic, is involved in speech
production. The process at each level is a
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complex phenomenon. Probably, the
processes do not operate in a simple
sequential manner. Rather they interact in
complex ways through both forward and
backward pathways. The influences or
constraints exercised at the different levels
shapes "real—time" characteristics of
speech as well as the phonetic structures
of speech. These observations give us a
good reason for studying the description
of speech at different levels of speech
production and the mapping relations at
different successive levels.

Primarily due to technical difficulty in
the acquisition of articulatory data, how-
ever, the majority of experimental works
has dealt with acoustic data. Working with
acoustic signals alone was justified by
saying that "we speak to be heard" and that
the signals are the intermediate media
between the speaker and the listener.
Presumably, the acoustic signals contain
all information specifying the linguistic
description of utterances. The simplest
hypothesis can be that the acoustic signals
contain context independent invariant
features related to phonological forms.
despite widely variable aspects of articu-
latory gestures for realizing the same
phoneme in differentphonetic contexts. In
certain cases, the reality might be more
complicated than that. When the portion
of signal corresponding to the reduced
initial /ka/ is extracted out from Ikaka/ for
example, what we perceived is /k€/ [18].
Only when an onset portion of the second
vowel is added to the signal, listeners

perceive the vowel /a/, indicating that the
context is necessary for the vowel to be
perceived as the intended vowel la/ instead
of Is]. It is necessary, therefore, to
understand how the characteristics of
acoustic signals vary as a function of the
contexts. We have one more reason to
study speech on the articulatory levels
where the context effects actually occur.
It is quite possible that speech perception
can be better explained with reference to
the description at a level other than
acoustics [6]. Although the emphasis was

put on the articulatory studies, this does
not mean that the acoustic studies are
considered as less important. Contrarily,
the articulatory studies become more
meaningful when they are carried out with
the acoustics as the reference. What is
really important is to understand how
processes at different levels are linked
together to shape speech sounds.

In this paper, we do not intend to pro-
vide a comprehensive overview ofvarious
issues on speech production (for such a
review, see [2], for example). We shall

focus our attention to the description of
speech at different levels of speech pro—
duction processes, and to the mapping
relations between those descriptions.

2. PHONATION
Aspects of the sound generation inside the
vocal tract, which is essentially an
areodynamic phenomenon, are often put
aside, when the segmental characteristics
are at issue. The source—filter theory
established by Fant [5] has a profound
influence in our way of seeing the acoustic
characteristics of speech signals. Seg-
mental attributes are often related solely
to the filter, i.e., acoustic characteristics of
the vocal tract which are the function of
its geometrical configuration. An articu-
latory gesture in speech production is not
only to create acoustic effects. It is also to
create aerodynamic effects. In order to
generate fricative sounds, the constriction

is narrowed voluntarily so as to increase
particle velocity high enough for the for-
mation of turbulence. In order to produce
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stop sounds, the constriction has to be
closed momentarily to increase the air
pressure inside the cavity behind the clo-
sure for the generation of consonantal
release. Probably, time-varying spectral
characteristics of the source sounds con-
tribute considerably to the identity of
certain consonants. It is nearly impossible
to isolate the spectral contribution of
sources from the acoustic signals, how—
ever. We need to observe directly the
aerodynamic phenomena inside the vocal
tract, which is also nearly impossible at
present. An alternative is to carry out such
measurements on a mechanical model of
the vocal tract [14] or to observe in detail

the time-varying tract configuration and
estimate the aerodynamics by calcula-
tions.

The paper presented by Drs. KIRI-
TANT, HIROSE, and IMAGAWA
describes a novel instrumentation, a high
speed video recorder in connection with
an endoscope or a fiberscope, to observe
the vocal—fold vibration. The instrument
is already useful for clinical applications.
Probably it is possible to derive quanti-
tative data, for example time-varying
glottal area, from captured video images.
In that case, the perspective is an exciting
one for speech research. Such data can be
used to test theoretical works, for example

the classical two-mass model of the
vocal-folds [l]. In the past, supraseg-
mental aspects of speech were studied
primarily with fundamental frequency
variation along utterances. With glottal
area data, we may have an access to
evaluate the time variation ofglottal pulse
shapes, and thus of glottal spectra, which
might contribute to signal lexical stress,
tones, emphasis, and emotion. Such
instrument would be very useful also for
observing fast labial release gestures. The
flow variation just after the release, which
is critical for the spectral characteristics of
the burst onset, can be estimated from the
observed time variation of the lip opening

area [8].

3. TRACT LEVEL



At frequencies below 3 kHz, the sound
waves propagate only at the directions of
the tract length. The cross-sectional area
varying along its length, r'.e., an area
function, therefore, characterizes the
acoustics. The vocal tract is represented
by a piece of a straight tube with one end
closed (corresponding to the glottis) and
the other end opened (to the lips). An
arbitrary tube shape, i.e., cross-sectional
area variation along its length, must be
consu'ained to account for geometrical
shapes of the human vocal tract. Often the
shape is parameterized including, in par-
ticular, the constriction locations and their
degree, that excise a strong influence on
the spectral shapes [e.g., 5, 15]. The
pararneterization of the tract shapes
allowed researchers to investigate the
mapping relation from the tract shape to
the acoustics.

As early as 1955, Fant has studied the
relationships between tract shapes and the
acoustics in terms of formant patterns,
now classical "nomograms", using a
four-tube tract model [5]. Stevens noticed
that the formant sensitivity to a small
variation in the constriction location,
specified by the distance from the glottis
to constriction point, is not uniform along
the vocal tract. Rather there are locations
where the sensitivity is relatively high
(formant patterns are unstable against a
small variation in the constriction loca-
tion), and other locations where the
sensitivity is low, (forrnants are relatively
stable). This observation has lead Stevens
to the proposition of "quantal nature of
speech" [16]. The concept is generalized
to "quantal theory" [l7]. Although the
theory is still under controversy (e.g.,
[11]), it seems to explain well the forma-
tionofspeech sounds in a numberofcases.

In their paper, Drs. MRAYATI and
CARRE propose another type ofmodel of
the vocal tract area function. Instead of
constructing a tube model to characterize
the tract shapes, as described above, the
tube is divided into specific "regions"
having fixed lengths solely on acoustic
consideration. The division into regions

202

is strictly based on the formant sensiti-
vities to the localized variation of the
cross-sectional area. Region lengths
remain fixed and only region areas are
varied to specify a vocal tract configur-
ation. This model effectively exploits
physical properties, manifested on the
sensitivity functions, which ensures the
maximum modulation of formant fre-
quencies with respect to the neutral uni-
form tube configuration. One might
question how accurately such model can
describe observed static or time-varying
vocal tract shapes. Even though the model
is capable of producing any observed
temporal pattern of the formant fre-,
quencies, with appropriate variations of
the region areas, it could be still merely an
equivalent representation of the original
formant variations. Nevertheless, it is
quite appealing to ask whether or not
humans also exploit such physical prop-
erties in speech production. If that is the
case, they influence upon the formation of
sound pattern of speech.

The specification of speech in terms of
the tract configuration plays an important
function in formulating a scheme for the
articulatory control as described later. It
serves for the specification of articulation
goals. The search of articulatory corre-
lates, for example, of vowel height, such
as mandibular height or tongue dorsum
height, constantly fails in the past, due to
a large observed variabilities of these
positions. Contrarily, the acoustic spec-
ification of vowels, typically with Fl,
turned out be much more consistent with
the phonological notion of height. Wood
has demonstrated, however, that the tract
configuration, essentially in terms of the
constriction location and the degree of the
constriction, results in more coherent
relation with vowel height [19]. This is
not so surprise in the sense that the area
function and the acoustic are tightly
related by laws of physics, i.e., the tract
configuration determines the acoustic.
(The inverse is not necessarily true.) It is
reasonable, therefore, to set up an articu~
latory goal in terms of the tract shape.

which is equivalent to the acoustic goal.
This equivalence, however, is meaningful

only in the specification of the static
configurations, such as articulatory goals.

In the description of the dynamic

aspects of speech, the specifications at the

tract level and at the acoustic level become
distinctively different. The articulatory
process involves both spatial and temporal
organization. For example, a
vowel-consonant-vowel (VCV) sequence
is produced by a global vowel articulation
of the tongue dorsum plus spatially more

localized consonantal gestures with par-
ticipation of the lips, tongue tip etc. [12].

For a longer sequence, such as VCVC..,

consonantal gestures can be characterized
explicitly in terms of the places and tinting
relations of the sequential consonantal

gestures. The multidimensional organiz-

ation of speech would appear on the single
dimensional temporal pattern of the
corresponding acoustic signals. One of
difficulties in describing context depend-
ent variability of the acoustic character-
istics, such as coarticulation, is due to the
fact that the specification of speech at
articulatory level, which is inherently
multidimensional, is mapped or linked to
the single dimensional acoustic space.

Although the spatiotemporal organiz-

ation of speech might be described at the
tract level, there exists an inherent

limitation in its effectiveness. In reality,

the tract shapes are determined by the
statesofthe individual articulatory organs.

The spatiotemporal organization means
actually temporal patterns and their

inter-timing (phasing) relations of the

individual articulators. In the cases where
successive articulatory goals are the spa-

tially localized and, say, anatomically
separated, for example a sequence of
gestures involving the labial, velic, tongue
tip. or laryngeal manoeuvres, the
description of the spatiotemporal organ-

ization at the tract level might correspond
in a simple way to that at the articulatory
level. In other cases where gestures sim-
ultaneously involves the activation of
multipleof the articulatory organs, such as

a sequence of vowels and consonants
including velars, the correspondence can
become complex, say, tangled up. Strictly
speaking, even localized labial gesture
involves the participation of not only the
intrinsic labial manoeuvres but also the
mandible movements. Therefore, even
when the organization appears to be
simple and clean at the articulatory level,
the same organization can appear to be
quite messy at the tract level, and probably
worse at the acoustic level. These argu-
ments direct us towards the specification
of speech at the articulatory level,
especially when the spatiotemporal
organization is in question.

4. ARTICULATORY LEVEL
The specification at the articulatory level
is characterized by its relatively large
variability, as already mentioned before.
If the observed variability is random and
unexplainable, thearticulatory description
of speech would be of little value. The
question might be raised is what factors
cause such variability. One of the causes
is motor equivalence. It has been evi-
denced that the variability of the com-

posite product is significantly smaller than
thatofindividual articulatory movements.

For example, the variability in the lip

aperture is smaller than that of the lip or
of thejaw position [4]. From "bite-block"

experiments, Lindblom, Lubker, and Gay

concluded that speech production is

compensatory in nature [7]. A deviation

of the mandibular position, due to an

external as the bite block or an internal

organizational cause, can be compensated

by the readjustment of the other articula-

tors to restore the acoustic characteristics

of speech. It may be noted that the motor
equivalence is a mapping characteristic
between the articulatory and tract levels,

whereas the "compensation" is that
between the articulatory and acoustic

levels.
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The paper presented by Dr. WOOD in
this symposium adds more evidence to the
compensatory phenomenon. From a
model experiment, he has demonstrated
almost perfect acoustic (Fl-F2) restora-
tion in the mandible—labial coordination
for the rounded vowels, such as/u/and/cl.
A sound change can occur between two
proximate vowels, such as /u - 0/, as the
consequence of a single gesture, for
example, the jaw opening or closing
movement. Such sound change can be
prevented, if necessary, by maneuvering
the other articulators. We have shown
also, in a similar model experiment, that
such acoustic compensation occurs in the
mandible-tongue dorsum coordination for
unrounded vowels [9]. Moreover, at least
for a limited case, such compensatory
relation in the articulatory space can be
specified by a simple proportional (or
linear) relation between the positions of
the paired articulators [10]. This implies
that the mapping between the articulatory
level and the acoustic level, by—passing the
tract level, can be described in simple
manner and that the acoustic goals can be
specified directly at the articulatory level
as relative potions of the specific paired
articulators.

In order to model the observed spatio-
temporal coordination, we must assume a
function that controls the different
articulators to achieve a series of targets,
and that operates at levels higher than
those forcontrolling the movements ofthe
individual organs. Such a function is
called "motor programming". Unfortu-
nately, there is no means to observe
directly the motor programming in
operation. Electromyographic measure-
ments are at present the best we can do for
observing physiological patterns at levels
higher than the articulatory level. Still
they are limited only to the observation of
individual muscle activities. It is
important, therefore, to accumulate
experimental data at the lower levels and
to characterize their behaviors as precise
as possible, in order to formulate the most
plausible scheme for the articulatory
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control. The formulation depends on what
we observed at lower levels. As men-
tioned earlier, the specification of speech
at the tract level has a tight relation with
that at acoustic level and exhibits rela-
tively small variability. Thus in control
scheme, such as a simulated feedback [7]
or a task dynamic [13], the articulatory
goals are specified at the tract level. It is
also foreseeable to postulate another
scheme, at least for vowels, in which the
goals are specified directly at articulatory
level, in terms ofnot absolute positions but
of relative position among the individual
articulators. In any case, any control
scheme must take into account for such
links among articulatory, tract, and
acoustic levels.

Compensation is, probably, not only the
factor involving the articulatory organiz-
ation. The paper presented by Drs. ABRY
and LALLOUACHE deals with the
anticipatory articulation in the lip round-
ing gesture. The individual articulators
tend to anticipate for production of
upcoming suing of segments, unless the
anticipatory movement causes a sound
change. Henke has explicitly implem-
ented anticipation into the control scheme
in his dynamic articulatory model, as "a
lookahead operator" [3]. Alternative
models for anticipation, as "time-locked",
"hybrid", were proposed to explain
observed data. The two authors demon-
strated that the rounding anticipation
could not be predicted by none of the three
models and suggested that unpredictable
data were due to prosodic effects which
were not controlled in their data acquisi-
tion separated by two sessions. If this is
the case, the segmental patterns in
articulation are also influenced by the
suprasegmantal factors, such as accents,
grouping of words, etc.. This implies that
the motor programming has to handle both
segmental and suprasegmental require-
ment to issue appropriate commands to the
individual articulators. If anticipation
depends target positions specified for
individual aniculators, which also depend
how compensation is employed, then

intricate calculations involving both

anticipation and compensation are

required for the motor programming

function. There is reason to believe,

therefore, that the articulatory organiz-

ation and thus speech production process

is indeed a complex phenomenon.
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VOCAL CORD VIBRATION AND VOICE SOURCE CHARACTERISTICS
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ABSTRACT
By using a high-speed digital

image recording system, the relationship
between vocal vibration and voice source
characteristics has been investigated.
Fiberscope was used to observe vocal
cord vibrations during running speech.
Pattern of vocal cord vibration at the
onset and offset of the consonants were
analysed. Solid endoscope system was
used for observing sustained phonation of
pathological voices. Many cases of
rough voice show asymmetric and/or
asynchronous movements between the
right and left vocal cords, and between
the anterior and posterior parts of the
vocal cords. These movements appear to
be related the periodical fluctuations in
the vibratory pattern.

l. INTRODUCTION
For the study of the voice source

characteristics, it is essential to record the
vocal cord vibration simultaneously with
the speech signal and to analyze the rela-tionship between the pattern of the vocalcord vibration and the acoustic character-istics of speech signal. Observation ofthe vocal cord vibration has generallybeen performed by using a high-speedmotion picture. However, that methodrequrres special equipment and is notsuited for flexible data collection.

In order to facilitate high-speedrecording of vocal cord vibration, a
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special high-speed digital image record-
ing system was developed by the present
authors. The system consists of an image
sensor and a digital image memory
combined with the solid endoscope or the
fiberscope. The system is small and
compact and, thus, enables flexible data
collection.

2. SOLID ENDOSCOPE SYSTEM
Fig.1 shows a block diagram of

the system. The system consists of an
oblique-angled solid endoscope, a camera
body containing an image sensor and an
image processor. The output video signal
from the image sensor is fed into the
image processor through a high-speed
A/D converter. Stored images are then
displayed on a CRT monitor as a slow
motion picture, etc.

In order to obtain a brighter
image, a new model of the solid endo-
scope was constructed. The diameter of
the scope was larger than that of the

igm
Saute.

Fig.1 Blockdiagram of the
solid endoscope system.

ordinary scope and contains two separate
bundles of light guide. Light sources are
the two 250W halogen lamps. Number
of the picture elements in the image
sensor is 100x100 and the sampling rate
is 10MHz. In order to realize a high
frame rate, a special scan method was
devised in which only the selected scan
lines were sampled. When 37 scan lines
are sampled out of 100 scan lines, the
frame rate is 2000 per second. The image
memory is lMByte and can store the
image data for the period of about
200msecond.

3. FIBERSCOPE SYSTEM
In order to perform observation of

the vocal cord vibrations during conso-
nants in running speech, a high-speed
image recording system using a fiber-
scope was also developed. A special
fiberscope was also constructed the
diameter of which was slightly larger
than that of the ordinary scope. At the
same time, a CCD image sensor was
employed in this system, because the
image by the fiberscope is darker than
that by the solid endoscope. The sensitiv-
ity of the CCD image sensor is generally
higher than that of the MOS image
sensor which was used in the solid
endoscope system. The light source is a
300W xenon lamp. A frame rate of 2000
per second was achieved with the picture
element of 112x32.

Because the main objective of the
fiberscope system is the observation of
the running speech, it is necessary to
record high-speed images during utter-
ances as long as several seconds. Thus, a
special stand-alone digital video system
was constructed. The system consists of
64MByte image memory which can store
the image data of 6.5 second duration
under the frame rate of 2000 per second. ‚
The system generates standard NTSC
video images. It can be operated as an

ordinary video tape recorder, and is
equipped with following operation
modes; PLAY, FAST-FORWARD,
REWIND, SLOW-MOTION, STILL,
REPEAT. A personal computer can be
connected to the system and the image
data of the selected part of the utterance
were sent to the computer for the later
data analysis.

4. VOCAL CORD VIBRATION FOR
CONSONANTS

By using a fiberscope system,
vocal cord vibrations during the produc-
tion of the intervocalic consonants were
observed.

Figure 2(a) shows vocal cord
vibrations during the release of word
initial /p/ in the utterance /i: pepe desu/ -
Up to about 20th frame in the figure, the
glottis remains open and there is no
appreciable change in the glottal opening.
At about 20th frame, narrowing of the
glottis starts and the vocal cords start to
vibrate. In the first cycle of vibration,
glottal clbsure is incomplete. However,
in the next cycle, closure of the glottis
becomes complete. It can be seen in the
figure that in the subsequent cycles,
duration of the closed phase becomes
longer. It should be noted that, due to
this change in the duration of the closed
phase, the interval between successive
closing points of vocal cord vibration is
shorter during consonant release than
during the following vowel. This
phenomenon contributes, at least in part.
to the higher pitch frequency in the post-
consonantal period. It is also noted that
the start of the clear excitation in the
speech wave corresponds to the appear-
ance of the closed phase in vocal cord
vibration. Contrary to this. during the
implosion of consonant. the excitation
pattern of the speech wave decays even
when vocal cord vibrations still maintains
complete closure. It appears that the
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decay of the excitation pattern at this

phase is due to the formation of the

closure in the vocal tract.

Figure 2(b) shows vocal cord

vibration for the production of IN (word

medial lb/ in /i: bebe desul). Vocal cord

vibration during the consonant closure

and during the preceding vowel are

compared. There is no appreciable dif-

ference in the pattern of vocal cord vibra-

tion during vowel /e/ and consonant /b/.

In the present images, it is difficult to

find any apparent indication that the
glottal constriction is looser for /b/ than
for the vowel. The closed phase is even
longer for /b/.

0 0.1

closed phase

„.| ‚„„| O 5msec/div

0.2 0.3 sec

Fig.2 Vocal cord vibration in the production of the stop consonants.
(a) li: pepe desu/ (b) Ii: bebe desu/ Time: top to bottom, left to right.
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5. VOCAL CORD VIBRATION

IN' ROUGH VOICES

The solid endoscope

was applied to the observa-

tion of pathological vocal I

cord vibration in rough

Dämme/div

voices. Generally, rough

voices have cycle to cycle

fluctuations in speech wave-

form. However, many cases

of rough voices show charac-

teristic pattern of fluctuations

(i.e., not purely random

fluctuations). Fig. 3(a) shows

a case of vocal fold cyst. The

speech wave shows alterna-

tion of the period of strong

excitation and the period of

weak, noisy excitation.

Glottal images in the figure

reveal that there is a timing

difference between the

movements of the anterior

and the posterior part of the

vocal cord. The pattern of

this timing difference varies i

from cycle to cycle. It ap— '_

pears that, in the period B,

anterior part of the glottis

starts to open as soon as the ’-

posterior part gets closed.

Fig. 3(b) shows a case ‘

of recurrent nerve palsy. In

this case, the left and the

right vocal cords show the

difference
in the vibratory frequency. During the

preiod of high-amplitude waveform, the

movements of the left and right vocal

cords are in phase. In the following

cycles, the left vocal cord gradually gets

behind the right vocal cord and the

movements of the vocal cords become

out of phase. The vocal cords moves

almost in pararell and the closed phase

disappears. This state corresponds to the

periods of the low—amplitude waveform.
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Fig. 3 Vocal cord vibrations in rough voices.

(a) Vocal cord cyst. (b) Recurrent nerve palsy.

When the phase difference becomes

greater than certain threshold, the vocal

cords appear to pull each other and the

movements again become in phase.

These examples demonstrate that

the present system is useful for the analy-

sis of the production of the pathological
voices.

1) S.Kiritani, K.Honda, H.1magawa and

H.Hirose: Proc. ICASSP, Tokyo, 1633

(I986).
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ABSTRACT
The relation between vocal tract
configurations (VTC) and the acoustic
signal represents a complicated non linear
process. This phenomenon is inherently
dynamic. In this article, aspects of this
relation will be presented using a new
speech production model, based on the
Distinctive Regions and Mode (DRM) [8].
The parameters of the DRM model and its
command strategy simplify and formalize
the relation between the VTC and the
acoustic parameters.
The command inventory of the model is a
set of dynamicaly defined gestures. In the
acoustic domain formant transitions with
time are formalized into a primitive
lexicon which is related to the primitive
gestures of the DRM model. Formant
trajectories in the F1-F2-F3 space are also
stylized and related to model gestures or
combinations of gestures.

l. LINKS IN VTC-ACOUSTICS
Relations between variations in the vocal
tract configurations A(x,t) and the output
acoustic signal can deal with different
parameters of this signal. Examples of
acoustic parameters of the signal are: (l)
formant frequencies Fn, (2) formant
transitions in the time domain (FT), (3)
formant bandwidth (Bn), (4) formant
trajectories in the F1-F2-F3 space, (S)
noise type, frequency, intensity and
duration. One can trace-two main schools
relating to the consideration of the
variations of the VTCs. The first
emphasises the articulatory aspect
involved in the process, and
consequently, concentrates on articulatory
models and parameters and then relates
the acoustic output to them. The second
school emphasises the acoustic tube
depicting the VTC, and as such

concentrates on acoustic models and
parameters taking into account
physiological constraints. The DRM
model is a model of the second school.
It is not the object of this article to review
literature on VTC-acoustic relations,
nevertheless, it is helpful to mention some
exemples of it. Chiba and kajiyama [4]
related the increase or decrease in a
resonant frequency of an acoustic tube to
constricting the tube near the maximum
point of the pressure standing wave, or
near the maximum point of the volume
velocoty respectivly.
Perturbation theory has been successfully
used to study the relation between a small
area-function variation and a crresponding
acoustic parameter variation [10].
Starting in 1967 Fant used this theory to
develop the concept of Sensitivity
Function. Sensitivity functions of an
arbitrary area function A(x) relate, for a
given formant, small local spatial
perturbations to formant frequency or
bandwidth. Sensitivity functions for
length perturbations are also introduced
by FANT and served as a measure of
“formant-cavity” affiliations [6].
Sensitivity functions can also help to
define formant stability as a function of
local perturbations. The DRM model is
based on the concept of sensitivity
function.
Several models of the vocal tract have
been proposed to study the relation,
between VTC and formant frequencies.
These models are capable of providing
insight into some area-function-acoustic
relations or articulatory-acoustic relations.
Fant [7] elaborated a model composed of
four cavities representing the vocal tract.
He provided nomograms relating the five
formant frequencies to the dimensions of
these four cavities. These nomograms
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reflect the variations in the formant
frequencies due to variations in place and

area of the constriction.
As early as 1955 Stevens and House [11]

proposed a three-parameter model for
vowel production. They presented
several nomograms relating acoustic
parameters (Fl, F2, F3) to articulatory
parameters (place of articulation, degree
of constriction, and lip parameter).
This article presents the use of a new
model of the vocal tract to study the WC-

acoustic relations. Results on simple and

formalized relations between model
gestures and formants are presented.
We argue that in the research for relations

between ‘speech production and acoustics,
the adopted model should not overlook

important considerations such as: First,
the model should be part of, and coherent

with, an underlying unified concept
linking the different phases involved in

the speech communication process;

namely: the central representation and

motor control, the articulatory, the

acoustic and the phonologic levels.

Second, the acoustic signal is actually the

output of an apparatus for the conversion

of muscular energy into acoustic energy.
This conversion is hypothesized to be
effecient. The modeling of this apparatus
and the choice of its parameters and its
command strategy are crucial for the right

detection and explanation of the relations

between the different levels of the speech

communication process. Third, speech
production is inherently a dynamic
process. We are forwarding the

hypothesis that the DRM model
incorporates these considerations [9].

2. THE DRM MODEL,

GESTURES AND ACOUSTICS
For an acoustic tube, closed at one end
open at the other, there exist distinctive
Spatial regions (R) having specific
Formant Transition Behavior (FTB).
These Fs are monotonic as long as the
variations of the cross sectional area (S)
of the different regions (R) are within
specific limits defining a mode denoted
One Tract Mode (OTM) (approximately
between l and 16 cm2, if the neutral
position is 4 cm2). Two other modes can
also be defined depending on region cross
sectional areas. These are the Transition
Mode (TM) corresponding to narrow
S(R) (approximately between 0.05 and
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1 cm2); and the Two-Tract Mode (TTM)
corresponding to practically closed S(R).
These regions and modes are deduced
from sign changes of sensitivity functions
of the uniform tube (Figure 1). If one is
interested in the first three formants, eight
regions, can be distinguished.

R1 R2 R3 R4 R5 R6 R7 R8

Vnuel la/
I Sensitivity Iunclnm .

A

'“l I I I I I I 7 I I II II I1 II I‘ I! I ll

Dnshnca true the qmm ltll

Figl - Eight spacial regions from the sensitivity

functions for the three formants obtained from a

uniform tube and the DRM model.

These regions have the following lengths
respectively: L/10, L115. 2L/15, 1./5. U5,
2L/15‚ L/lS, L/10 (L being the total
effective length of the tube). It is clear
from the sensitivity functions that, for
each of the regions, an increase or a
decrease of its cross sectional area leads to

a well defined variation sign of the three
formants (as far as the OTM is
concerned). This aspect distinguishes the

eight possible variation signs (three

formants with 2 possible variation signs

for each result in 8 combinations. The

four front regions are antisymetric with

the four back ones. As a consequence, an

increase in one of the front regions can

acoustically compensate a similar increase

in the corresponding back region

(compensation effect) and area changes in

the opposite direction involves a maxmial
formant change (synergetic effect). If
one considers one resonant mode only,

there exists two regions. When only the

first two formant are considered, four

regions have to be taken into account.

It can be shown that region area changes
around the neutral result in efficient

simultaneous three formant modulations

(efficient transition). When the cross

sectional area of a region varies

substantially away from the neutral, the



change in formant frequency saturates.
Such cases represent quantal acoustic
targets (Tac) [9]. The definition of fixed
spatial regions, delimited for the neutral,
permits the existence, in a same model, of
efficient transitions of formants on the one
hand and stable targets on the other hand.
The transversal command strategy for
controlling the DRM model is simple, and
can take advantage of the inherent synergy
principle.
The comand of the model is achieved by
means of what we call region-gestures
S(R,t). There are eight classes of
primitive region-gestures, one for each
region (R1 to R8). The parameter of
each gesture are the span S(R) and the
tempo S(R,t). These gestures are defined
around the neutral. In simple or primitive
uterances. such as(aC3) one region-
gesture is involved. In natural uterances
serveral region-gestures are combined.
Actually, the complete inventory of
gestures involves other types of gestures
such as the velic and the glottal ones.

Articulatory level
- dynamically defined

articulatory-gestures (AG). each is

- Inventory of primitive AG
- Combination and timing of PAG

i
DRM model

- Dynamically defined
region - gestures (RG )

0 Inventory of primitive RG
0 Combination and timing of PRG

G
Acoustic level

o Primitive formant transitions (PI-'1')
- Inventory of PFI‘ & others
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Fig 2 . The DRM model as a gestural acoustic model
and its relation to acoustic and uticulatory levels.

ln the articulatory domain, it is postulated
that to realize a region-gesture, one or a
group of articulator is controlled in a
coordinated manner. The units of the
articulatoy gestures are dynamically

defined. The articulatory gestures
producing the primitive region-gestures
could form an inventory of articulatory
primitive gestures. These gestures are
combined to form natural uterances.
In the acoustic domain, the units
corresponding to the primitive region-
gestures are specific patterns of formant
transitions in addition to other units such
as noise patterns. Figure 2, shows a
schematic representation of this concept,
the central representation level and the
phonological level could be added, but it
is out of the scope of this study.
It is supposed that in each of these
domains, the set of units form a primitive
inventory. These primitive units are
combined or organized in the temporal
domain, taking into acount anatomical,
acoustical, phonological and perceptual
constraints.
In the following paragraphs we shall
concentrate on the relation between the
region- gestures and the formant statics
and dynamics in the acoustic domain.

3. STATIC RELATIONS
In this paragraph, we point out certain
static VTC-acoustics relations
demonstrated by the DRM model. It can
be shown that any area-function A(x)
representing a VTC can be modeled using
the DRM model and consequently mapped
into a point in the vocalic space Fl-F2-
F3. It can also be demonstrated that the
model can produce a vocalic space larger
than any other known model of
comparable limits on A(x). This VTC-
acoustic property of the DRM model is
due to the pseudo-orthogonality of its
region-gestures [8] [2]. Thanks to the
symetn'cal aspeats of the model, it can
incorporate the infiuance of all parts of the
vocal tract. One consequence of this is
that what is important in some vowel
production is not only the degree of
constriction, but also the opening of the
cavity which is at distance from the mid-
point equal to that of the constriction.
It has been shown that the model
incorporates inherently quanta] acoustic
tragets Tac [9]. For exemple it is shown,
that when the VTC defined by the model
becomes close to that of a cardinal vowel,
one formant at least becomes quasi-stable.
i.e. a/dS(R) = O (see figure 1 in [9]).
This interesting VTC-acoustic relation
deserves extensive investigation.
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4. DYNAMIC RELATIONS
The speech production process is
inherenty dynamic and non linear. In this
paragraph, we shall treat briefly two
aspects of the OTM mode of the DRM
model. The first one is the relation
between the primitive region-gestures
(PRG) and the primitive formant
transition behavior (PFI'). These gestures
are combined in natural utterances to
produce all possiple formant patterns.
The second one is the relation between
region-gestures and corresponding
trajectories is the formant space Fl-F2-
F3. Particularly, trajectories of vowel-
vowel transitions (Vl-V2) are formalized
and related to region-gestures.

4.1 Relations between PRG and
PFT
Starting from a neutral tube as a reference
(schwa or /a/), we define a simple PRG to
be the complete or partial closure of a
region. We have. eight such PRGs, one
for each region. Knowing that the
regions of the DRM model are favorite
places of articulation of consonants [8].
therefore the eight PRGs represent sounds
of the type /öC/. For example closing
region eight (R8: the lips) will lower the
three formants, i.e. produces the
corresponding PFT. Inversing a PRG,
i.e. opening a region, will produce the
inverse of the PF'I‘ (i.e. raising the three
fon’nants in our example). Combining the
PRG with its inverse will simulate
sequences of the type /aca/. Figure 3
schematizes the eight PFI‘s corresponding
to the eight PRGs. These region-gestures
and their acoustic counterparts are
confirmed by well known data on natural
speech. Figure 4 gives examples that can
be found in the literature and mainly by
Delattre [5]. We added five cases for five
arabic consonants having their place of
articulation in the back half of the vocal
tract, (complete results on particular arabic
consonants are being prepared for
publishing). The following remarks are
worth mentioning:

(1) the vowel [U is presented for natural
speech because data on /ö/ is not available;
(2) all the PFI‘s given for the front half of
the vocal tract are those reported by
Delattre except for /I/ and /;/ where we
presented them non labialized, where the
F3 transition is inverted to keep the

gestures primitive; (3) other PRGs are
defined for the DRM model and the
combination of serval gestures can
produce any formant pattern [2].
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Fig 3 - The schematized eight PFTI corresponding to

the eight PRGs.

nl CI 0 n a >

l
_l\— _I\_

-"-HI- -\I--\I-
efleeke eteepe

l

at: -"--\I-——-fl‘/-
H HF“)-
:Oc edeebe

l I

_._J\_ _,__(,__,_
oieex: cf: es: efe

_I\_ Alb—I'ma,—
H:- "“-—'\;/-
H‘- “PHI-n;—
e1: eSeezcevc

5—::’=:=¢:;=
uni—A..—
epeene cm:

k v

e): eve

qp d—h

v V
ü v
etc als

Fig 4 - [5C5] transitions deduced from the natural

speech. with corresponding regions marked.

4.2 Region-gestures and
trajectories in the formant space
The mapping of Region Gestures into the
vocalic space F1-F2-F3 has certain
pseudo-orthogonal properties. For
clarity purposes these trajectories are
calculated by computer simulation for a
four region model and F1-F2 only.
The model trajectories, their main axis,
their spans, and the parameters translating
them in the vocalic space, are analysed
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[3]. Comparing such trajectories with
those obtained for natural V1-V2
utterances, one can investigate and
understand the role played by the regions
of the vocal tract in producing V1—V2
sounds.
rzpm

museum 2 par-«hues

Fig 5 - Trajectories obtained in the F1-F2 plane.
Four regions are taken into account. R1 is equal to
1.4 cm2. Regin areas are varied logarithmically from
0.5 to 16 cm2. The product of R2 area by R3 area is
constant (synergetic area command).

Figure 5 shows an example of trajectories
in the F1-F2 plane, corresponding to the
combination of two gestures
simultaneously (synergetic mouvement).
Analysis of vocalic trajectory representing
a natural utterance can be achieved by
projecting it on such a plane. For
exemple, the trajectory of a natural /ai /
transition is easily compared with that
produced by the model as in figure 5 and
for R4 =16 cm3.
The DRM model is capable of producing
any vocalie traget and realistic trajectories
by means of simple region-gestures.

5. CONCLUSION
The new DRM model, has been used to
show new insight into the relation
between VTCs and formant dynamics.
Uterances of the form IBCB/ wereanalysed. The consonants /C/ wereArabic pharyngial ones. Resultscontinued the formant-transition patternspredicted by the DRM model for regionsR3 an_d_ R4 in the back half of the vocaltract (C and D).
The model with its parameters andcommand strategy seems to be appropriatefor the gestural task dynamic approach ofthe speech communication process [1].Finally, the model has an explanatorypower in relating VTCs to acoustics.
A nasal tract could be added to the modelusing the same DRM concepts, whilenoice production in the TM mode is to beinvestigated.
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VOWEL GESTURES AND SPECTRA: FROM RAW DATA
TO SIMULATION AND APPLICATIONS

Sidney A. J. Wood

Universities of Umea and Lund, Sweden

ABSTRACT
This paper discusses the relationship
between vowel gestures and the spectral
output. Some sample model experiments
on gestures analysed from x-ray films are
presented, and examples are given of
phonological applications (the tense vs lax
contrast, Bulgarian vowel reduction, assi-
milations in Circassian).

l. GESTURE TO SPECTRUM
The single-cavity theory related timbre to
the size of the front cavity. One interpre-
tation (Roudet) claimed that compen-
sations, such as trading lip rounding and
tongue retraction, were unforcseeable and
that articulation was therefore irrelevant
[12]. On the other hand, Bell [1.73-74]
postulated that defined settings of tongue
height and retraction would yield predic-
table configurations and timbres. This
theory was only discarded once phone-
ticians had accepted at least two formants.
Paget [11, ch. 3-5] assigned them to the
throat and mouth cavities respectively,
and he also assumed there were other
cavities for additional resonances.
loos [6,57-59] pointed out that all reso-
nances are modes of oscillation of the
entire vocal tract and cannot be ascribed to
minor side chambers. A gesture contri-
butes to them all. Thus, there is no simple
causal relationship between height and
F1, or retraction and F2. The spectral
consequences of a gesture depend on how
it widens or narrows the vocal tract
locally with respect to the standing wave
of each resonance mode [3,4,5,9,15; see
also 2,10]. Seen from this vantage point,
Roudet's compensations and Bell's vowel
configurations do not work [13,19].
Following [3,4,5,9,15], we can get a
rough idea of the spectral consequences

of a gesture from how it shapes the vocal
tract locally in relation to the nodes and
antinodes of each resonance mode. My
own calculations on configurations from
several languages show that the nodes
and antinodes never wander very far from
the theoretical locations given in [3].The
relative sensitivity of each mode to the
gesture can be judged from the local dis-
tributions of kinetic and potential ener-
gies. Published energy data based on
Russian [4], French [8] and Arabic [16]
are very similar for similar vowels, and
thus mainly reflect universal acoustical
properties of the vocal tract rather than
language specific habits.
Published nomograms give the magnitude
of a formant shift that can be attributed to
a gesture, although the three-parameter
models [4,14] are difficult to understand
in gestural terms, as they are really
models of the area function, and not of
the manoeuvres that created it. Lindblom
and Sundberg [7] have done a similar
systematic mapping of the spectral conse-
quences of manipulating a simulated
vocal tract.
The alternative to reading nomograms is
to simulate the gesture on a vocal tract
profile and calculate the vocal tract reso-
nances for successive configurations.
This is the approach used for the model
experiments reported here, that were de-
signed to elucidate the spectral contri.
butions of vowel gestures analysed from
x-ray motion films of speech. The method
is outlined in [17].

2. VOWEL GESTURES
The gestures were analysed from x-ray
motion films by tracking articulator dis-
placement between successive picture
frames [l7,22]. The actual gestures were
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as follows. (1) Four tongue body man-
oeuvres (with respect to the mandible)
directed towards the hard palate, velum,
upper pharynx or lower pharynx [l6], (2)
mandibular depression, (3) lip rounding
with respect to the jaws, (4) tongue blade
elevation or depression with respect to the
tongue body, and (5) larynx depression.

3. MODEL EXPERIMENTS
3.1 Palatal vowels
The analysed x-ray profiles revealed a set
of [i-I]-like vowels with closer jaw
openings, typically 6-9 mm, and a more
open set of [e-el-like vowels, with jaw

openings 9-14 mm [18,21]. They are
further divided into tense [i-el-like (with a
bunched tongue posture) and lax [rel-like
(with a flatter tongue). An example of a
model experiment is given here in Fig. l.
The tongue was modified in 6 steps from
a bunched to a flatter posture, at two jaw
positions (8 and 14 m). At 8 mm, the
palatal passage ranged from 0.3 to 2 cm2
cross section, and at 14 mm from l to 3.2
cm2. This also reproduces the frequently
observed phonomenon that the tongue is
higher (the palatal passage is narrower)
for [9] than [I].

200

500

F1
Hz

Figure 1. Left: the 6 degrees of palatal tongue bunching (relative to the mandible) at
two typical jaw posrtions for [1-1] and [e-e]-like vowels; the profile illustrates the two
extreme postures at the closer jaw position; the same six postures were then repeated
at the more open posmon. Right: the resulting F1 and F2 frequencies at the 6 degrees
of palatal constriction and two jaw positions.
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3000 F3 ___ ._____
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F1 _____ min max
0 mm max

tongue blade depression
Figure 2. The effect of tongue blade position on palatovelar [u] and [ml-like vowels
(close jaw opening),
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Other experiments [19] demonstrated the
role of larynx depression in rounded
palatal vowels and revealed some quantal
relationships between component gestures
and their spectral correlates. The experi-
ments reported in [18] successfully repro-
duced the variation observed in natural
speech, provided a precision of at least :1
mm was allowed for compensatory inter-
play between the tongue and mandible.

3.2 Palatovelar vowels
The [u-u] and [rrr]-like vowels also have a
close jaw opening ranging 6-9 mm. Lax
[0] has a less bunched tongue body (a
less constricted faucial passage and less
ATR), while the lips are less rounded and

rounded

the larynx less depressed [21].
The example in Fig. 2 illustrates the effect
of tongue blade depression on palatovelar
vowels. X-ray pictures usually show how
languages contrasting [u] and [y] have the
tongue blade tightly depressed in [u].
which increases the gravity of this vowel
(lower F2). The less grave English [u]
(higher F2) has traditionally been ascribed
to an advanced tongue body whereas it is
in fact due to tongue blade elevation.
Other experiments confirm that very effi-
cient restoration of lip rounding is needed
to compensate for mandibular variation in
[u]. A similar experiment for [o] is des-
cribed in the next section.

F2Hz
1000 700

No labial compensation 200

8

10

12

14 s
16 16 Labial 500
nm compensation F1

Figure 3. The effect of varying the jaw opening from 8 to 16 mm in an [o]-like vowel,

both with labial compensation (the lip opening at 14 mm jaw opening was preserved,

while the jaw was stepped from 16 to 6 mm), and without labial compensation.

3.3. Pharyngovelar vowels
Pharyngovelar (uvular) [o-o] and [rd-like

vowels have an open jaw opening (9-14
mm). Lax [3] has less lip rounding, less
tongue blade depression, less ATR and
less larynx depression. The example in
Fig. 3 shows the success of perfect labial
compensation for mandibular variation.
Figure 3 also demonstrates that uncom-
pensated mandibular variation in [0] can
shift the spectrum towards an [u]-like
timbre (i.e. the close, rounded palatovelar
and close, rounded pharyngovelar config-
urations are spectrally ambiguous).

3.4. Low pharyngeal vowels
The low pharyngeal [d-ae]-like vowels are
usually produced with a jaw opening of

9-14 mm. The narrowed lower harynx is

widened from about 0.5 cm for [a],

through 1.5 cm2 for [a], to 2.5 cm2 for
[as]. Grave [a] is darkened to [D] by
adding lip rounding. The example at Fig.
4 illustrates the effect of varying the

degree of low pharyngeal constriction,
together with spread and rounded lips, all

at one 14 mm jaw opening.
An interesting finding in [23] was that the
"indeterminate" Bulgarian vowel lä/ has
an [a]—like low pharyngeal constriction
but a close jaw position. This is a
configuration that is precluded by the Bell
model (where the mandible is explicitly

disregarded and where vowels implicitly
cannot be both high and low ).
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Figure 4. The effect of varying the degree of low pharyngeal constriction from 0.7
cm2 to 2.6 cm2 cross section. and lip rounding, at one mandible posmon (14 mm).
The dashed areas are not generally relevant in speech.
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Figure 5. Simulation of vowel reduction in Bulgarian: (a) F1/F2 regressions for all
/a,e,o/ (stressed and unstressed), also showing coronal and velar allophones of lol,
(b) simulated mandible variation 16-6 mm for /o/ (G perfect lingual and labial
restoration, H no lingual or labial restoration, I tongue blade elevation), (c) simulated
spectral reductions.

4. APPLICATIONS
The simulation of vowel gestures in
model experiments is a useful tool for sol-
ving phonological problems. An example
is vowel reduction in Bulgarian [23],
where unstressed open le ‚a‚o/ merge with
the reflexes of close /i‚ä‚u/ (Fig. 5a). The
hypothesis was that this results from the

speaker omitting gestures that otherwise
ensure the spectral contrasts. Fig. 5b
illustrates the case of /o/. If lingual and
labial compensation are turned off in
unstressed syllables, and the jaw opening
weakened, the spectrum becomes ambi-
guously similar to that of [u] without the
tongue articulation having to be reorga-
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nised to palatovelar (cf. Fig. 3). The si-
mulations reproduced the observed re-
gressions (Fig. 5c). A further point is that
/o/ (stressed and unstressed) was brighter
(higher F2) after coronal consonants.
This was simulated by having the tongue
blade elevated (I in Fig. 5c).
The spectral ambiguity arising from some
configurations may also offer an expla-
nation for some anomalous vowel assimi-
lations in the Circassian language Kabar-
dian [20]. The close phoneme is [u] or
[ur]-like in pharyngovelar contexts, i.e.
they may well be pharyngovelar rather
than palatovelar. This mirrors the reduc-
tion of Bulgarian /o/. Close pharynge-
velar is one more configuration that is
alien to the Bell model. Finally, there is a
similar alternation m Kabardian between
[0] and [c1] in pharyngovelar environ-
ments that ostensibly seems to involve a
tongue shift in only the one case. An
alternative explanation is that rounded
pharyngovelars and rounded low pharyn-
geals can be spectrally ambiguous. This is
currently being investigated.
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AUDIBILITY AND STABILITY OF ARTICULATORY MOVEMENTS
Deciphering two experiments on anticipatory rounding in French

C. Abry
M. T. Lallouache

Institut de la Communication Parlée, CNRS URA 368
Grenoble, France

ABSTRACT
The proposal that the search for economy
principles in movement control could take
advantage of the potentiality that some
phases and/or components of articulatory
movements are poorly or non-audible, is
illustrated by two experiments on
anticipatory coarticulation for French
rounding.
At a first guess, within speaker variability
between sessions, and within session
variability for the same speaker, could
srmplypoint out that poorly audible
protrusron movements through five
consonants [kstsk] complexes are «free»
to vary, provided they reach their audible
goal, in our case the vowel [y].
I-Iowever. a trend to proportional stability
in one session, where the eliciting
technique allowed to improve prosodic
pausrng control, indicated that, in
complex clustering tasks, prosodic
mastery can counteract effectively the
variability induced by complexity,
ultimately preventing poorly audible
movements — in spite of their increased
sluggishness — to become «bumpy».

0.FOREWORD
The topics of the present paper were not
directly oriented towards issues currently
held in relating speech production and
acoustics z they were initially dedicated to
movement control, namely anticipatory
rounding behavior. Of course, the fact
that unavoidable and invaluable theories -
proponents of different control spaces for
speech production — were encountered
«by-the-way» was not completely beyond
our control, since we are currently
interacting with colleagues on quanta]
experience [1] and experiments in

learning gestures-from-sounds [2, 9]. So
the proposal we are holding that, in
search of economy principles for
movement control, one could take
advantage of the potentiality that some
phases and/or components of articulatory
movements are poorly or non-audible,
this proposal will not receive here a
thorough treatment, but just preliminary
support from some evidences of such
loose links between production and
acoustics.
1.PARADIGM & EXPERIMENTS
On testing competing models of

-anticipatory rounding — the so-called
look-ahead (LA), time-locked (TL), and
hybrid. (H) models, following the
procedure set up by Perkell [ll] — with
French data, we had the opportunity to
observe a lot of variational behavior, for
the same speaker, between and within
sessions (2 sessions spaced by about 6
months). Since we will focus our
attention on the variability within the
same task, examples presented here will
not include those obtained by
manipulating the number of consonants
and the position of the juncture within
[i—>y] transitions. Thus -we chose
deliberately the most complex case 2 the
«mirror» sequence [...ikstsky...] in Ces
deux Sixte sculptérent «These two Sixte
[popes] sculptured» (the classical French
sinistre structure [4] appeared to be
unpronounceable without schwa, even by
Northern speakers). A mean
representative of [iky] tokens was
selected only as a «control» reference.
Four illustrations are shown on Figs 1 &
2. displaying upper lip protrusion time
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functions, with kinematic events, which
were detected manually on instantaneous
velocity and acceleration functions
(derived from cubic spline functions fitted
to raw measurements on each 20 ms
video field; for more details see [10]). An
obstruence interval was determined on the
synchronized audio signal (sampled at
l6KHz) by detecting [i] offset and [y]
onset, corresponding respectively to the
disappearance and appearance of a clear
vocalic formant structure. Among
parameters other than upper lip protrusion
(this one is chosen here mainly for
comparison with [11]), image processing
enabled us to track between-lips area from
front views. Additional cepstral formant
tracking and sections were checked when
needed.
Events of ten samples for each session are
overlaid on Fig. 3. Perkell’s conventions
have been essentially adopted, though this
presentation suffers from statistical
artefact, i.e. part-whole correlations ([5] :
this has been taken into account, at least
in part, in further work, pers. comm).
Protrusion kinematic events are referred
to [y] onset (upper plot) or [i] offset
(lower plot). This mirror image is adopted
simply to bring out all the possible
correlations (regression slopes and
intercepts being entirely redundant).
Regressions traced here are only those
which reached significance at p<0.01.
Symbols are of course aligned vertically
for each token. The minimum protrusion
events in the 1st session are linked by the
vertical lines.
Results will be first discussed
qualitatively (movement profiles); then
quantitatively (dates of events).
2.VARIABILITY & STABILITY
OF MOVEMENT PROFILES
During the 2nd session, all three
movement profiles — characterized by
Perkell [ll] — were observed : (i) a
unique ramp, with a nearly constant
slope, i.e. a one-phase gesture (a variant
of it, corresponding to a bell shape
velocity profile, is shown on Fig. 2,
upper part); (ii) no (or a weak) movement
phase, followed by a rather steep start of
protrusion, i.e. a two-phase protrusion (a
preretracted variant is seen in Fig. 2,
middle part); (iii) an initial ramp-like
phase, followed by a steeper phase, i.e.
two phases again (the example shown on
Fig. 2, lower part, is an extreme case,

since it shows temporal overshoot beyond
the end of the vowel, into the following
[I]; it will be discussed later).
In contrast to this large variety of profiles,
the 1st session displayed almost
exclusively movements of the type (ii),
as shown on Fig. l.
3.VARIABILITY OF KINEMATIC
EVENTS
Inspecting Fig. 3, we must agree with
Perkell [ll : 280] in rejecting all three
“strong versions" of LA, TL and H
models. The protrusion «beginning»
(conventionally : minimum value) was not
locked at the offset of the unrounded first
vowel (LA; contrary to [4] for French),
nor fixed relative to the onset of the
rounded second one (TL; its peak
acceleration neither, thus rejecting H).
The only consistent fact through both
sessions was that peak protrusion was
locked about the onset of [y] (with one
notable exception. see Fig. 2, lower part;
its events are marked by + on Fig. 3).
This means simply that no plateau-like
and/or spatially overshooted anticipations
were observed.
So our data exemplify all the three main
types of profiles, but they violate all three
models with respect to their predicted
dates.
4.ELICITING TWO STRATEGIES
Such negative results have puzzled
students in coarticulation for years. And
for our part, we were about to give up
and to come to a conclusion about
variability per se, when we suddenly
remembered (post hac!) that we had used
innocently two different eliciting
techniques to make produce such complex
consonant chains as [...kstsk...]. In the
2nd session, instruction was to repeat the
sentence, prompted with a long pause :
«Ces deux Sixte...sculptérent», as a
whole; whereas in the lst one the subject
had to repeat, when prompted, the noun
phrase : «Ces deux Sixte», linking up
with : «Ces deux Sixte sculptérent». This
possibility to «prime» the action could be
compared with a trial approach before
jumping the hurdle, allowrng to srze it up.
In our case the effect was a better
movement «chunking» (corresponding to
prosodic parsing) in this lst performance,
which is visible looking at converging
cues, such as overall longer obstruence
intervals (Fig. 3) and less elisions of the
closure phase for [t] (Fig. l vs Fig. 2).
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Since it has been recently reemphasized
that any lengthening effect on the
obstruence interval — such as slow rate,
stress and number of consonants — would
lead to more complex patterns of
protrusion movement, allowing
«individual gestures [vocalic and
consonantal protrusions] to emerge as
distinct entities» [6 : 186], it is interesting
to note that the greatest stability in
movement profiles was obtained in the
lrst session, which brought about the
longest and more carefully pronounced
tokens. Testing the proportionality (for
this procedure, cf. [8]) for the different
kinematic events, it was found that,
within the obstruence interval, maximum
velocity was relatively stable in the lrst
session (33% S protrusion lead 5 47%),
whereas it drifted towards [y] onset in the
2nd one, as obstruence duration increased
(from 70% to 4% lead).This last trend
was followed by acceleration events, a
behavior which corresponds, in the part-
whole presentation, to the steepest
regression lines on Fig. 3 (lower part).
An interpretation of the proportional
behavior in the lst session could be that
more pausing lengthens rounding
anticipation (see here [7], for evidence in
silent pauses, for French and for the same
speaker), hence increasing both phases:
the first one that corresponds to a rather
clear realization of [kste] (without a full
silent pause, of course), with no, slow or
just starting protrusion; and the second to
the deceleration phase towards peak
protrusron.
The noteworthy findings concerning with
the 2nd session are that — due to the
eliciting technique — pausing was not as
easily controlled, which led to unsteadily
junctured products. But we have no
suggestion to explain the fact that this
instability caused the maximum velocity
event to draw nearer to [y] onset... which
— as noted above — led peak protrusion to
occur right in the middle of thefollowing
[I], in one extreme case of temporal
overshoot.
5.AUDIBILITY & STABILITY
For this acoustically critical case (Fig. 2,lower part) — where, after all, the peak
protrusion stays in the domain of the
syllable — we checked formant values and
found, as early as the first periods of thevowel, maximum energy at about 2000H:(this energy concentration is normally at

about 3000Hz for this and other French
speakers for [i] [12]). Looking at
between-lips area it appeared that, about
at the beginning of the vowel, it was well
on the way to reach its minimum value.
On the other hand, since this second
impulse in narrowing began with the
release of the [k], the result was that its
burst kept an [i]-like coarticulation.
Having not performed, at present time,
systematic identification tests, we can
only refer to a gating experiment done
earlier on French [kstR], etc. [3], where it
was found that listeners could hardly
identify the following vowel until they
were delivered at least half of the last [R]
consonant. So whatever the perceptual
effects of a possible conflict between the
cues of the burst and the vowel may be, it
is likely that rounding anticipation is
rather lately perceived in such cases, at
least auditorily, if not visually [7].
From a motorlc point of View, the
problem remains to explain why during
certain poorly audible phases of
articulatory movements (under don't care
conditions in learning gestures-from-
sounds) velocity profiles are classically
bell-shaped (i) & (ii), whereas during
other such phases, they are double peaked
(iii) (or even resemble those of a bow
(i) I).
We hope to have shown that rate is not the
only factor capable of smoothing
articulatory trajectories — including poorly
audible ones — as it increases. In the case
of a complex clustering task (hence
«bumpy» in nature in its execution, and
this not necessarily because it would
prevent an aggregation of idiosyncratic
gestures [6]), an improvement in prosodic
pausing control can counteract effectively
the variability induced by complexity,
ultimately preventing poorly audible
movements — in spite of their increased
sluggishness — to become «bumpy».
- Thanks to S. Maeda for trying to improve our
English... and ideas.
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Fig- l .— Typical movement profile for upper lip protrusion obtained during the_1st
session (cubic spline functions fitted to raw data pornts; filled circle: nun. protrusion;
open triangle: max. acceleration; filled triangle: max. velocity; open crrcle: peak
protrusion; white arrows indicate obsu'uence interval).
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i k s(t)s k» y

iks(t)sky ®

ikstsky

Fig. 2 .— 'Ijhree types of movement profiles for upper lip protrusion obtained during
the 2nd session (cubic spline functions fitted to raw data points; filled circles: min.
protrusion; open triangles: max. acceleration; filled triangles: max. velocity; open
circles: peak protrusion; white arrows indicate obstruenee interval).
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Fig. 3 .— Overlaid plot of kinematic events (same symbols as in Figs 1-2, plus cross-stars
Indicating [y] offsets and [i] onsets) vs obstruence interval duration. Events are
referenced to [y] onset (upper part) or to [i] offset (lower part). Peak protrusion symbols
of the 1st session are linked by the vertical lines. Only regression lines significant at p
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ABSTRACT

This paper pleads for quantitative models in-

corporating many interacting factors con—

trolling the temporal organization of smeh,

and for testing such models in statistical

studies. The paper also wants that such stud-

ies tend to obscure real regularities and

should be supplemented with classical labo—

ratory experiments.

Isochrony and stress groups are rejected as

useful notions, words are proposed as im-

portant units. Evidence is shown that within

words there is rhythmical alternation of un-

stressed syllable durations. and that vowel

shortening due to change of tempo not neces-

sarily leads to vowel reduction. There is an

urgent need for studying the acous-

tic/phonetic characteristics that distinguish

spontaneous from prepared speech.

1. INTRODUCTION
Speech is a slippery phenomenon. Physically
speaking. at each moment in time the sound
of speech is nothing more than a momentary
air pressure perturbation. One moment it is
there. the next moment it is gone. The sound
of speech has only extension in time as far as
we. in our role of listeners. can hold it in

memory, or in as far as we. in our role of re-
searchers, can transform it into oscillograms

or spectrograrns where time is transfonned

into space. In such registrations we observe

rapid discontinuities in intensity and spectral
structure. delineating fragments where
changes seem to be less rapid.

Such changes or discontinuities in the

sound of speech are caused by movements of

the sound generating vocal organs. They de-

lineate fragments of speech that can be as-
sociated with vowels and consonants realized
by the speaker. and perceived by the listener.

Because such fragments with measurable
durations can be associated with consonant
and vowel realizations. we can observe that

realizations of one and the same phoneme

can vary tremendously in duration. Duratiom

of realizations of one and the same vowel

phoneme may vary from practically zero to

many hundreds of ms.
Such variation is not random, but rather

rigorously controlled by many factors and

their interactions. The result is what we call

the temporal organization or temporal pat-

terning of speech.
It is a major task of phonetic research to

account for temporal patterns functioning in

speech communication This is not an easy

task. Part of the complexity of the problem

stems from the fact that there are so many

factors involved, on different levels of

speech production. and that these factors

often strongly interact.
In this presentation I intend to present

some opinions, observations. and experi-

mental results that may help to further the

ongoing discussion of some, mainly

prosodic. aspects of the temporal organiza—

tion and rhythm of speech.

2. QUANTITATIVE MODELS
AND THEIR LIMITATIONS

Let me begin with the following statement

(1) The systematic effects on speech

sound durations of any one particular fac-

tor can only reliably be assessed when we

take the effects of many other factors into

account.
This point is illustrated in Fig. 1, contain-

ing some nearly twenty years old data of

mine [31]. Here we see the effect of compen—

satory shortening of the lexically stressed

vowel of a word as a function of the number

of following unstressed syllables in the word.
The data show that this effect strongly inter-

acts with vowel identity, postvocalic consc-
nant and tempo. Interactions are found both
in the absolute and in the relative durations.
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Now this is only one example of a great

many such interactions that can be demon-

strated on the basis of available data in the

literature. The existence of such strong inter-

actions can largely explain seemingly con-

tradictory findings by different researchers.

An effect that is strong in one speech tempo

or one position. may virtually vanish in

another speech tempo or another position. As

long as we do not take into account such

quantitative interactions between different

factors. we will not know where to expect an

effect of any one particular factor. and how

big this effect will be. This remains true

despite a recent and interesting demonstra-

tion that interactions become less strong. and

that some interactions perhaps even vanish.

when durational variations of phoneme seg—

ments are described in terms of the dura-

tional variance of the phoneme type con-

cemed [5].

The upshot of this is that we can only reli-

ably assess the effect of any one particular

factor when wc take the interactions of this

factor with many other factors into account.

This leads to my second statement:

(2) There is a real need for quantitative

models accounting for speech sound dura-

tions. and ways of testing these models.

Interactions of the type demonstrated can

be modeled by equations combinin' ' g additive

terms with multiplicative terms. A well

known example is the empirical rule pro-

posed by Klatt [21], which in its simple form

cart be written as:

DUR = “Dinh - Dmin) + Dmin

in which DUR is the segment duration to be

calculated. k is a parameter describing a

context effect. or any combination of such

parameters. Dinh is a table value standing for

the segment specific inherent duration. and

”min is a table value standing for the seg-

ment specific minimal duration. '

In this model context parameters provrde a

multiplicative term. and segment specific pa-

rameters provide additive terms. Ftrnher-

more. context parameters are functionally

combined. under the implicit assumption that

the order of the joint effects of these para-

meters is unaffected by other factors.

Klatt's model was until recently never

rigorously tested. It is the merit of Van San-

ten and Olive [43]. that they show how to

generalize models of this type mathemati-

cally. and how such models can be tested by

analyzing the covariances between subarrays

of a multifactorial data matrix.
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Van Santen and Olive applied their
methodofmodelanalysistoadatabase
containing 304 different phrases of two non-
sensewordsreadbyonemalespeakerattwo
speaking rates. 'lhey showed for vowel dura-
tions that. contrary to Klan's model. in tireir
data base the segment specific factors need
only a multiplicative term. and the comext
factor both a multiplicative and an additive
term. They also showed that no factors could
be functionally combined.

Of course. this is a highly exciting result.
leading to some optimism. If this method of
analysiscanandwillbeappliedtolargedata
basesofrealconnectedspeech.itholdstlre
promisedratwefinallycometogripswith
the complex and until now obscuring inter-
actions between many factors that affect
speech sound durations.

When it comes to modelling the effects
and interactions of a great many factors af-
fecting the temporal organization of natural.
connected speech. testing can only be done
on data obtained in statistical studies based
on extensive corpuses of connected speech.
There are already a number of such studies
available in the current literature. Examples
are Bamwell [2]. Hanis and Umeds [l9].
Urneda [41]. Crystal and House [61.[7].[8].
Fan: and Kruckenberg [141.115]. Pant, Noni
FaiIKruckenberg [161.[17]. and Van Samen

'hrning quantitative models to such data
baseshasnotyetbeendone. ltwillbeexci-
ting to watch the outcome of such an enter-
prise.andseehowfarresearchtoolsaspro—
vided by Van Samen and Olive will bring us.
We should be aware of the fact. however.
that going back and forth between quantita-
tive models of this kind and statistical data
bases has its limitations as a research tool.
among other things. for the following reason:
(3) Statistical studies on corpuses of
connected speech obscure real regulari-
ties: there remains a need for testing spe-
cific ideas with well controlled nraterlais in
laboratory experiments.

The point is. of course. that factors we
have never thought of will not show up in
such studies, except in their contribution to
are rerffrétr‘rsmngJvariance. If such factors have

g e . t are not very frequent in the
data base. this contribution will be only
marginal. Even ifthe factors investigated ac—
cormtforahighpercentageoftheoveran
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variance. we can never be sure that there are
no other factors.

Klan-type quantitative models have the
form of empirical rules. They are descriptive
rather than explanatory. Such models do not
embody fundamental insights in the commu-
nicative, linguistic. physiological and acous-
tic ptocesses underlying temporal patterning
in speech.

They do have the potential. however, to
allow for testing the combined quantitative
effects of factors predicted by a whole range
of different theories, models. hypotheses,
statements. and speculations covering widely
divergent aspects of speech communication.

3. SOME MORE OR LESS
PROVOCATIVE STATEMENTS

in what follows. I will formulate and argue
for some more or less speculative, and i hope
at times provocative. statements on temporal
organization and rhythm. The following
statement concems the age honoured ques-
tion of isochrony. and is perhaps less
provocative now than it would have been
twenty years ago:
(4) There is no tendency towards
isochrony in speech production.

The absence of isochrony is illustrated by
data for Swedish read aloud text. taken from
Em;and Knickenberg [15] and presented in

g. .
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NUMBER OF PHONEMES
Fig. 2. Free foot duration versus
WW" 0f Phonemes per foot (data from
Fantand Kruckenberg, [15]).
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lsocluony would mean that there is a ten-
dency in fluent connected speech to make
"stress groups" or "feet". generauy measured
from stressed vowel onset to stressed vowel
onset. equally long. If there was a tendency
towards isochrony. one would expect the
duration of stress groups not to be a linear
function of the number of unstressed sylla-
bles added to the stressed syllable. One
would rather expect that with each unstressed
syllable added. durations of all unstressed
syllables would be somewhat further com-

Fig.2 shows the absence of any tendency
towards isochrony in the Fant & Krucken-
berg data The relation between stress group
durations and number of syllables is strictly
linear. This is in line with older findings of
many other researchers, mostly for English.
as mentioned by Lehiste [24]: ([4].[22].[23],
[341.[35].[36].[39].[40].).

Pam and Knrckenberg did. however. find
an interesting exception to the absence of
isochrony. They were able to show that the
duration of a stress group containing a
speech pause is predictable from the number
of phonemes in this stress group plus the
duration of an average embedded stress
group. Apparently, the moment in time a
speaker continues after pausing seems to be
determined by some rhythmical measure
derived from the average time interval
between stressed vowel onsets in the pre-
ceding stretch of speech.

Of course there remain some questions
here. How important is the effect to speech
perception and how sensitive are listeners for
deviations from predicted durations of pause
containing stress groups?

Also one would like to know whether
there is any other measure to be derived from
the preceding stretch of speech. from which
pause duration could be predicted equally
well. lt is likely. for example, that average
word duration is closely conelated with
average stress group duration. This leads up
to my following statement:
(5) Words are important units for the
temporal organization of spuch, stress
groups are not.

This statement runs counter. for example.
to the following statement by Fan: and
Knickenberg: ”The stress group (....) is a
major constituent of durational structtue. As
an organizational unit of connected speech it
overrides the word".
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Other proponents of the stress group or
foot. as mentioned by Pant and
are Lehiste [24]. Allen [1]. Lea [221.[23],
Dauer [10]. for Dutch Den Os [11]. and for
Swedish Strangert [38].

l have the following reasons for rejecting
the stress group, and promoting the word as
organizational unit of temporal organization:
(a) My first reason is this: it is hard to see
how we can account for speech production.
and its organization in time. without words
playing a major role. Speech pauses always
fall at word boundaries. never at stress group
boundaries that do not accidentally coincide
with word boundaries. When speech is
extremely slow, words, not stress groups,
tend to be separated by pauses. In normal
speech. boundary phonemes of emphasized
or informative words. not boundary
pinnemes of emphasized or informative
stress groups (whatever that may be). tend to
show increased duration and reduced coar-
ticulation with adjacent phonemes of sur-
roundingwords.

I 1st segmart
I 2nd segment
El 3rd segment

50

acc. info both

Fig. 3. Percent dtference in duration
between two realizations of C], V. and C2 in
embedded CVC words. Left: the efi’ecr ofplus
versus minus accent (100% is plus accent),
middle: the efl'ect of new versus given (100%
is new), right: the eject ofplus accent new
versus minus accent given (100% is plus
accent new).(Data after Eefting [13]).

An illustration ofthe last point is given in
Frg.3. coraaining data from Betting [13] for
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Dutch. She. among other things. compared
the temporal structure of within-sentence re-
alizations of the same one-syllable CVC
words in three different comparisons:
Accented versus unaccented for informative
words (i.e. words containing new informa-
tion), informative versus not informative
(new versus given) for unaccented words.
and both accented and informative versus
unaccented and not informative. The figure
plots the relative differences in percent of the
accented or informative values. for C]. V.
and C2.

My interpretation of these data is that the
temporal structure of these words is affected
by two factors. accent and informativeness.
Accent leads to increased vowel duration and
some increase in prevocalic and postvocalic
consonant durations, informativeness leads to
increased durations of word boundary seg—
ments. in a tendency to disconnect the word
somewhat from its preceding and following
context. Apart from providing evidence for
the word as constituent in speech timing.
these data also confirm that speech produc-
tion is sensitive to the perceptual needs of the
listener as estimated by the speaker [271,[33].
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Fig. 4. Percent cases in which the
clusters /p#b/ and /t#d/. containing a word
boundary, are perceived as /b/ and Id]
respectively, due to assimilation and
degemination, as a function of terrroo. The
deletion of N or /d/ in each case gave an
existing alternative word before die
boundary (datafrom Menerr, [24]).

Frg.4 gives another illustration of the same
point. The figure shows data from Menert
[29] who experimentally studied the fre-
quency of perceptual ambiguity resulting
from assimilation and degemination in ltd]
and Ip clusters across word boundaries as a
function of speech rate. Word boundaries
coincided with potential phonological phrase
boundaries. Such data reflect at the same
time the relevance of phonological phrases
and the relevance of words as constituents of
timing in speech. Similar effects for stress
groups have yet to be shown.
(b) Secondly, Beckman and Edwards [3].
in a carefully controlled experiment exam-
ining relations between vowel duration and
prosodic constituency. found that there are
two different prosodic boundary effects.
phrase-fmal lengthening and word-final
lengthening. The word-final effect could not
be explained in terms of isochronous inter-
vals of some sort.
(c) Thirdly, Van Santen [42]. in his earlier
mentioned statistical study on a data base
derived from 2,262 sentences read aloud by a
single male speaker. finds considerable
effects on durations of both stressed and un-
stressed vowels of the number of syllables
and position of the stressed syllable for
words. but fails to find similar effects for
stress groups. This study is exceptional. be-
cause the author explicitly compares words
and stress groups as potential consrinrents of
temporal structure. In most other comparable
studies. either words or stress groups are
chosen as units and we can not judge which
of the two explains most of the variance in
the data. or whether one of the two would be
superfluous.
(d) My fourth and last reason for rejecting
the stress group is one of economy. We
should not introduce more units than macs-
sary to account for our data. The question is
of course. whether there are durational data
concerning normal fluent speech that cannot
be explained without recourse to stress
groups. Perhaps there are. But I know of no
publications where that is convincingly
shown. As long as that is the case. we should
hesitate to accept the stress group as a neces-
sary control factor of the temporal organiza-
tron of speech.

Let me add two remarks here. One is that
the fact that some phenomena can. pragmati-
cally. be easily described in terms of stress
groups is not sufficient evidence that stress
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groups are part of the mental control of dura-
tional variation in speech. The other is that I

do not wish to deny that some phenomena in
speech appear to be controlled by a rhythmic

principle. as exemplified by the rhythm nrle

in accent structures. There may be similar

phenomena in durational control. But these
can be accounted for without recourse to the

beginnings and endings of stress groups. In
this sense stress groups are dispensable.

words are not.
Consequently. my next statement is con-

cemed with the temporal pattern of words.
and runs as follows:
(6) Within-word sequences of medial
unstressed syllables follow a pattern of
rhythnric altemation,'short'- 'long'-'short,

etc.
Syllable duration depends among many

other things on lexical stress. and on position
in the word. There is an interesting difference
between observations by phoneticians. and
predictions made by word level phonologists.
This difference particularly concenrs tempo-
ral patterns in sequences of unstressed syl-
lables. An example in case is shown in fig. 5.
showing the abstract rhytlunical pattern of a
five-syllable Dutch word. with final stress.
The example is taken from Kager [20].

(0-) NO- MA- TO-(PEE)

(170) 135 157 134 (267) 'ms

Fig. 5. Stress pattern of the Dutch word
onomatopee according to Kager [20], and
vowel durations as measured in reiterant
versions ofsuch words by Slootweg [37].

The number of stars above each vowel
represent the relative prominence level of the
syllable. Kager predicts that there is a hierar‘
chy of reducibility, in which syllables with

the lowest stress level. having no stars, are
most easily reducible to schwa. etc. This
agrees with intuitions about reducibility. He
also predicts that in nonreduced realizations.
the syllable durations follow an underlying
pattern represented in the columns of stars.
Similar predictions are made for English.

The pattern shown correctly predicts of
course. that the lexically stressed syllable is
most prominent, and has the longest syllable
duration. Also the prediction that the un-
stressed initial syllable is somewhat longer
than medial unstressed syllables is in agree-
ment with phonetic measurements and earlier
proposed empirical nrles [32]. The rhythmi-
cal alternation. however, in the sequence of
three unstressed medial syllables. following a
'short'—'long'-'short‘ pattern. is not part of
commonly proposed empirical rules for tem-
poral patterrting, such as proposed for Dutch
by Nooteboom [32] for Swedish by Lind-
blom and Rapp [25]. and for English by Klau
[21].

Recemly, Slootweg [37] put these phono-
logical predictions to the phonetic test. using
reiterant versions of real words. embedded in
a carrier phrase. The numbers in Fig. 5 below
the syllables give the mean syllable dura-
tions, as found for five-syllable words with
final stress. Each value is the mean of 4
speakers times 5 utterances. equals 20 obser-
vations. The predicted rhythmical alternation

clearly stands out in the data.
One may observe, of course. that words

with sequences of three medial unstressed
syllables are rare. Also it is not at all certain

that such an effect can be found in real words
in normal fluent connected speech. But then

it may.
The connection with reducibility suggests

that this and similar effects will become
more prominent as speech becomes faster.

contrary for example to compensatory short-

ening of snessed syllables. These observa-
tions also suggest that there is indeed a
rhythmical component to speech production.
albeit different from the kind that would lead
to isochrony of stress groups. Note also that

this kind of rhytlunical pattern has no re-
course to units that are orthogonal to linguis-
tic structurc, such as stress groups. The
relation between vowel duration and spectral
vowel reduction is the topic of my next
stammen:
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Position in vowel
Fig. 6.

(7) Other things being equal, vowel
shortening due to a higher speech tempo,
does not lead to vowel reduction.

More than a quarter of a century ago.
Lindblom [26] proposed the "Target-Under-
shoot" model. predicting that. when durations
of a certain vowel get shorter and shorter. the
articulatory movement keeps farther away
from the vowel target. and there will be in-
creasingly more spectral reduction. Essential
to this model is that the articulatory move-
ments do not move faster when vowel dura-
tion is decreased.

Although Lindblom confirmed his predic-
tion with some simple nonsense utterances.
ever since attempts to find further continua-
tion have led to controversial results [45]. Of
course. in testing the model, it is important
that speed of articulatory movement and tar-
get value are not different due to other fac-
tors than vowel duration alone.

Some recent results on this issue are ex-
emplified in Fig. 6, taken from Van Son and
211‘s [:4]. They showed in an acoustic study

i everything is kept equal ex
speaking rate. the speed of Mamas;

1 3 5 7 9 u 13 rs

Position in vowel
Mean value and standard deviationforfirst (F1) and second (F )formantfrequency

offast and normal rare vowels. Vowels as indicated (datafrom Van Son and;ols [44]).

movement is adapted to vowel duration and
there is no spectral reduction.

Their data were obtained from two ver-
sions of the same text. once read at a normal
speaking rate and once at a fast speaking rate
by a single highly experienced professional
speaker. They paired normal and fast real-
izations of the same vowels in the text only
when prosodic conditions were the same.
Fig. 6 shows average tracks of the first two
fonnants each time of the same vowel. sam-
pled every millisecond. after normalization
of vowel duration. Obviously. there is no
vowel reduction at all. And if after normal-
ization of vowel duration the formant move-
mems are identical, then before nonnaliza-
tion they were of course different, being
slower in slow speech and faster in fast
speech. '

Of course we should be aware of the fact
that in cases where durational differences de-
pend on differences in stress level. or on po-
sition. the relation between duration and ar-
ticulatory movements reflected in speed of
fonuant changes can be quite different Mac-
chi. Spiegel. and Wallace [28] convincingly
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showed that the effect of position in the word
on vowel duration leaves formant transitions
virtually intact. and lengthens and shortens
specifically the steady-state portions of vow-
els. It is yet to be assessed how important
such phenomena are for perception A recent
study by Drullman and Collier [12] showed
that using reduced instead of full diphones in
appropriate positions in synthetic Dutch
speech. does not improve speech quality as
soon as segment durations are optimized.

Admittedly, the data of Van Son and Pols
shown in Fig.6 are based on text read aloud
by a highly competent professional speaker.
We do not know whether perhaps other
speakers do behave according to Lindbiom's
predictions, or whether perhaps vowel re-
duction as a function of speech tempo does
not occur in prepared spwch but does in
spontaneous speech.

Unfortunately. this is true of praaically all
effects discussed. We know preciously little
about temporal organization and rhythm of
spontaneous speech. It is a source of constant
amazementtomethatwhenlturnonthe
radio or television. and hear someone
I seem to need only a few syllables to deter-
mine whether I listen to spontaneous speech
or prepared speech. The acoustic-phonetic
conelates of this difference are unknown
There is room here for the following plea:
(8) There is an urgent need for studying
the acoustic/phonetic characteristics that
distinguish spartaneous speech from pre-
pared speech.

4. CONCLUSION
Iconcludethispresentationwiththefol-
lowing remarks. Somewhat oversimplifying
thesimation,wecansaythatresearchon
temporal organization and rhythm in speech
is either descriptive. or directed towards un-
derstanding the mechanisms underlying ob-
servable timing in speech.

The descriptive type of research seems to
hold the promise that we may account for the
combined effects of many factors of widely
different origins in connected prepared
speech Such an account of necessity will
have the form of empirical rules that can be
very useful for speech synthesis and perhaps
for speech recognition. But this approach
willnottelluswherethemanyeffectsmd
theirinteractions come from. It willnotsat—
isfy our scientific curiosity. nor will it lead to

the detection of completely new phenomena.
phenomena we have never thought ofbefore.

In the research directed at the underlying
mechanisms of timing in speech ofien only a
singleaspectorafewaspectsoftimingoon-
trol are studied within the same theoretical
framework. This may be unavoidable. given
the highly complex and multifaceted nature
of speech. but it is also unsatisfactory. There
is, according to Osarnu Fujimura. a need for
"an integrated understanding of linguistic and
behavioral as well as physiological and
pathological processes involved in speech
production" [18]. and, I like to add. speech
perception. Such integrated understanding
willnotcome fast. Butitwillnotcomeatall.
if we do not make a conscious effort to bring
together insights from different areas. and
study how the predicted effects interact in
acmal speech production and perception.

The descriptive approach proposed by Van
Santen and Olive [43] can then perhaps offer
a thorough testing ground for our predictions.
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ABSTRACT
The proposal that the word is the basic
organizing unit of speech production is
satisfying as well as being a proposal
that can be supported by a substantial
body of data. These comments review
some of the supportive data and also
raise questions about the origins of
utterance-level speech-timing effects.

1. INTRODUCTION
The notion of the word as the basic

organizing unit of speech production is
both intriguing and intuitively satisfying.
A good measure of this satisfaction
derives, I think. from the idea that the
primary organizational unit of speech
may be the same for all languages,
regardless of their status as “syllable-
timed” or “stress-timed," or unspecified
on that dimension. Or, in another light,
since speech tempo is usually specified
as a measure of syllables per unit of
time, if “stress—timing” assumes that the
constant duration intervals occur
between stressed syllables, then, for
some languages at least, “the durations
of utterances are determined by syllable
count, but not all syllables count” [26].

However, before embracing a model
having the word as the basic unit of
speech production, it would be useful to
be able to answer what, on the surface,
appears to be a very simple question:
“What is a word?” The most widely
offered definition of “word” is that it is a
string of characters set off by spaces,
and the orthographic conventions for
representing words are language-
specrftc. What is not considered in this
definition (or attempt at definition) is the
nature of a “word" for an illiterate
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speaker, for a listener to a foreign
language, or for a child first learning to
speak. For these groups of speech users
and hearers, the “words” may be quite
different entities than they are for
accomplished literate speaker/hearers of
a language. (To make this point explicit:
consider the many anecdotes of the sort
in which a string of segments intended
to convey one set of “words” is heard as
another: e.g., “pullet surprises” for
“Pulitzer Prizes") And although lack of
a satisfactory definition of “word”
seriously limits our ability to confirm or
reject this model immediately, the study
necessary to answer questions abut the
nature the word ought to provide
evidence useful in evaluating this model.
That is. identifying the nature of the
differences (if any) among the “words"
of these groups of speakers should
provide the linguistic framework
necessary for evaluating models of
speech production in which “words”
play a critical organizing role.

2. SOME RELEVANT STUDIES
Dauer’s [11] evidence that their is no

more isochrony in English and Thai
(both stress-timed languages) than in
Spanish (a syllable-timed language) or
Italian and Greek (both unclassified on
this dimension) offers compelling
support for rejection of the stress grOUp
as the temporal organizing unit of
speech. It will be necessary, though. to
reconcile Umeda’s [28] data with the
word as the organizing unit. Her data do
not provide evidence that the number of
syllables in a word influences the
durations of the vowels in the word;
rather, she found that vowel durations
could be predicted from a number of



phonological conditions, including
whether a vowel occurred pre-pausally,
whether it occurred in a stressed
syllable, and whether it occurred word-
finally. Thus, Umeda’s data suggest
that, other things being equal, syllable
number is not very important-~instead,
one syllable is much like another. This
result contrasts with that of Lehiste [22],
who found a reduction in syllable
duration as suffixes were added to
monosyllabic stems. (We must, of
course, consider the possible effects of
the different tasks on the experimental
outcomes: in Umeda’s study, vowel
durations were measured in extended,
continuous-~i.e., 10-20 minute-—speech
samples, whereas in Lehiste's study,
syllable durations were measured in
much shorter speech samples.) It is
possible to interpret Lehiste’s data in
terms of the word as the organizing unit:
within the word, durations are
determined by phonological conditions
including the number of syllables. This
leads, of course, to questions of the
syllable as the organizing unit of speech.
However, questions of speech timing
and speech rhythm necessarily require
units larger than the syllable, since
questions of relative segment duration
mandate comparisons among parts of
larger pieces of speech.

Returning, then to the proposal that the
word is the temporal organizing unit of
speech, it may be instructive to examine
some physiological and acoustic data
collected for other purposes, to see if
and how they may support this model, or
how the model must be modified in
order to account for these data. To
begin, such a model must account for
observed differences in the organization
of speech gestures in utterances
produced at different speaking rates,
including differences in the relative
magnitude and timing relations of the
articulatory gestures for successive
segments. There are studies [13, 29]
whose data are in conflict with the
target-undershoot model [23],
suggesting that although increasing
speech tempo results in vowels of
shorter duration, it does not result in
spectrally reduced vowels. This result is
taken as support for the word as the
temporal organizing unit, and suggests
that there is a reorganization of the
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word’s articulatory patterns to achieve
the same spectral targets as occur in
slower speech. These results, however,
also suggest a homogeneity among
speakers in the way that they achieve
changes in speech tempo, a homogeneity
that is contradicted by Harris’ [16] data,
in which one of her three subjects
showed overshoot and the other two
showed undershoot of vowels in speech
produced with increased tempo. In
addition, the genioglossus muscle
electromyographic (EMG) data
accompanying Harris' acoustic data
support the notion of reorganization of
the magnitude of the articulatory
gestures, and not simply their timing (or
overlap, [23]). It is also worth noting, I
think, that the relation between acoustic
overshoot and undershoot and the
underlying muscle potentials is not a
simple one. That is, one subject’s peak
EMG activity was reduced for increased
tempo utterances, one subject’s activity
was substantially increased for increased
tempo utterances, and the third subject’s
activity was only modestly increased for
increased tempo utterances.
soo

-soo o 300
Figure l. Ensemble-averaged EMG
potentials (in.|‚1v) from genioglosrus m.
for 16-20 tokens each of lapfpipo/ (thin
line) and lapipipol (heavy line). Zero,
the reference point for signal alignment,
represents the beginning of /p/ closure in
the acoustic waveform.

A model of speech timing that takes
the word, rather than the stress group, as
its basic unit of organization can also be
supported by the EMG and acoustic data
of Bell-Berti and Han-is [5]. That study
reports on the effect of changing pnmary
stress and speaking rate on the sep-
aration of lingual EMG activity asso-
ciated with the production of two /i/
vowels separated by an intervening /p/
or /b/. Briefly, they reported a direct
relation between the duration of the



medial stop closure and the depth of the
trough between the flanking vowel
gestures (Fig. l). The depth of this
trough was taken to be a reflection of the
change in relative timing (and hence,
overlap) between the end of the pre-stop
vowel and the beginning of the post-stop
vowel. Similar data on the depth of the
trough in labial EMG data for lu/ vowels
separated by alveolar consonants have
also been reported [8, 14, 15]. This
view would have the durations of seg-
mental articulatory gestures determined
by the position of the segment within the
word, the segmental composition of the
word, the location of stressed syllables,
and speaking rate, but would have the
“edge” relations between the gestures
for successive segments remain quite
stable across substantial changes in all of
these parameters (Fig. 2). That is, the
timing of the beginning of a gesture for
one segment will be relatively un-
changed in relation to that segment's
acoustic onset (or, viewed another way,
the end of the gesture for the preceding

Figure 2. Schematic representation of
gestures in a VCV utterance. As the
medial (consonant) gesture shortens, the
flanking vowel gestures move together,
mcreasrng temporal overlap. No
changes in gesture magnitude are
represented.

segment). This view is supported by the
data from a number of studies [5, 6, 8, 9,15]. That rs, these studies and the modelthey support [1, 7] may be compatibleWith a model of speech organizationhavrng the word as its primary temporalorganrzrng unit.
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Even more directly to the point is
Krakow’s [20] study of the articulatory
organization of syllables. She has
shown that the position of a nasal
consonant within a syllable determines
the relative timing of maximum velum
and lip displacements, with velum
lowering movements generally being en-
hanced for syllable-final nasal con-
sonants. In addition, however, Krakow
has shown small, but stable, scaling
effects on lip and velum movements for
word-marginal (both syllable- and word-
initial or final) nasals, compared with
movements for word-medial (but
syllable-initial or syllable-final) nasals.
That is, although syllable position de-
termines the basic patterns of articulator
movements and interarticulator coordi-
nation, the position of a segment within
a word does effect articulatory or—
ganization.

3. UTTERANCE-LEVEL PATTERNS
It is also obvious that there are

utterance-level effects on segment
durations in speech [18]. Thus, we
know that segments occurring late in an
utterance will be longer than those
occurring earlier in an utterance--the
final-lengthening effect [e.g., 24, 25].
So other questions we should address
are: What are the sources of utterance-
level timing patterns? and, How do
‘words’ fit into the larger units of
language?

One possibility is that some aspects of
speech timing are determined by the
linguistic characteristics of an utterance
(the inherent segment durations and the
phonetic, semantic, and syntactic context
in which a segment occurs), while other
aspects of speech timing are determined
by the neurological, muscular and
mechanical components of the speech
system. Bonnot [10] has proposed that
there are two levels of speech-timing
control, a motor planning level that
results in Tatham’s [27] “notional time."
whose output timing pattern is the result
of linguistic and motor programming
interactions, and a motor execution level
that results in Kent’s [17] “clock time."

One utterance-level timing pattern that
has been studied widely is the final
lengthening effect [24, 25], whose
Importance in perceiving speech has



been suggested by Klatt and Cooper
[19], who have shown that listeners
expect longer durations for words in
phrase- and sentence-final positions. It
has seemed reasonable, at least until this
point, to assign final-lengthening to the
motor-planning level [12]. However,
some recent data [2, 3, 4] from studies
of acoustic segment durations in French-
speaking normal and cerebellar dysar-
thric subjects seem to shed a different
light on the origin of the final-length-
ening effect. In those studies, the final
lengthening that was a characteristic of
the speech of the normal adult speakers
was absent in the speech of a group of
ataxic dysarthric speakers whose speech
was also marked by an overall slowing
of speech tempo (measured as overall
utterance duration). That is, the reduced
speech rate of the ataxic speakers was
not simply the result of a global slowing
of speech; rather, the durational relations
within an utterance were disrupted.
These dysarthric speakers suffered from
cerebellar disease, and the cerebellum is
though to have a “setting" function for
motor activity (possibly through muscle
spindle biasing [21]). One possible in-
terpretation of these data [2, 3,], then, is
that final-lengthening originates at the
motor-execution level. Alternatively.
however, it may be that there is a limit
on how much reduced speaking rate may
be and still have final elements that are
relatively slower than those occurring
earlier in the utterance [4].

4. CONCLUSION

It seems, then, that substantial support
can be found in the speech production
literature for the word as the basic unit
of speech organization. It is also
reasonable to assume, though, that, in
addition to basic units, we must also
identify the larger linguistic units that
affect speech timing (e.g., utterance-
level effects), as well as the role that
physiological systems may play in
determining the temporal characteristics
of speech. Furthermore, the develop-
ment of a comprehensive model of
speech timing requires that we explore
the interactions between the linguistic
and physiological systems involved in
producing the tinting patterns speech.
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ABSTRACT
The main point in this paper is to
describe how duration models actually
are in use. Most obviously we find them
applied in text-to-speech systems. We
also find that such models are slowly
introduced in speech understanding
systems. We will also discuss the notion
of local speech tempo and the need to
connect linguistic factors to low-level
models. We will also discuss speaker-
dependent parameters such as vowel-
consonant ratio.

1. INTRODUCTION
The paper by Sieb Nooteboom discusses
several topics that have proven to be of
importance for duration modelling. The
difference between descriptive models
and explanatory models is made clear.
Furthermore, the need for studies using
large speech corpora is emphasized. At
the same time the author issues a
warning that important details can be lost
in these studies. Thus, they must be
complemented by selective studies of
specially collected data.

In this discussion paper we will
elaborate a little more on some aspects of
duration modelling that have not been
completely covered by the author. We
will especially argue that the picture is
not that pessimistic as the reader of the
paper might think. Many aspects of
duration have been studied and duration
models have been formulated. These
models have been used in synthesis
systems and also in recognition systems
With some success.

2. KLATT DURATION MODEL
The work by Klatt has had much
importance for the development of
duration models. The notions "inherent

duration" and "minimal duration" have
been used by many researchers. The
Klatt duration model [8] has become a
standard as will be seen in this
discussion paper.

At the time the Klatt model was
presented. it was also perceptually
evaluated in a synthesis experiment [5].
It was shown that the model actually
predicted durations of equal naturalness
as durations taken from a reference
speaker "DK." It also performed better
than a model completely based on the
isochrony concept. However, the model
creates a duration framework with some
degree of isochrony anyway. This is
mainly a result of the stress-dependent
rules and cluster shortening rules.

Klatt's model was adjusted for Swedish
by Carlson and Granstr'om [3]. Special
rules had to be formulated in order to
cover the V:C/VC: variation in Swedish.
The resulting rule system was tested
against a Swedish speech corpus based
on one speaker. The standard deviation
for phoneme duration was 34 ms. The
difference between measured and
predicted duration had a standard
deviation of 20 ms.

Testing of duration models against
speech corpora is an important part of
the evaluation process. When comparing

the model predictions with the actual

data, we found that some "well known"
facts needed adjustments. The
shortening rule of vowels before

unvoiced stops turned out to have some

restrictions. Only in stressed position

could we find evidence for this rule.
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3. SOME DURATION MODELS
USED IN RECOGNITION
One of the first ambitious efforts to
study duration in a large speech corpora
was conducted by Pitrelli [12][13]. As a
starting point, the Klatt model was tested
against the Timit database [9]. The result
was compared to a model based on a
hierarchical structure. The statistical
model had a better performance than the
rule-based model. A total of 630
sentences spoken by 127 speakers were
used in the evaluation. The statistical
model was able to describe 60% of the
vowel duration variance and 55% of the
consonant duration variance. The
resulting'variance was 31 ms for vowels
and 26 ms for consonants.

The model was also used as part of a
recognition system. In a pilot
experiment, a reduction of the error rate
by 2 to 3 percent could be shown. The
system initially had an error rate of
around 15 percent.

Similar efforts to include complex
duration models as part of recognition
systems have have been made by other
researchers. Riley and Ljolje [14] report
a method to create a regression tree that
takes input from a phone recognizer. The
system was trained and tested on the

'al Darpa resource management task
[11]. The standard deviation in the
residual in the prediction of phone
durations was 29 ms which compares to
the overall 45 ms standard deviation of
the phones themselves. No adjustment
for speech rate was pursued. The
improvement to the recognition was only
minor with the duration model included.

These examples illustrate how duration
models in speech recognition have
started to attract interest. However the
methods ‚so far, have only made small
contributions to improved performance.
We will later discuss some reasons for
this.

4. CORPORA-DERIVED
MODELS FOR SPEECH
SYNTHESIS
The dominating methods to predict
duration in speech synthesis have been
based on rule-driven models. However,
statistical approaches have also been
used. In a sequence of papers, the ATR

group has reported results of duration
modelling based on statistical analysis of
speech corpora [16]. They achieve
similar results compared to the earlier-
mentioned studies. A reduction of the
standard deviation from 33 ms to 21 ms
has been reported

The model developed by Pitrelli was also
used to predict phone durations in a text-
to-speech system. In a small listening
test, the performance was shown to be
comparable to the the output of the
original Klatt rules.

Campbell [2] has shown that a neural
network can be trained to perform as
well as the Klatt rules. Other
experiments based on statistical analysis
have been reported from the CSTR

810“? [1].

5. DURATION IS RELATIVE
We have discussed duration models
based on rules or statistically derived
models. It is interesting to note that in all
these studies the phoneme durations
have a standard deviation of around 40
ms. After some kind of model is applied
we typically get an error with a standard
deviation of 25 ms. What is the reason
for this general result? It seems to be the
same irrespective of approach.

We can find one possible answer in how
local speech tempo is modelled, or rather
disregarded. In most approaches it is
assumed that the speech tempo is
constant during a sentence or clause. It
is also assumed that stress has a limited
number of levels. A syllable can either
be stressed, reduced or unstressed.
These simplifications create significant
problems. When comparing the duration
prediction to natural speech we often
find that the prediction error is a function
of time [4]. This can be interpreted as a
tempo change inside the phrase or the
sentence. To some extent this has
already been modelled by the
introduction of lengthening rules for
final phonemes in words, phrases and
clauses. However, the rules are not
taking into account the type or the
function of the syllable, word or phrase.
A prefix, root or suffix probably follows
slightly different duration rules. A noun
phrase probably follows slightly
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different rules compared to a

prepositional phrase

InaspecialstudybytheATRgroup [7],
of speech were included. It could

shown that the segment duration is

correlated to pans of speech. The

classical difference between function

words and content words was clearly
manifested in the results. Pronouns and

auxiliary verbs were shorter than nouns

and adjectives. Ordinary verbs tended to
form an in-between class. Despite the

striking result, it might be argued that the
parts of speech label is not the primary

factor for this correlation. Rather, the
use of the words in different syntactic

positions is the real cause. The formation
of phonological words might be a
helpful method in this context.

lt is interesting to note that the verbs can

be prosodically associated to either the
preceding or the following words.
13?:nding on the association we will get
a inal lengthening and a prosodic
0thmarkm‘ g of one phrase boundary or the

er.

The use of such duration cues has
recently been tested in the amt of a
speech understanding system [10]. A

special break index was designed to

encode the possible decoupling between
words. With the help of acoustic
analysis this index could be predicted.
This break index made it possible to
significantly reduce the number of
possible syntactic parses.

It is clear that the duration cues will play
an important role in the future to guide
the natural language processing in
speech understanding systems. In a
complementary manner, we can get
advice on how to approach duration
modelling from the natural language
processing community. It is known that
the distribution of possible word
sequences is different depending on the
syntactic function [15]. lntuitively the
distribution of pronouns is a good
example of this uneven spread.

6. SPEAKER-DEPENDEN‘I‘
DURATION
Several parameters in a duration model
are speaker dependent. Speech tempo
and vowel/consonant ratio are two such
variables. To illustrate this point we did
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an analysis of the two sentences spoken
all 600 speakers in the Timit database

[ ]. In Figure l the total vowel duration
divided by the sentence duration for
these two sentences are plotted for each
speaker. This ratio for the two sentences
are clearly correlated. One explanation
could be that a slower speech tempo
usually is realized by an increased vowel
duration rather titan consonant duration.
Plotting the data as a function of spwch
tempo did not support this hypothesis.

VOWEL SENTENCE DURATION RATIO

0.35 0.40 0.55 0.0

Figure l. Vowel/sentence duration ratio
for 600 speakers. Each mark represents

one speaker's data for two sentences

plotwd along the x and y axes.

During evaluation of our duration

models [4], it has become clear that the

models of a speaker have to fit together.

Naturally both the intonation and the

duration model are closely related.

However, it is also important to note that

acoustic parameters like spectral shape

and vocal tract dynamics in general must

model the same speaker. We find in our

synthesis work that it is not always
possible to impose the duration structure

from one speaker on a synthesis model

with other parameters from another

speaker. '

7. CONCLUDING REMARKS
Based on the discussion above, we

would thus like to modify the following

two comments made in the invited

lecture: - Klatt's model was until recently

never rigorously tested. - Tuning

quantitative models to databases has not

been done.
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It has been our goal to show that
attempts to do such evaluations and
tunings actually have been taking place.

We would like to support the comment
regarding the isochrony question:
- there is no tendency towards isochrony
in speech.
In a number of publications, e.g., Fant
et. a1. [6], it has been shown how a

simple framework can correctly predict
the duration of a stress interval.

The main point in this paper has been to
describe how duration models actually
are in use. Most obviously we find them
applied in text-to-speech systems. We
also find such models being slowly
incorporated in speech understanding
systems. The trend is the same as in
most recognition work -- to mix
knowledge and statistics.

Another important point in the paper has
been to illustrate how duration models
have to include knowledge about the
relation between words to a much greater
extent than currently is the case.

For a long time the progress in duration
modelling has been rather slow. The last

' years have shown an encouraging new
change. The importance of
understanding the duration framework is
once again starting to be put in focus.
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l. INTRODUCTION
This is a contribution to the discussion
of a keynote paper, "Some observations
on the temporal organisation and rhythm
of speech", by Sieb Nooteboom for the
XIIth International Congress of Phonetic
Sciences, 1991, in Aix-en-Provence.
Over the years, Nooteboom has made
important contributions to these aspects
of speech prosody. Several of his main
issues I find uncontroversal. We may all
agree that we must have full insight into
the particular overall contextual frame
that may influence observed data. We
need reliable, quantitative models
accounting for speech sound durations
and ways of testing these models.
Nooteboom is somewhat sceptical about
statistical studies on corpuses of con—
nected speech, which may obscure real
regularities, and he advocates for well
controlled laboratory experiments for
testing specific ideas. Indeed - but this
latter statement could be turned around
to claim that there is a real need for in-
sightful interpretations within a
linguistic and pragmatic frame of data
from large corpuses of connected
speech, and that tendencies observed in
"lab speech" might not be equally valid
for normal text reading. An optimal
combination is needed. There is also a
need to relate words in connected speech
quantitatively to single word utterances.
I have a feeling that short "lab speech"
sentences occupy an intermediate posi-
tion which needs to be better understood
and modelled in relation to the two
extremes.
I shall have reason to expand on Noote—
boom's main issue about stress groups
versus words. A large part of
Nooteboom's paper is devoted to the

defence of the word as a basic unit and
to express scepticism about the stress
group. The controversy outlined by
Nooteboom goes beyond the intentions
of Pam and Kruckenberg, [4], but it pro-
vides him with an incitement to review
recent work, some from his own depart-
ment. This is interesting material per se
but merely adds to the established notion
of the word as a basic unit, which we do
not deny. The controversy appears
somewhat superficial. Nooteboom leaves
it to us and others to provide evidence in
support of the stress group. This will be
one of the objects of my review. Noote-
boom's discussion of rhythmical proper-
ties is limited to within-word structures.
I shall provide a broader basis for the
discussion of speech rhythm in relation
to stress groups and pauses and to
temporal units larger than the stress
group.

2. THE STRESS GROUP AS A UNIT
OF TEMPORAL ORGANIZATION
The stress group or foot is a domain of
speech which incorporates one main
stress. The boundaries may be defined so
that the stress group comprizes a number
of complete syllables. This is the case of
the metrical foot. However, the most
common definition of the domain of a
stress group is the interval between two
successive stressed vowels. The latter
convention is usually adopted for the
study of stressed timed languages as
Swedish and English in accordance with
rhythmical consideration of stressed
vowel onsets approximating the so
called P—centers, the locations of per—
ceived beats. These are found to be dis-
placed ahead of the vowel onset if pre-
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ceded by a cluster or an unvoiced conso-
nant, [14, 16]. In the analysis of French
prosody the stress group is generally
considered to end with the last phoneme
of an accented syllable. Martin [15]
refers to such stress groups as "prosodic
wor ", which become minimal units in
an intonational analysis. We have fol-
lowed a similar principle in the analysis
of French prose reading, and we have
found specific patterns of durational in-
crease associated not only with prepause
stresses but also with minor stresses in-
side a clause or a phrase [7, 8]. In order
to attain a closer conformity with syn-
tactic units Jassem et a1 [10] suggest a
wider definition of the stress group not
restricted to ending or starting with a
stressed syllable. The stress group has
also played a role in phonological sys-
tems, e.g. Selkirk [17].
The stress group is accordingly an
accepted unit in phonetics and it remains
to evaluate its merits and limitations.
Here follows a brief summary:
(1) The basic function of the stress group
is to serve as a frame for studying quasi-
rhythmical aspects of speech as a
sequence and alternation of stressed and
unstressed syllables [l2]. ‘
(2) In connected speech the duration of a
stress group not spanning a pause or a
region of phrase juncture lengthening
increases with the number of phonemes
or syllables contained in an approxi-
mately linear fashion
T = a+bn (1)
wliere b is the average increment per
added unit, syllable or phoneme, and a is
an offset value which represents the
average stress induced lengthening. We
may accordingly identify the average
duration of an unstressed syllable as b,
whilst a + b represents the average dura-
tion of a stressed syllable. Apparently
the ratio (a + b)/ b is a measure of
stressed/unstressed conuast that can be
used as a correlate of an individual or
general speaking style [4, 5].
(3) A more detailed analysis reveals a
weak tendency of isochrony in stress
timed languages, e.g. stressed syllable
compensatory shortening when the num-
ber of following unstressed syllables is
increased. This issue has been taken up
m several papers to this congress. In our
experience the effect is small, in our
Swedish data base about 15 ms per

added unstressed syllable. Campbell [2]
reports somewhat larger values. It is my
impression that it is more pronounced in
isolated polysyllabic words or short lab
sentences than in connected speech. Also
it is associated more with the first and
second added unstressed syllables than
with additional syllables, see e.g.
Strangert [18].
(4) A closer approximation to isochrony
appears in read poetry and may be
studied in terms of stress groups as a
supplement to the formal syllable based
metrical foot [11].
(5) The stress group is a convenient unit
for discussing tempo, i.e. speech rate.
The average duration of a phoneme
within a stress group is T n, where T
is the duration and n is e number o?
phonemes contained. This observed
value may be compared to a predicted
value of b + a/n from free foot statistics,
Eq.1. One aspect of speech rhythm is the
alternation of tempo within and between
phrases. Some of these variations are
predictable from the text in terms of the
density of stressed syllables of content
words, which shows systematic varia-
tions. A text neutral phrase rhythm of
decelerations and accelerations may thus
be computed as a reference to which
adds the speaker's subjective interpreta-
tions [8].
(6) An apparent tie exists between mean
stress group durations and pause dura-
tions. We have observed a tendency of
pauses plus associated prepause length-
ening to approximate an average inter-
stress interval [4]. This is typically the
case of sentence internal pauses of the
order of 300 - 500 ms. Pauses between
sentences are longer. We have found
multi-modal distributions of pause dura-
tions, with some additional correction
for prepause lengthening, to approximate
two or three or four quanta of the order
of an average interstress interval. This ts
found not only for Swedish but also for
English and French. A rhythmical coher-
ence of pauses and tempo with obvious
analogy to music performance is typical
of a relaxed reading of good speakc.
and it is also typical of the reading of
metrically structured verse. We have
evidence that the average interstress
interval within a short time memory Span
of about 4 seconds preceding a pause 01’
something like the last eight free fec!
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synchronizes an internal beat generating
clock which sets a preferred pause dura-
tion. This is exemplified by Fig.1 for
Swedish sentence internal pauses.
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Fig.1. Sentence internal pauses pre-
dictedfrom the last eightfreefeet, above
in terms of mean foot duration, below in
terms of average number of phonemes
perfoot.

Here we have gone one step further and
tested the hypothesis that the number of
phonemes within a stress group would
have the same predictive power as dura-
tions. There is a close correlation
between number of phonemes per stress
group and pause duration. A prediction
of pause durations between complete
sentences in French is shown in Fig.2.
It is apparent that the eight free feet local
reference provides a better prediction
than the average foot duration of the
whole text. However, it must be stressed
that these rhythmical traits are speaker
dependent and become upset in con-
scrous efforts to change the overall
speech rate or speaking mode. Also,
there remains to clarify the underlying
perceptual and speech motor mecha-
msms.
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Fig.2. Prediction of pause lengths
between sentences in French. The local
eight free feet reference provides a bet-
ter prediction than the long time average
foot duration.

3. FINAL REMARKS -
Nooteboom's main argument is tha
much knowledge of speech structure is
tied to the word as an organizational
unit, whilst this is not the case for stress
groups. In my discussion I have stressed
the role of the stress group as a unit for
structuring rhythmical phenomena and
for quantifying stressed/unstressed con-
trasts. The statement of Pam and
Kruckenberg [4] that, in connected
speech, the stress group overrides the
word is valid in the sense that the stress
group as a unit is orthogonal to the word,
i.e. it occupies an independent tier of
temporal structure above the word level
imposing additional constraints. One
example is the finding of Bruce [1] that
the alternation of weaker and stronger
unstressed syllables in Swedish consti-
tutes a rhythmical pattern with a greater
consistency within stress groups than
within words. ‚
In retrospect, our provocative statement
has a wider significance than the role of
the stress group. The underlying notion
is that of the large differencies fre-
quently encountered between words in
isolation and words in context affecting
overall duration as well as relative seg-
ment durations and patterns. As Noote-
boom points out, these depend on a
complex of conditioning factors and
interactions within and outside a
linguistic frame that need to be better
understood. The differencies are at times
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drastic. The average duration of preposi-
tions is only 20% of the isolated citation
form value. Data from "lab speech" ex-
periments are not always representative
of the reading of continuous texts. Thus,
the recursive segment duration models
of Lindblom [13], based on systemati-
cally enlarged word and sentence struc-
tures, have been quite influential, but
they do not seem to have sufficient pre-
dictive power for connected text reading.
On the other hand, Carlson et a1 [3]
report a significance of stress group
alignments in preserving synthesis
quality.
At last, a few words about the limitations
of stress group statistics. For studies of
stressed/unstressed contrasts the regres-
sion constants a and b provide a gross
measure only. For a more detailed analy-
sis we have to go inside the stress group
and perform separate studies of stressed
and unstressed syllables and their seg-
mental components [7, 8]. In science we
need to use each unit at its best advan-
tage. The stress group is not without
interest. It is an established unit.
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ABSTRACT
This is a report on a pilot study of
speech and pause timing in various
modes and speeds of prose reading. We
have also performed an analysis of the
reading of word lists conforming with
the text. The degree of durational reduc-
tion in connected speech compared to
the isolated words varies with the partic-
ular word class and allows an hierarchi-
cal ordering of content and function
words. Stressed syllables tend to expand
more than unstressed syllables in a
change from a normal to a distinct read-
ing mode. From the overall statistics of
the growth of stressed and unstressed
syllables with number of phonemes one
can predict a major part of the fluctua-
tion of speech rate within sentences and
between phrases. The prediction error
represents the reader's deviation from a
neutral unengaged reading.

1. INTRODUCTION
In the last few years we have been en-
gaged in studies of prose reading and
reading style. These studies have largely
been concerned with Swedish. Our ma-
jor reference for this work is that of Fant
and Kruckenberg [3], see also Fant,
Nord and Kruckenberg [2] from an early
stage of the project with discussions of
segmentation techniques, and Fant,
Kruckenberg and Nord [4] summarizing
how stress foot statistics relate to speech
style and rhythmical traits in speech
pausing. Recently, the project has been
extended to incorporate a language con-
trasting study [5] and a separate contri-
bution to this congress, [6]. Another ex-
Egatsion of our work is to poetry reading,

Studies of the acoustic realization of text
reading potentially cover a wide range of
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problems and methodology related to
segmental and suprasegmental structures
and the influence of speaker type, text
and speaking style. In the present report
we shall concentrate on essential differ-
ences in durational patterns associated
with variations in overall speech rate and
distinctiveness. It is well known that a
word spoken in the natural context of a
sentence may be highly reduced com-
pared to the same word spoken in isola-
tion. We are in a position to provide
some quantitative data on normal reduc-
tion rates ordered with respect to word
class.
The experimental data to be reported
here are largely limited to syllable and
word durations in text reading. What are
the main consequences of a change in
speech rate and/or in distinctiveness?
How much of the long time speech rate
is governed by pauses? How do syllable
durations contract and expand at in-
creasing and decreasing speech rate? Do
stressed and unstressed syllables behave
differently?
A basic problem is how to define speech
rate quantitatively. A count of words per
minute is not very informative. We need
to separate speech from pauses to define
an effective speaking time and an aver-
age duration of phonemes within sen-
tences or phrases. The local average
speech rate varies from one phrase to the
next and displays a pattern of quasiperi-
odical alternations that constitute a
higher order rhythmical property of con-
nected speech. We shall attempt to sepa-
rate the two major factors of the local
speech rate, namely that which can be
predicted from the particular text and
that which has been added by the reader
to mark his interpretation and realization
of a speaking style.
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Fig.1. Spectrograms of the Swedish preposition "längs", uttered in a phrase, A, and in

isolation (word list), B.

In this paper we shall leave out the lower
level aspects of rhythm related to a
perceptual average of interstress
intervals which we have found to
influence speech pauses. This aspect has
been extensively treated in our earlier
studies, [3], [4].

2. SPEECH - PAUSE TIMING
Our standard text of nine sentences from
a novel was read by our reference sub-
ject ÄJ, a Swedish language expert em-
ployed by the Swedish Radio. He was
also the main subject in our earlier stud—
ies. The essential data concerning speech
and pause durations in a series of four
readings representing normal, faster,
slower and a distinctive mode of reading
are summarized in Table I. A main con-
clusion, not unexpected, see e.g.
Strangert [8], is that the variations in
reading mode are associated with sub-
stantial variations in overall pause dura-
tions. In our data this is combined with
rather moderate variations in effective
speech time. Thus, in slow reading the
total pause time is almost the double of
that in fast reading, whilst the effective
speaking time and thus mean phoneme
durations differ by 11.5% only.
Total pause time within sentences vary
relatively more with reading mode than
pauses between sentences. This is
largely a matter of the number of pauses
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which increases with decreasing speech
rate. In the distinct mode the number of
sentence internal pauses was about twice
that of normal reading, whilst the aver-
age of these pause durations were not
much different, of the order of 400 ms.
The distinct reading mode displayed the
lowest overall speech rate, but this is ac-
complished with less overall pause du-
ration than in the slow reading and a
pause/reading time ratio not much larger
than that of normal reading, 30% versus
28%.

3. WORDS SPOKEN IN ISOLATION
It is well-known that words in the natu-
ral context of an utterance may vary ap-
preciably in duration compared to words
spoken in isolation. The difference may
be dramatic such as in highly reduced
function words. Thus, in the primary
segmentation we often have to assign the
/h/ phoneme a zero duration since al-
though heard it may be manifested not
by a separate segment but by a subtle
modification of a source function only.
Short unstressed vowel may occupy one
pitch period only or lose voicing in an

unvoiced context. On the other extreme
a focally emphasized word usually gains
a duration close to that when it is spoken
in isolation. A typical example of reduc—
tion is shown in Fig.1 which pertains to
the Swedish preposition "längs", which
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Table I. Speech - pause timing in different reading modes

Normal

Total reading time (sec) 57.1
Words per minute 130
Pauses, total time (sec) 16.2

Between sentences (sec) 10.6
Within sentences (sec) 5.5
Number within sentences l3

Effective reading time (sec) 41.0
Total pause time as a fraction of
total reading time in % 28
Mean phoneme duration
in ms (n=547) 75

in context occupies only 28% of the du-
ration when spoken in isolation. Here we
also note features such as final length-
ening of the /s/ in the isolated form and
the phrase initial shortening of the /1/ in
the context version.
Fig.2 shows average data of durational
reduction as a function of word class.
There is a hierarchy headed by adjec-
tives and nouns, which retain about 75%
of their isolated reference duration fol-
lowed by verbs, numerals, adverbs, pro-
nouns, prepositions, auxiliary verbs, and
conjunctions down to the extreme of ar-
ticles that retain on the average 21%
only of their isolated mode duration.
Content words retain more than 45% of
the reference duration and function
words less than 45%.

x Si - VC SVLLABLE wunon

e K. - MD DURATONASA
FRACTION G ImTED

-0.5 -1o

E ä a ä .
H g . E c a J n .

ä ä t i . ii 25.253
CONTENT wows I Funcnon wonos

Fig.2. Average data of durational reduc-
tion as a ftmcu'on of word class, Ki! VC
syllable duration index, 5;, and subjec-
llve ward response, Rw.

As shown in Fig.2 word classes display
the same hierarchical order when repre-
sented by a nomialized measure of the
sum of the duration of the vowel and the
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B R'- SUEJECTNE WORD RESPGJSE R"
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following consonant within the maxi-
mally stressed syllable. This so called
syllable duration index Si, [3], closely
correlates with subjective prominence
values derived from continuous percep-
tual scaling of syllables and words
within the same text reading. Also in-
cluded in Fig.2 are the perceptual esti-
mates of relative word prominence, Rw,
which apparently display the same hier-
archical order. However, the total span
.of scale values expressed as ratios com~
paring adjectives with nouns is different,
the R being compressed versus the Si
syllab e duration index, whilst the degree
of reduction versus isolated word form,
Ki, displays a larger range. Thus in syn-
thesis by rule of isolated words one
should not simply adapt a common ex-
pansion factor operating on values typi-
cal of connected speech. If so, the func-
tion words will be heard as too short.
An observation from the reading of the
list of isolated, more precisely separate,
words is that of a remarkable isochrony
achieved without the aid of a periodic
prompter. Average word intervals mea-
sured with reference to vowel onsets of
stressed syllables, came out 'close to 2
seconds with some drifts up and down
and a standard deviation of 80 ms only
within a group of five successive words.
There were indications that a system of
locating synchrony beats ahead of
stressed vowels when preceded by a
consonant cluster in accordance with a
P-center approach, Browman and Gold-
stein [1], would have reduced the spread
of word intervals.
Another observation from the reading of
the word lists is a deviation from linear
growth of overall word duration with



number of phonemes in the word. .As
shown in Fig.3 a quadratic regressron
analysis revealed a m an trend of
T = 240 +120n - 4n (1)
where n is the number of phonemes of a
word. Apart from the negative quadratic
term the coefficients of this regression
equation are about twice that found for
foot durations of the connected speech
text reading.

ms

120° r As. wonos IN tsoumou

1000 -

800-

soo - r". 240 +120n - an2

400-W
OH

D
DU
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TI

ON

200-

2 4 6 8 10 n
PHONEMES PER WORD

Fig.3. Duration of isolated words (from
word lists) versus number ofphonemes.

4. SYLLABLE DURATION
The primary aim of the study of syllable
durations was to attain measures of basic
units to be correlated with varying
speech rate and reading style. For this
purpose we marked syllables as stressedversus unstressed and whether they had aprepause location to separate out the ef-fect of final lengthening. We shall herereview some essential findings only. In aglobal view there are twice as many un-
stressed syllables as stressed syllables,whilst the average duration of the un-stressed syllables is about one half ofthat of stressed syllables. This accountsfor an approximate balance betweenstressed and unstressed parts of speech.In the normal text reading stressed sylla-bles averaged 3 phonemes and a durationof 279 ms, whilst unstressed syllablesaveraged 2.3 phonemes and 127 ms. Incomparison we found for the distinctreading mode a mean duration of 319 msfor stressed syllables and 140 ms for theunstressed syllables. Because of the lim-ited text material these data have an un-
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certainty of the order of 5 ms. With this
limitation in mind there is a rather weak
significance of a 14% increase of
stressed syllable duration in distinct ver-
sus normal reading, whilst the difference
in unstressed syllables is 10% only. A
closer study of the readings revealed that
the distinct reading did not lead to a
lower speech rate in all parts of the text.
There was a similar lack of uniformity
comparing normal, slower and faster
reading mode. We therefore made a se-
lective analysis contrasting only those
words which differed in intended mode.
As a result we found for the distinct
mode a 22% increase of stressed syllable
duration and 11% in unstressed syllable
duration compared to normal reading.
The corresponding values for slow ver-
sus normal reading was 10% and 3% re-
spectively and -5% and -10% for fast
versus normal reading. A possible inter-
pretation is that unstressed syllables suf-
fer more than stressed when speech rate
is increased securing a stability of
stressed syllables, whereas in the slow
and distinct modes the stressed syllables
are emphasized. This remains to be vali-
dated from a larger speech material.
However, we may also interpret the re-
sults by looking for a ratio of the total
duration of stressed syllables versus the
total duration of unstressed syllables.
Within the selected contrasting material
we noted a stressed/unstressed ratio of
1.04 for the normal mode, 1.08 for the
fast mode, 1.10 for the slow mode, and
1.14 for the distinct mode.
What systematic variations may we ob-
serve inside syllables? According to
preliminary data an expansion of a
stressed syllable from its normal mode to
a more distinct mode generally affects
consonants more than vowels, and
phonemically long vowels are percent-
agewise less flexible than short vowels.
A relatively greater load of consonants
was also found in [3] comparing a dis-
tinct speaker with a less distinct speaker.
Syllable durations vary systematically
with the number of phonemes. Fig.4
provides a regression analysis for normal
and distinct reading. There is a clear ten-
dency of linear regression, especially for
unstressed syllables which average
d = - 4 + 57.5n (2)
ms for normal and
d = 4 + 61n (3)
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Fig.4. Duration of stressed and un-
stressed syllables versus number of
phonemes in normal and distinct
reading.

for the distinct mode. In stressed sylla-
bles the single vowels are phonemically
and phonetically long and have to be
treated separately. In the range of n = 2 -
4 phonemes we noted a regression
d = 67 + 71n (4)
for the normal mode and
98 + 74n (5)
for the distinct mode. Here we observe
more clearly the relatively larger distinct
versus normal difference in stressed
syllables than in unstressed syllable du-
ration.

5. LOCAL SPEECH RATE
When listening to the reading of a para-
graph of a text there appears a pattern of
alternating accelerations and decelera-
tions of the perceived tempo. These
variations occur within the domain of a
sentence or a phrase. In order to catch
the main variations we divided the com-
plete text of 9 sentences into 26 parts of
varying length by segmenting before all
pauses and other apparent syntactic
boundaries. The size of these units var-
red considerably, from 0.6 to 2.9 seconds
with a mean value of 1.5 seconds, which
corresponds to about 9 syllables, three of
which stressed. For each of these phrases
or complete sentences we calculated a
measure of mean phoneme duration. A
prediction was next carried out on the
basrs of the linear regression equations

for stressed and unstressed syllables, Eq.
2 - 5. Stress was handled strictly binary,
no attempt being made to introduce
scalar modifications according to word
class. One reason was that some function
words were emphasized. We took care in
estimating standard values of phrase
terminal lengthening, 200 ms for a
monosyllabic stressed word at a major
phrase boundary, 85 ms for an un-
stressed syllable before a pause at clause
and phrase boundaries inside a sentence,
and 50 ms at the end of a complete sen-
tence. Phrase initial shortening was not
considered. The prediction was thus es—
sentially based on the number of stressed
syllables and unstressed syllables and
the specific number of phonemes of each
category.

rns
100 -

H MEASURED
50 ' nun-n. PREDICTED

L AVERAGEPHONEMEDURATION

_ Mum-mama)

IIIIIIIIIIIIII

5 7 9
PHRASE NR

I I r I l l l l I I I I I I
15 17 19 21 23 25

PHRASENR

Fig5. Measured and predicted average
phoneme duration in 26 phrases of the
main paragraph.

As seen in Fig.5 the prediction of mean
phoneme duration within a phrase was
successful with an average fit of 6% and
occasional rather close matches. One ap-
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parent gain in dealing with relatively
large units is that differences m phoneme
inherent durations average out. A conse-
quence of the overall good fit is that we
may separate the two major factors
underlying variations in local speech
rate. One is a prediction of local speech
rate from the text alone. The other major
factor is the reader's modulation of the
tempo enhancing some parts above the
neutral prediction level and
undershooting at other places. A gram-
matical and semantic analysis of the text
can explain most of the main deviations.
Phrases attaining focal attention by out—
lining a scene in the story alternate with
explanatory and commentary phrases
that attain less weight. The overall span
of mean phoneme duration is large,
ranging from 58 ms to 105 ms. A com-
mon pattern within a sentence is that the
mean phoneme duration starts low, rises
to a peak and decays. In other words, a
deceleration followed by an acceleration
of local speech rate.
It is remarkable that this tendency to a
large extent also prevails in the predicted
data, suggesting that essential parts of
the local speech rate is determined by
the text, e.g. by the relative density of
stressed syllables and the occurrence of
major clause boundaries. It is significant
that the high speech rate of the final
phrase is predicted from the fact that
none of the eight words was a proper
content word. The low local speech rate,
indicated by the large peak at phrase 3,
is due to the occurrence of two mono-
syllabic content words, an adjective and
a noun, at the end of the phrase.

6. FINAL REMARKS
There remains much to be learned about
the manifestation of various reading
modes and speech rates, e.g. in the
domain of individual phonemes and a
contextual frame. There is apparently
only a partial correlation between slow
speech and distinct speech. We also need
further experience from analysis of
rnterstress intervals and their possible
relation to the quantification of pauses in
the various modes. Much of the analysis
reported here is based on the syllable as
a unit. A representation in terms of
stressed and unstressed syllables has a
more effective descriptive power than an

analysis in terms of interstress intervals
alone. However, there is a close inter-
relation. We have attempted a prediction
of phrase durations as in Fig.5 on the
basis of interstress parameters alone, i.e.
the a and b parameters of a linear regres-
sion of foot durations, Tn = a + bn‚
where b is the increment per added un-
stressed phoneme in the foot and a the
added stress component. The outcome is
almost as good as in terms of the syllable

‚ based approach.
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ISOCHRONY, UNITS 0F RNYTHHIC ORGANIZATION AND SPEECH RATE

K. J.

Institut für Phonetik und
Kiel.

ABSTRACT
The questions of isochrony, units

of rhythmic organization and

speech rate are discussed with

regard to Sieb Nooteboom’s keynote
paper in this semi—plenary

session.

I. GENERAL REMARKS

There is no doubt that, for an
adequate assessment of any temp-
oral effect in speech, we have to
take a multiplicity of factors at
different levels as well as their
interactions into account, that we

need to devise and test quantita-
tive models to cope with the data,
that statistical analyses of
connected spech and of well
controlled laboratory experiments
complement each other, and that we
need a better empirical foundation
of the distinction between sponta-
neous and prepared speech. I also
fully subscribe to the importance
of phonetic explanation of the
mechanisms responsible for speech
timing beside the simple descrip-
tion of observable regularities.
What I am going to take issue with
concerns the topics of isochrony,
of units of rhythmic organization
and of the relationship between
vowel reduction and increased
speech rate.

2. ISOCNRONY IN SPEECH PRODUCTION
The strong isochrony hypothesis
has been disproved. It has been
shown for German [5] that with
increasing articulatory complexity
and number of syllables in rhyth-

Kohler

digitale Sprachverarbeitung
Germany

mical sequences of identical
nonsense syllables compression to
isochronous feet becomes less and
less feasible because of the time
constraints of articulatory
movements; and even if compression
is possible it results in the
perception of increased spech rate
in the case of achieved isochrony.
But the lack of compression, i.e.

the proportional expansion, also

results in a change of overall

tempo, this time a decrease. So,

in order to stay within the same

perceived rate of delivery the

speaker has to compress, but this

compression must not reach iso-

chrony in this type of logatome

syllable chains with unreduced

vowels and consonant(s)

(clusters).

The use of more natural syllable

strings, which not only conformed

to the phonotactics of syllables,

but also to the rules of syllable

chaining in German by selecting

reduced vowels. in unstressed

positions of nonsense words,

showed two complementary timing

effects [5]:
(a) Disyllabic and monosyllabic

feet of the same stressed syllable

complexity (vowel quantity,

consonant clusters) and within the

same speech tempo have duration

ranges that tend not to be statis-

tically different, due to a

shortening of the stressed sylla-

ble before /o/, whereas polysyl—

labic feet, although also showing

stressed-syllable compression, did

not reach complete isochrony.

(b) The comparison of long vs.
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short stressed syllables in 2- or
3-syllable feet ('Pahne' vs.
'Pinne' or “Pahnige'I vs.
"Pinnige') yielded a complementary
adjustment of the durations of the
reduced unstressed vowels.

These data thus support a weak
isochrony hypothesis at least for
German, and other so-called
stress-timed languages, e.g.,
English and Dutch, may be supposed
to behave likewise. There is a
tendency to compress as the number
of syllables within the same
frames increases, but this com-
pression quickly approaches a
ceiling when the number of syl-
lables exceeds two. 0n the other
hand, there is also the tendency
to vary the durations of reduced
unstressed vowels in opposition to
the preceding stressed vowel,
being a complementary aspect of a
tendency to foot isochrony.

These data can, at first sight,
also be referred to the word level
because word and foot coincided in
these experiments. But why should
there be a tendency to make mono-
and bisyllabic words of the same
length by stressed—syllable
compression and unstressed syl-
lable compensation? There is
nothing in the linguistic category
of the word that could determine
such a behaviour, whereas a
superimposed rhythmic principle
can easily explain it and a number
of other phenomena:

(l) The ordering in German "mit
Pfeil und Bogen“ as against
English "with bow and arrow" is
not semantically, but rhythmically
conditioned: the mono- rather than
the disyllabic noun is put before
the conjuction to get a more even
sequence of foot durations than
would be the case with the revers-
ed order, and this grouping cuts
across word boundaries.

(2) Articulatory reduction is at
work irrespective of words and
word boundaries [6]. Words may

disappear altogether, and they may
be treated as syllabic appendices
to preceding words, even bridging
phrase structure boundaries, eg.
in "Hast du einen Moment Zeit?
(Have you got a moment to sparen
['haspm momcn 'tsaxt]. The dde-
tion of [a] in [danan], derived
from “du einen', follows the [a]
elision in "die geschnittenen
Rosen' (the cut roses), although
there is a phrasal boundary
between "hast du' and 'einen
Moment". The reduction can go
further to ['has mamcn ‘tsaxtL
where "du'I and "einen" have
disappeared from the phonetk
surface, and the prestress syL
lable [mo] is also reduced
Finally, ['has mmcn 'tsaxt] can
result, showing a further reduc-
tion of the unstressed part of the
content word "Moment". All these
processes are in keeping with the
rhythmic principle to make feet u
equal in duration as possible
Function words are obvious candt
dates to assist in this com-
pression because they are um
stressed in the unmarked case and
signal redundantly coded syntactk
functions rather than lexica
meaning, but unstressed syllables
of content words undergo the same
reductions.

(3) In verse, the rhythmic princt
ple is regularised as in
/ Humpty / Dumpty / sat on a
/ wall / / Humpty / Dumpty / hada
great / fall / / All the king’s /
horses and / all the king’s /
men / / Couldn’t put / Humpty
to/gether a/gain / This is only
possible because there is an
underlying rhythmic principle In
speech, which triggers the tend-
ency towards isochrony independent
of the chaining of words.

Nooteboom refers to the Swedish
data from read speech in Fant and
Kruckenberg [2] in support of hu
dismissal of isochrony as a factor

in Speech production. But contin-
"0“5 tEXtS, i.e. accidental corpus
rather than systematic experiment-
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al materials can neither prove nor

disprove such a rhythmic principle

because in connected speech a

great number of timing factors
operate, and they may easily

override tendencies towards

isochrony, as was demonstrated in

Kohler [4]. The reference to Fant
and Kruckenberg actually runs
counter to Nooteboom’s statement

that "statistical studies on
corpuses of connected speech
obscure real regularities: there
remains a need for testing specif-
ic ideas with well controlled
materials in laboratory experi-
ments". It was precisely this
methodological prerequisite that
determined the experimental design
followed in the Kiel studies of
speech timing, which devised
language materials and data
collection procedures in a
hypothesis-driven fashion to
systematically test and possibly
reject the isochrony assumption
[5]. But the reference is also at
odds with Nooteboom’s statement
that "the systematic effects on
speech sound durations of anyone

particular factor can only reliab-
ly be assessed when we take the
effects of many other factors, on
different levels of speech pro-
cessing, into account". In contin-
uous, ad hoc texts the many
different factors and their
interactions cannot be reliably
separated.

3. NOROS 0R STRESS GROUPS AS UNITS
0F TEMPORAL ORGANISATION?
Nooteboom provides a very clear
and categorical answer to this
question: “Words are important
units for temporal organization of
speech, stress groups are not.ll
And he adduces four reasons:

(a) Speech pauses always occur at
word boundaries, never at stress
group boundaries that do not
acc1dentally coincide with word
boundaries, and boundary phonemes
of emphasized or informative
words, not boundary phonemes of

emphasized or informative stress
groups tend to show increased
duration and reduced coarticula-
tion.

It is very important to define
what is meant by pauses: pauses
for syntactic and semantic struc-
turing are usually placed at word
boundaries, hesitation pauses can
be anywhere in the syllable chain,
and pauses for emphasis can also
be inside words before the stress-
ed syllable, as in 'I warn you:
don’t for ... get." (compare this
with 'I warn you: don’t for-
fucking-get."). Even if it could
be argued that in this' case the
pause or an inserted swear word
occurs after a stripped-off prefix
and therefore at a linguistic not
a rhythmic boundary, examples such
as 'po ... tato and to mato”
refute this as well. And in verse
a slowing down can produce pauses
at any stress group boundary
irrespective of word boundaries.
Thus "Humpty Dumpty' can be read
with pauses at all the foot
boundaries including “to/gather"
and 'a/gain'. Instead of having
pauses at foot boundaries the
boundary phonemes in all the
examples quoted may be lengthened
and detached from their environ-

ment for special emphasis. It is
the stressed syllable that gets

the extra prominence either in

order to highlight the word it is

in for semantic reasons, or the

foot it is in, for rhythmic

reasons.

(b) Beside phrase-final lengthen-

ing, there is word-final lengthen-

ing, which could not be explained

in terms of isochronous intervals.

This finding does not justify the

exclusion of the stress group as a

timing unit. Of course, it is

possible to have word‘induced

duration control, as was shown for

German 'eine gezeigt' ([has] shown

one) vs. 'einige zeigen' ([will]

show some) in Kohler [3, 4]. This

is due to the content structuring
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of speech, but its occurrence does

not cancel out rhythmic structur—

ing; on the contrary, the latter

can obliterate word—related timing

as the same investigations demon-

strate.

(c) Nooteboom refers to unpublish—
ed data by van Santen that show
considerable duration effects of
the number of syllables and the
stressed-syllable position in
words, but not in stress groups.

The data in Kohler [3, 4] point to
effects ih both units.

(d) A principle of economy compels
us not to introduce more units
than are necessary to account for

our data, and there are no publi-

cations where it has been convinc-
ingly shown that data cannot be
explained without recourse to
stress groups.

First of all, economy is certainly
a useful criterion in phonetic
data description, but when it
comes to explaining the observed
phenomena we are bound by what can
give us the deepest insight into
the widest possible empirical
domain, and economy is secondary
to this consideration because why
should speech timing, or any other
phonetic event in human production
and perception processes, be
entirely governed by economy.
Secondly, the occurrence of
greater compression in German
"eine gezeigt' ([has] shown one),
as against 'eine zeigen" ([will]
show one), in some recorded data
[3], points to a timing factor
that cannot be equated with the
word as the only relevant rhyth-
mical unit.

Furthermore, van Dommelen has
shown [1] that in a falling, as
against a level, F0 contour,
combined with vowels from a
duration continuum spanning the
quantity opposition /a/ vs. /a:/
in German, the perceptual quantity
switch occurs- at greater vowel

durations, provided the syllables
are embedded in a rhythmic se-
quence, irrespective of word
boundaries, e.g. "Er hat As
['as] / Aas ['a:s]‚ Assen ['aSan]
/ aßen ['azson], Masse [ maSQ]
/ Maße ['mazso] verstanden." (He
understood ace/carrion, aces
(dat.) / (they) ate, mass/ mea-
surements.) This result is repli-
cated when the stimuli of the
disyllabic word pairs are present-
ed in isolation, but it is, in
this position, reversed to shorter
vowel durations for the monosyl-
labic pair, in keeping with
Lehiste’s findings [7]. What is
important here is simply the
presence or absence of a following
unstressed syllable without
reference to word division. A
possible explanation for these
opposed effects can be sought in a
perceptual syllable lengthening in
falling F0, which changes the
rhythmic patterning of syllable
sequences and thus the speech
rate; the quantity assessment of
the physical vowel duration then
occurs against a slower tempo
frame and therefore appears

shorter. If there is no rhythmic

frame surrounding the test syl-

lable, especially no following
unstressed syllables, there is no
independent tempo assessment, and

the perceived lengthening affects

the vowel directly.

The answer to the question of

rhythmical units in speech should

not be an "either or", but a “both

and". Words are certainly import-

ant units for the temporal organi-

sation of speech, but stress

groups are as well, and the two
interact. In verse the rhythmic

principle dominates, in continuous

connected, spontaneous speech the
word (content) aspect gets more
prevalent, but the rhythmic
principle never disappears. Just
as words have to be put into a

segmental frame, so they also have

to be fitted into a rhythmic one.
and both segments and timing are
affected by the content structur-
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ing of utterances.

4. VONEL REDUCTION AND INCREASED

SPEECH RATE
Nooteboom rules out that vowel

shortening due to a higher speech

tempo leads to vowel reduction, by

referring to data in van Son and

Pols [9]. But these data were

obtained from a "single highly

experienced professional speaker",

and I therefore think that such a

categorical exclusion of vowel

reduction in increased speech rate

of spontaneous speech is unjusti-

fied. “hat is essential here is

that, given the need of speakers

to be understood under different
speech production conditions,

phonetic variation, including

vowel spectra in different tempo
frames, can be .located along a
hyper-hypo scale to guarantee
sufficient discriminability with
as little effort as is necessary
in the particular communicative
situation [8]. So, speakers can

_execute precise movements to reach
targets irrespective of speech
rate if they put in the necessary

effort to achieve increased
discriminability for listeners,
but they may also slur if they

think the effort is not worth—
while, and it is the latter
attitude that eventually results
in language change.
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PROSODY IN SITUATIONS OF COMMUNICATION:

SALIENCE AND SEGMENTATION

Anne Cutler

MRC Applied Psychology Unit, Cambridge, UK.

ABSTRACT

Speakers and listeners have a shared

goal: to communicate. The processes

of speech perception and of speech

production interact in many ways

under the constraints of this

communicative goal; such interaction is

as characteristic of prosodic processing

as of the processing of other aspects of

linguistic structure. Two of the major

uses of prosodic information in

situations of communication are to

encode salience and segmentation, and

these themes unite the contributions to

the symposium introduced by the

present review.

1. INTRODUCTION

Communication is what speech is for.

Everything about speech is somehow
involved in the relationship between
speaker and listener. Is there anything
special to say about the role of

prosodic structure in this relationship?

One rather negative claim that has
shown up in a number of forms is that
prosody is in some sense not central to
the message being communicated.
Among the reasons cited are that
prosody encodes affect, which, while it
may be communicated, is not part of
linguistic structure; or that the
dimensions of prosody are duration,
intensity and fundamental frequency,
and since every speech sound must
have some duration. intensity and
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fundamental frequency, prosody simply
falls out of the fact that Speech is
realised acoustically. The fact that

most orthographies do not encode

prosody is sometimes seen as
supporting evidence for the claim that

prosody is inessential.

These days it is presumably

unnecessary to argue against this point

of view. However, the contributions to

the present symposium certainly

provide countercvidence to it. In this

introductory review paper, I shall

present evidence from studies of

speech processing showing that the

processing of prosody is subject to the

same interacting constraints of the

perception and production systems as

affect the processing of other aspects
of linguistic structure.

2. PROSODY

There is, of course. no one-to—one

mapping between form and function in

prosody, although for administrative

convenience many researchers often act

as if there were. Strong correlations

certainly exist, for instance between

certain kinds of pitch movement and

the presence or absence of syntactic

closure, but if we know one thing

about prosodic function. it is that its

relationship to prosodic form is highly

complex and to a considerable degree

context-dependent.

This symposium is not a theoretical

treatment of prosody from either single



perSpective‚ however, it is a discussion

about prosody in situations of

communication. The complexity of the

relationship between form and function

implies matching complexity in the

prosodic processing which speakers

and listeners perform in the course of

communicating. In the following

section I review some of the

considerable recent literature on the

interaction of perceptual and

production processes, with emphasis on

the perception and production of

prosody.

The complexity of prosodic structure,

and the necessity for hierarchical

structural descriptions, is a recurring

theme also in the five other

contributions to the present

symposium. In this introductory paper,

I have chosen to follow two further
themes which run through the

symposium: the way prosodic structure

can express relative salience, and the

way it can communicate information

about segmentation, at various levels

of linguistic structure.

3. SITUATIONS 0F COMMUNI-
CATION

let us define a situation of

communication for our present

purposes as a speaker speaking and a
listener listening. (This is not to deny
that there are many other ln'nds of
communication, and some of them -
sign language, for instance - certainly
involve prosody.) The speaker's

production processes and the listener's

perceptual processes are obviously not
independent, if only in the trivial sense
m that one operates on the output of
the other. However, there are some
interesting further aspects of non-
mdependence. Speech production
processes can be actively constrained
by characteristics of the perceptual
process; and such effects can certainly
be observed in the processing of
prosody.

3.1 Perceptual

production

As I have argued elsewhere [10],

speakers’ choices in production are
often quite obviously constrained by

the needs of listeners. This happens

even at what one might consider quite
low levels. For instance, why are the

utterances of a speaker with a pipe

clenched between the teeth not

incomprehensible? If the processes of

production were to run their normal

course, the output might be

considerably distorted; instead,

adjustments occur (see e.g. [26]), with

the effect that the processes of

perception are enabled to run their

normal course. Similarly, consider the

Lombard reflex [27]: when ambient

noise increases, speakers involuntarily

speak more loudly. Interestingly,

speakers in this situation adjust the

individual formant frequences of their

speech to compensate for the spectral

characteristics of the noise [31]. The

result, once again, is that the output

sounds as close to the speaker‘s normal

output as is possible.

At a slightly higher level, we see the

same constraints operating on

phonological processes of elision and

assimilation. The process of

palatalisation, whereby an alveolar stop

and a following palatal glide become

affricated, can apply across a word

boundary - thus did you becomes

[drdgu] - and the effect is obviously to

obscure the onset of the post-boundary

word. But as Cooper and Paccia-

Cooper [6] have shown, palatalisation

across a word boundary is significantly

less likely if the post-boundary word is

unpredictable - for instance, low

frequency, or contrastively stressed.

The effect of this is that the words

which the listener most needs to hear

are less likely to be obscured.

Likewise, speakers making up nonce

words prefer to choose affixes which

leave the base word intact over affixes

constraints on
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which require stress shifts or vowel .

changes (so dowagerish is preferred to
dowagerial; [8]); again, the effect is
that listeners can make sense of the

new word because it contains a known

word unaltered within it.

It is unsurprising that effects of this
kind are apparent also in the realm of
prosody. The mis-stressing of words
impairs word recognition most severely

if the stress shift causes vowel quality

changes [2, l4]; and when speakers

make a slip of the tongue involving

nus-stressing, they are most likely to
correct it if a vowel was changed [9].

Furthermore, they are more likely to
add contrastive stress to the correction
if there is high contrast between the

error and the intended word [25].
Thus both the frequency and urgency
of error repair are directly correlated
with the likelihood that the error will
disrupt comprehension.
Likewise, the work of two contributors
to this symposium has shown how
well-attuned are the processes of
accent placement to listeners’ needs.
Fowler and Housum [20] showed that
deaccented‘ productions of words in a
story could function as better retrieval
cues for listeners than the same words
accented on first mention. We know
that listeners hearing a story construct
an overall representation of the story
situation [3, 22]; Fowler and Housum
speculated that deaccenting could
function as a signal to listeners that the
concept in question is already in the
story representation. Thus on hearing
a word which in the phonetic context
is obviously deaccented, listeners
automatically access the already-
constr'ucted representation; for this
reason such words function particularly
effectively as retrieval cues. Similarly,
Terken and Nooteboom [32] found that
true-false decisions could be made
more rapidly if new sentence subjects
were accented but previously
mentioned subjects were deaccented.
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3.2 The Role of Speaker Awareness

Speakers’ choices when they are
deliberately trying to make themselves
clear are also well attuned to listeners’
needs. When marking word
boundaries. for instance with a pause,
speakers pay most attention to marking
exactly the boundaries which listeners
most often overlook, i.e. boundaries
before weak syllables [l3]. When
trying to make syntax explicit, they

add syntactic markers such as relative
pronouns and complementisers [33],
the presence of which, as perceptual

research (e.g. [21]) has shown, makes

syntactic processing significantly
easier.
Prosody can be consciously used by
speakers who are trying to be clear.
Thus speakers who realise a listener is
having difficulty understanding tend to
speak more slowly, louder, and with
raised pitch [5]. One communication

situation in which this very noticeably
happens is when an adult is talking to

a child. A recent study by Femald

[19] has shown how effectively

prosody can be used in this way.

Femald recorded the same mothers

talking either to their infant child or to

their husband, in specific types of

interaction: expressing approval,
attracting attention, giving solace etc.
She then filtered all the recorded
utterances and asked listeners to

identify the type of interaction
involved in each. The listeners'

choices corresponded with the original
context to a significantly greater degree

for the infant-directed utterances than
for the adult-directed utterances. Since
the filtering process had left nothing in
the speech signal intact except for the
prosody, it would seem that, as Femald

concluded, speech to infants is more

heavily loaded than speech to adults on
prosodic signals of interactive intent.

In most speech situations, however.
speakers are not making deliberate

efforts to speak clearly. And as



Lehiste showed in a classic study [23].
the availability of prosodic cues which

will be of use to listeners may depend
crucially on speaker awareness of

potential problems for the listener.
Prosody can in many cases very
effectively signal which of two
alternative syntactic parses is intended,

for instance for syntactic ambiguities-
such as The German teachers attended
a meeting, or She hit the man with the

stick (see, e.g., [30]). In Lehiste’s

experiment, speakers read out a
number of sentences, some of which
were syntactically ambiguous; Lchiste
then ascertained whether or not the
speakers had been aware of the
ambiguity, and which interpretation
they had intended in their reading.
The speakers then produced the
sentences twice more, consciously
intending each of the two different
interpretations. All the versions were
then played to listeners, who, Lehiste
found, could much more accurately
judge which interpretation had been
intended in the versions produced with
awareness of the ambiguity. Where
the speaker had been unaware of the
ambiguity. in fact, the listener
judgements were often at chance.

3.3 The Speaker-Listener Contract

We can use the term speaker-listener
contract to signify the proposal that
participants in spoken communication
have a shared goal: maximising the
probability of successful message
transmission. As the above review
suggests, prosody is as much involved
as any other aspect of linguistic
structure in speakers’ efforts to do their
part in achieving this goal. The
evidence reviewed included contrastive
stress on error corrections; deacccnting
of previously mentioned referents; and
explicit cues to speech segmentation at
the word and the phrase level. Thus
both salience and segmentation figure
in prosodic contributions to realisation
of the speaker-listener contract.

4. SALIENCE

in a language which has sentence
accent. listeners accord a high priority
to the task of detecting where accent
falls in a speaker’s utterance. Prosodic
cues are exploited to enable listeners to
direct attention to the location of
sentence accent [7]. If part of the
normally available prosodic
information is absent, listeners will
exploit what remains [15]; but it seems

that no one prosodic dimension is
paramount in signalling accent
location, because conflict between
different sources of prosodic
information (e.g. rhythm and pitch)
leaves listeners unable to predict where
accent will occur [11]. The
importance of seeking accent location
is explained as a search for focussed,
or semantically central, aspects of the
speaker's message [16].

The processing advantage enjoyed by
accented words does not of course
imply that if every word in an
utterance were to be accented, the
listener could process the entire
utterance at a faster rate. Salience is
necessarily a relative concept. As the

work of Fowler and Terken, cited
above, has conclusively shown,

appropriate deacccnting is just as

informative, and just as important, as

accent.
In this symposium the contributions of

Fowler, Ladd and Terken all make a

further contribution to our

understanding of the phonology and

processing of sentence accent. As

Ladd argues, relative salience

expresses a syntagmatic relationship

(between nodes in a metrical tree, in

the metrical notation which Ladd uses),

which co—exists with paradigmatic

category distinctions between levels of
accent (or. in Ladd's terms, levels of

sentence stress). Ladd’s intention in

making this proposal is to reconcile
apparently conflicting views of stress:

on the one hand, the consensus of
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contemporary phonologists that stress

is an abstract relational construct, and

on the other, the paradigmatic

approach whereby stress is a property

of syllables, which has proven

persistently useful to non-phonologists

(such as syntacticians and of course

psycholinguists).

The role of relational structure in the

expression of salience is also central to
Terken’s contribution, which focusses

on the way in which the processes of

speech production translate such

relational structure into relative
acoustic salience (in the fundamental
frequency contour, in this instance),
and the way in which the processes of
speech perception interpret
fundamental frequency variation as
information about relative salience.

Fowler and Levy extend our

understanding of how relative salience
in a context finds expression in
linguistic output by drawing parallels

between lengthening and shortening
effects in both prosodic and lexical
forms. Unpredictable topics are

referred to by longer expressions,
and/or the words expressing them are
realised with greater duration. The
effect is to provide listeners with more
speech evidence for less predictable
concepts. This is powerful evidence
for the operation of the speaker-listener
contract at multiple levels of linguistic
structure.

5. SEGMENTATION

Segmentation is one of the listener’s
major tasks; boundaries must be

identified between units at several
linguistic levels. Firstly, the continuity

of the speech signal results in very few
reliable cues to word boundaries being
realised; listeners therefore have to
exploit whatever sources of

information they can to work out how
speech signal divide up into individual
words. Secondly, listeners must group
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words into phrases, that is, they must
detect syntactic boundaries. 'I'hirdly,
they must identify larger units of

semantic structure, sometimes referred

to as topic structure [4], or paragraph

structure [24]. And fourthly, they must

perceive structure at the interactional

level, i.e. speaker turns.

Prosody contributes to the listener's
performance of all these segmentation
tasks. At the lexical segmentation

level, listeners can exploit their

linguistic experience to develop
heuristic segmentation procedures

based on where word boundaries are

most likely to occur in their native
language; in English, I have argued,
such procedures are based on the

predominance of strong initial syllables
in the vocabulary [12]. At the
syntactic level, as was discussed above,

prosodic cues to boundaries are readily

exploited by listeners [23, 29, 30].

In comparison with the quite large
amount of research on lexical juncture.
and yet larger body of work on

syntactic boundaries, segmentation of
discourse into topic or paragraph units
has received relatively little attention.
(Three studies in the early 1980s
should be mentioned: Brown, Currie
and Kenworthy [4] reported that
speakers tended to raise the pitch of
their speech when introducing a new
topic; Menu and Boyce [28] reported
the same finding in parents’
conversations with children. Lehiste
[24] analysed the average duration of
phonetic segments and words in non-
final, phrase-final and paragraph-final
position; she found both phrase-final
and (somewhat greater) paragraph-final
lengthening.) It is therefore timely that
the contribution to this symposium by
Bruce describes an ongoing project
which has as one of its principal aims
the investigation of prosodic cues to
segmentation at this level of linguistic
structure.



Segmentation of conversation into

participant turns is, finally, addressed

in this symposium by Couper-Kuhlen.

The literature on prosodic cues to

tum—taking has been bedevilled by

confusion between the speaker and

listener perspectives; Duncan [18], for

instance, isolates several prosodic

characteristics of speakers’ tum-final

uttterances and terms them "cues"

without, however, any evidence that

listeners actually use them as such (see

Cutler and Pearson [17] for a critique).

Couper-Kuhlen reports evidence that

.co-operative rhythmic synchronisation

of speech occurs in smooth tum-taking;

in this study the listeners’ reception of

speakers’ signals is attested by the

synchronisation of the initial rhythmic

intervals of the new turn (produced by

the listener-turned—speaker) with the
final rhythmic intervals of the old turn

produced by the previous speaker.
Like the other contributors, Couper-

Kuhlen also highlights the importance

of hierarchical structure in prosody,

such structure being fundamental to the

tum-taking metric which she proposes.

6. CONCLUSION

It is no surprise to find that salience
and segmentation form unifying themes
for contributions to a symposium on
prosody. According to Bolinger [1],

these (or, in his words, obtrusions for

prominence and the expression of

closure) are the two major language-

universal uses of prosody. In
situations of communication, much of

speakers’ and listeners’ prosodic

processing is devoted to these goals.

One thing to note about the importance
of prosodic segmentation cues is that it
mirrors the importance of segmentation
in orthographic representations - lexical

segmentation is explicitly coded in
nearly all orthographies, and syntactic
segmentation in most; higher-level

segmentation is likewise signalled by
textual devices. As this review has
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tried to show, and as the symposium
will further stress, both salience and
segmentation are central to successful

communication, and prosody is thus
central to linguistic structure.
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THE EXPLOITATION OF PITCH IN DIALOGUE

G. Bruce

Department of Linguistics and Phonetics, Lund, Sweden

ABSTRACT
Our study concerns the prosody of
spontaneous dialogue centered around the
examination of pitch and with
exemplification from Swedish. Here we
deal with the methodology of this research
and also present some results in summary.
We have undertaken four types of
analysis: analysis of dialogue structure,
auditory (prosodic) analysis, acoustic-
phonetic analysis, and analysis-by—
synthesis. Typically, the same pitch
patterns that we have met in read,
laboratory speech tend to occur also in
spontaneous dialogue. Variation in overall
pitch range and its relation to categories of
dialogue structure is discussed and found
to be a potentially important means for use
in the sectioning and development of a
dialogue.

I. INTRODUCTION
The present paper reports on and
summarizes our current research on the
prosody of spontaneous dialogue
conducted at the Department of Linguistics
and Phonetics at Lund. Our study of
dialogue prosody is related to a research
pr0ject called CONTRA STIVE
INTERACTIVE PROSODY (‘KIPROS’),
which started in 1988 and is supported by
the Bank of Sweden Tercentenary
Foundation. The object of study is
dialogue prosody in a contrastive
perspective in French, Greek and
_Swedlsh. The ultimate goal of the project
Is to develop a model for French, Greekand Swedish dialogue prosody. For recent
{:3a from the project work see [8], [9],

Two important general questions that
we have been addressing are the following
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1) Do we find the same, well-known
prosodic patterns in spontaneous dialogue
as we have met earlier in read, laboratory
speech? 2) How are the prosodic patterns
observed related to dialogue structure and
interactive categories?

The first question relates to our “old”
research tradition in prosody and the
general model of prosody we have been
developing in Lund ([2], [4], [5], [13],
[14]). Our research on prosody in a
spontaneous speech framework will give
us an indication of how well we have been
able to simulate natural prosody in a
laboratory speech environment. The
second question is related to the “new"
research setting for our study of prosody:
spontaneous speech and dialogue. What
are the factors that govern the specific
choice of prosodic patterns for the
speakers involved?

In the present report we will deal with
the methodology that we have been
developing in our study of dialogue
prosody and also present in summary
some results from our work. The
exemplification here will be taken
exclusively from Swedish.

2. METHODOLOGY
Our research strategy in the project work
has been to study a fairly restricted sample
of speech material in relative depth and
from different angles. We have been
conducting four different kinds of
analysis: 1) analysis of the dialogue
structure itself without specific reference
to prosodic information, 2) auditory
analysis in the form of a prosody-oriented
transcription, 3) acoustic-phonetic
analysis centered around the examination
of pitch, and 4) analysis-by—synthesis by
the use of text-to—speech.



2.1. Analysis of Dialogue Structure
We have been considering three different
aspects of dialogue structure which we
have found reason to keep apart in our
analysis.

Textual aspects pertain to the
development of a dialogue as a text, which
may involve one or more speakers.
Specifically we are thinking of the
division of a dialogue into different
‘speech paragraphs‘, each of which has a
certain coherence from the point of view
of topic structure. From this point of view
the speakers' turns may be characterized
as introducing, continuing on or
terminating a certain topic.

By interactive aspects we refer
specifically to the analysis of a dialogue as
to how it is carried on in terms of the
initiatives (actions) and responses
(reactions) taken and given by the
speakers involved. This kind of analysis
is comparable to a more traditional one
into speech act categories such as
questions and answers.

Turn taking aspects refer to the specific
regulation of the speakers' turns in a
dialogue, such as taking, receiving,
keeping, and giving away the turn.

2.2. Auditory Analysis
The auditory analysis in terms of a
prosodic transcription is kept distinct from
the analysis of dialogue structure.
Therefore, our prosodic transcription does
not contain categories such as question
intonation, continuation tone etc. It is only
at a later stage, when we are relating the
auditory prosodic analysis - as well as the
acoustic-phonetic analysis - to the analysis
of the structure of the dialogue itself, that
we may establish such potential
categories.

Basically it is an orthographic
transcription of what has been recorded.
To this segmental transcription are added
prosodic features selected from our model
of prosody. While it does not contain
potentially very interesting features such
as change in speech tempo, loudness and
voice quality, our system does encode five
prosodic features: accentual prominence,
phrasing, pitch range, boundary tones and
pausing. Our notation is with one
exception fairly broad, and the
symbolization is as far as possible in
accordance with the new, current IPA
system [16].

Prominence. The analysis of
—- prominence levels was made in terms of

three binary features: 1) The lowest level
of prominence (apart from unstressed),
mere stress with no accent, coded [,x], 2)
A higher level of prominence, accented,
coded ['x], 3) The highest level of
prominence at the phrase or utterance
level, focally accented, coded ["x] .

Phrasing. In the analysis of prosodic
phrasing we assume two types of
boundaries: a minor phrase boundary for
an accentual phrase [I] and a major phrase
boundary, corresponding to a division
into regular prosodic phrases [II].

Pitch range. Our notation of pitch
range represents a fairly narrow phonetic
transcription, as this has been in the focus
of our attention. Overall pitch range for a
major prosodic phrase has been analyzed
syntagmatically in relation to the
neighbouring phrases and may assume
five different values: [->] = same [l] =

slightly raised, m = markedly raised, [a]
= slightly lowered, [l] = markedly
lowered.

Boundary tones. Within a prosodic
phrase and for a given pitch range, initial
and final boundary tones are judged to be
either raised (marked value = [I ] ) or non—
raised (unmarked). This means that the
range of, for example, a final pitch rise,
notated as a high boundary tone, can vary
considerably but still be transcribed as the
same category.

Paust‘ng. In our transcription system
we have assumed that where a real pause
is perceived, two degrees of pause length
are noted: short [(.)], and long [(..)].

Exemplification of our prosodically
oriented transcription has been given in
earlier reports (cf. [8], [9], [10]).

2.3. Acoustic-Phonetic Analysis
We consider the auditory analysis in terms
of a prosody oriented transcription to be a
useful basis for the acoustic-phonetic
analysis of dialogue prosody: the
qualitative and quantitative study of
prosodic patterns from acoustic recordings
of F0 and speech waveform. Our analysis
has been centered around pitch. The
standard procedure for us has been to
have the recorded material digitalized on
the VAX 11/730 at our laboratory and
analyzed using the API program of the
[LS package, where pitch extraction is
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done with a modified cepstral technique.
A first part of this analysis consists in
isolating relevant pitch patterns for
accentuation, phrasing. boundary
signalling and pitch range, where an
intermediary phonological (or abstract
phonetic) representation in terms of
H(igh) and L(ow) turning points has
proved helpful (see e.g. [8]).

2.4. Analysis-by-Synthesis
An important and powerful method in our
modelling of dialogue prosody and
particularly the exploitation of pitch is
analysis-by-synthesis. The research tool
which we have been using is the
multilingual text~to-speech system
developed by Carlson and Granström
[12]. The prosody rules of the Swedish
text-to-speech system have recently been
modified by Bruce 8; Granstrom [6], [7].
The idea is to use rule synthesis as a
control instrument for checking the
adequacy of our model of dialogue
prosody and as a direct way of testing
alternative analyses. There are still,
however, several limitations for its
exploitation in the specific study of
dialogue prosody and in simulating
spontaneous speech in interaction, so that
at the present stage several typical
ingrediens of spoken dialogue could not
be implemented in the syntheses. In spite
of these limitations we have found that
tulesynthesis can be a valuable instnnnent
in dialogue prosody research.

The spwch synthesis used here allows
one to choose from a small set of speaking
vorces. Two different voices have been
selected for participating in cm simulated
(11310313. the so-called regular male voice
and the deep male voice. in ouruse of rule
$111165}; the starting point is a phonetic
transcription of prosodic features.
basically the same features as described
above under auditory analysis.

3. RESULTS
3.1. Laboratory
Spontaneous Dialogue
“hen studying the prosody 0fspontaneous dialogue against the
background of having studied it in a
labomory speech environment. we haveencountered relatively few surprises.
Although we do not mean to
undaesumaigmedifiereme betweenmd
ahd spontanerxts speech. it is our general

Speech vs.

impression that the difference in prosodic
patterning, particularly pitch patterns.
between a specially designed, read test
material and a spontaneous dialogue is
less than we had expected. A typical
example of the relative similarity between
laboratory speech and spontaneous spwch
is the following.

The location of a focal accent in
(Standard) Swedish represents a pivot (cf.
[13]) of a prosodic phrase or utterance.
The pivotal character ofthe focal accent in
Swedish can be illustrated by its role in
determining the presence or absence of a
downstepping pitch contour in read
speech material (cf. [3]). In a pre-focal
posifiomuptothefocalaccentd’aphrase
(orawholeutterance)thereistypicallyno
downstepping. but instead successive
non-focal accents occur on more or less
the same pitch leveL However. after a
focal accent. the downstepping of
successive non-focal accents is a
characteristic pitch pattern. This
downstepping seems to be the expression
of equal prominence of successive post-
focal accents within the phrase.

It is interesting to note that in our
spontaneous dialogue speech there are
several, typical examples of downstepping
and non-downstepping pitch patterns,
which seem to be triggered by the
placementoffocalaecerrtinvayrmtchthe
same way as describe above. For a
perspicuous example of this see [8].

3.2. Dialogue Structure and Pitch
Range
A fundamental question in the study of
dialogue prosody is of course how the
prosodic patterns observed are related to
themeoflhedialogmitselfinterms
of textual, interactive and mm regulating

.Onecaseinpointhereisthe
variation and changes in overall pitch
range,whiehhasbeenindsefocusofour
interest. Differing degrees of attention
generallyseemtocorreiare with varianon
inrange.Amore specific hypothesishzs
bwntoascribevazizzioninpirchrargea
poss’bleconnectimwia‘rbamdariesinthe
dialogue maze, for examietosmh
paragraphsatomeintroducdonofanew
corn'ersationtopictcflllfltfl).

InmeparticularSwemmmalognemat
w-eravesmdiedinsomedem‘l-araiio
listeners'conversation overthrew:
wimtlieprogrmhdaot’apcgtlznmo
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program "Ring 55 spelar vi" - the
following regularities appear. The
combined introduction of a new topic and
interactive initiative is reflected by an
increase in pitch range in 75 % of the
cases. This can be contrasted with the
combined continuation of a topic and an
interactive response (which is a category
four times as common in the actual
dialogue), for which we find an almost
equal distribution of increase, decrease
and no change in pitch range.

3.3. Dialogue Prosody and Speech
Synthesis
In our search for regularities of variation
in overall pitch range we have also used
speech synthesis. Different versions of a
dialogue section have been implemented in
the rule synthesis. Two versions of our
synthesis attempts are interesting for the
present discussion. The first one is a
neutral version of the dialogue section,
where only default utterance prosody is
used with no attempt to simulate
interaction. Thus the same pitch range is
used for the consecutive prosodic groups
of the dialogue section.

The second version presents an attempt
- in addition to the neutral utterance
prosody — to simulate one aspect of
dialogue prosody, namely the variation of
pitch range for interactive purposes.

A comparison of the two synthesized
versions of the actual dialogue section —
the neutral version and the pitch range
version - clearly shows that variation in
overall pitch range may be considered a
potentially important means for use in the
development of a dialogue and its division
into speech paragraphs (see further [11]).
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A RHYTHM-BASED METRIC FOR TURN-TAKING

E. Couper-Kuhlen
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University of Zürich, Switzerland

ABSTRACT
A rhythm-based metric for tum-taking
is introduced here and its implications
for the identification of marked and
unmarked transitions in everyday
verbal interaction are spelled out.
Empirical evidence to sup on two
specific predictions of a rhyt m-based
metric is presented, showing (i) that for
transition times <0.2 sec. overlap,
latching, and micro-pausing can be
predicted in relation to the tempo of
prior talk, and (ii) that for transition
times >0.2 sec. a rhythmic analysis
makes a better prediction of
noticeability for pauses in the 0.2—0.6
sec. range. It Will be argued that a
metric based on s eech rhythm is
superior to one based)on absolute time
because it allows for a more reliable
identification of communicatively
srgmficant timing.

l. INTRODUCTION
Early instrumental studies of spoken

English utterances showed isochrony to
be present only under ideal conditions
[Z]. However, the more recent
discovery of P-centers [6] has reopened
the debate.[4]. In order to produce
perceptual isochrony between a set of
monosyllabic words, it has been shown
that it IS necessary to advance or retard
the acoustic onsets of syllables
according to their phonetic make-up.
In one case the amount of offset shown
to be necessary was 80 ms. or 16% of
the duration of the interval involved

This. suggests that interstress
intervals in connected speech could
m3; at the worst by as much as 16%
in respect to the duration of a rior
interval and still be consi ered

isochronous. Presumably, however, the
ratio for germissible variation within
the boun s of perceptual isochrony
increases when the intervals under
consideration are pol llabic and/or
contain phrase boun aries. In an
auditory/acoustic investigation of
spontaneous English speech [1], I have
found cases of perceptual isochrony in
which the percent difference to a
preceding interstress interval is as
much as 30%. Perceptual isochrony is,
however, rarely if ever found with %
differences greater than this.

In everyday English conversation,
perceptual isochrony is not constant;
there are often syncopated beats and
noticeable shifts in tempo. Nor is it
continuously present. However, it does
tend to become articularly
pronounced and clear at t e ends of
turns in the conversations I have
examined. This suggests that it may
play a role, perhaps even a facilitative
role, in the temporal coordination of
turn-taking.

2. TRANSITION
UNMARKED CASE

My working hypothesis is that the
norm for transition timing in everyday
English conversation is temporal
coordination between the first beat of
the new turn and the last two beats of
the prior turn such that an isochronous
sequence results. Beats are typically
created by syllables with relative
prominence at some one level of a
prosodic hierarchy constituted by
syllables, feet, phonological phrases
and intonation phrases. Isochronous
patterns arise when every 5 llable,
every unreduced llable, every itch-)
accented syllabe and/or every

TIMING: THE
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intonational onset or nucleus in a
stretch of speech is timed at
perceptually regular intervals of time.
n contrast to earlier studies on

isochrony then, the phenomenon in this
approach is not restricted to an
umnterrupted succession of stressed
syllables only.

Once a rhythmic pulse is established
in speech, it creates the e ectation
that it will continue. erefore,
temporary interruptions, provided they
are not too long, can be tolerated
without causing the rhythmic gestalt to
break down. When a pre-established
rhythmic pulse coincides with silence
rather than with some prosodically
prominent syllable, this is referred to
as a silent beat.

Given the above hypothesis,
prototypical unmarked timing for turn
transition might be represented
schematicall as in Figure 1, where A
and B are ifferent speakers. As this
diagram su ests, B must position the
first proso ic prominence of the new
turn such that it follows the last two
prominences of A’s turn at an
approximately equal interval of time.

intervening non-prominent
syllables (whether ost-tonic in A’s
turn or anacrustic in ’5 turn) will need
to be incorporated into the transition
interval in such a way that overall
isochrony is not disturbed. If there are
numerous non-prominent syllables
intervening, this ma entail latching or
even minimal over ap, de ending on
the tempo of prior speech. f there are
few or no non-prominent syllables to
fill the interval, a small ‘pause’ may be
called for, again depending on prior
tempo.

3. TRANSITION TIMING: A
MARKED CASE

According to the present hypothesis,
marked tinting in turn transition occurs
when the first prosodic prominence of
a second turn comes either earlier or
later than the next rh hmic pulse
following a TRP in the prior turn. Only
‘late’ timing will be considered here.

A prototypical ‘late’ second turn an
have two variants, represented
schematically in Figures 2a/b. In both
variants the first rhythmic pulse
following the last two beats of A’s turn
is unfilled, i.e. the next turn is late. But
in Figure 221, when B’s turn does begin,
its first prosodic prominence coincides
with a continuation of the pulse, which
retrospectively converts the intervening
silence into a silent beat and re-
establishes the rhythm. In Figure 2b, by
contrast, the first prosodic prominence
of the new turn does not coincide with
the pre-established pulse and it can be
assumed that the gestalt-like rhythm
rapidly breaks down. The status of
silence following a TRP in the marked
transition is thus quite different from
its potential status in an unmarked
transition. In the marked case it
contains or coincides with a rhythmic
pulse, whereas in the unmarked case
any silence which occurs is
incorporated into the rhythmic interval
between two pulses.

4. EVIDENCE FOR A RHYTHM-
BASED METRIC

The rhythm-based metric
hypothesized here makes a number of
predictions with respect to transition
timing which can be investigated
empirically. The following will deal
wit two of these, using two randomly

Figure 1. Prototypical unmarked timing for turn transition

m
A: 6 (..) o (..) o (..)

B: (..) Ö

[6 represents a prosodically prominent syllable, (..) optional non-prominent syllables,
and a the rhythnuc pulse established by a perceptually regular succession of 6s.]
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chosen fra ments from natural,
spontaneous n lish conversation (one
telephone, one ace-to-face) as a data
base. In both cases prosodic
prominences and isochronous rhythms
were determined auditorily by two
trained specialists, working first
independently and later as a team. The
intervals between perceptually regular
prosodic prominences were then
measured acoustically, from vowel
onset to vowel onset, using wideband
sonagrams as produced by a Kay
Elemetrics Digital Sonagraph Model
5500. Only those atterns in which
intervals deviated y less than 30%
from the duration of a prior interval
were retained. In addition to rhythmic
intervals, all transition times were
measured to the nearest one-
hundredth of a second.

4.1. Prediction of Overlap, Latching or
Micro-pause

From the stipulation that prosodic
prominences must be timed regularly
in the unmarked case, it follows that
the rhythmic interval containin a turn
transition may be emp , or fil ed with
a varying number 0 post-tonic or
anacrustic s llables. A rhythm-based
metric woud predict that for the
unmarked case overlap, latching or
micro-pause between two turns is a

function of how many (and possibly
what kinds) of syllables the transition
interval contains, in interaction with
the rate of the rhythmic pulse (tempo).
Where there are few or no non-
prominent syllables to be incorporated,
a micro-pause is like] , provrded the
tempo is not fast. here there are
several or many non-prominent
syllables, latching or in the extreme
case overlap is likel, provided the
tempo is not slow. I tempo is held
more or less constant, there should be
less ‘space’ between turns the more
syllables there are to be incorporated,
and vice versa.

When all transition times of 0.2 sec.
or less (including cases of minimal
overlap between non-prominent
syllables) in the conversational
fragments examined are now ouped
according to the tempo of the r ythmic
pulse in surrounding talk, the pattern
which emerges supports the prediction
that transition times will be shorter
where more syllables must be
inco orated. In transition intervals of
0.71- .72 sec., for instance, a 0.2 sec.
pause occurs with no incorporated
syllables, a micro-pause of 0.1 sec. with
2 incorporated syllables and latching
with 4 incorporated syllables. In
transition intervals of 0.78 sec. there is
a micro-pause of 0.1 sec. with 2

Figure 2a. Marked ‘late’ timing for turn transition (rhythm preserved)

TRP

A: o (..) o (..) 6 (--)

B, (..) o

Figure 2b. Marked ‘late’ timing for turn transition (rhythm disturbed)

TR?

A: a (..) o (..) 6 (..)

B (..) 6
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incorporated syllables but overlap with
6 incorporated syllables.

4.2. Identification of Noticeable or
Signifit Pausing

From a comparison of unmarked vs.
marked timing, it also follows that
silence occurnn between two turns
may either f within a rhythmic
interval, or instead coincide with a
rhythmic pulse. In the latter case the
silence can be expected to be more
salient or noticeable, since
interlocutors presumably monitor the
rh hrnic pulse in order to use it as an
orientation in timing their entries to
the floor. On the other hand, longer
pauses are arguably more likely to
contain a rhythmic pulse and for this
reason may be more noticeable than
shorter ones anyway [3].

When all transition times of 0.2 sec.
or more in the conversational
fragments examined are ranked
according to absolute duration, the
following pattern emerges. In eneral,
longer pauses are more li ely to
coincide with rhythmic pulses; pauses
longer than 0.7 sec. were never
incorporated in the data examined.
However, pauses shorter than this were
not uniformly incorporated. There
were 4 cases of incorporation to 7 of
non-incorporation for pauses in the
0.2-0.6 sec. range. Thus, pauses of
intermediate duration may or may not
contain a rhythmic pulse, in function of
the tempo and rhythm of surrounding
talk. This su ests that
conversationalists may e aware of and
attribute si nficance to some
transitional si ences in this ran e but
not to others. An informal test o pause
noticeability in the fragments under
consideration offers initial support for
the prediction that pauses which
contain a rhythmic pulse will be more
noticeable than those which are
incorporated.

5. CONCLUSION
Althou h more evidence must still

be broug t to bear on these issues,
transition timing in the conversational
fragments examined here appears to

support a rhythm-based metric for
turn-taking in En lish conversation. If
fully confirmed, t e hypothesis would
offer support not only for a prosodic
hierarch such as that advocated e.g. by
Nespor/X/ogel [7], but also for a non-
concatenative, hierarchical model of
speech processing [5]. Just as it can be
argued that speech segments are not
processed sequentially, so interactional
timing may be ‘processed’ not in terms
of cumulative duration but with respect
to a rhythmic pulse.
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ABSTRACT
We are examining some ways in

which talkers signal discourse
structure to listeners. Earlier
research had suggested that words
are shortened in acoustic duration
the more redundant they are. and
other findings suggested that the
lexical length of referring
expressions varies as a function of
their role in spoken discourse.
Comparing across the lines of
research, we have speculated that
the two levels of shortening may
occur in response to variation in
some of the same discourse
variables. The research on which
will report offers supportive
evidence for the variable, order of
mention in an episode unit.

1. INTRODUCTION
Some langua e forms arise from

language use. ore or less as the
character of a riverbed reflects the
dynamical forces that have formed
It. or as a fossil tooth reflects the
dietary habits of a former chewer.
some common honological and
leXIcal forms 0 languages may
reflect the constraints on talkers
and listeners that have given rise
to them.

Some constraints are articulatory
and perceptual. In particular, the
literature provides evidence of
stnkm parallels between certain
phono ogical systematicities of a
few languages and phonetic
regularities that are universal or
nearly so. The parallels have been
taken to suggest that the

phonological forms arose as
elevations from, and
conventionalizations of. articulatorzy
dispositions of the vocal tract [1 ]
triggered. perhaps. by systematic
misperceptions of members of a
langua a community [13]. Some
paralle s, among others. are the
following. In nearly all languages
that have been examined, final
voiced obstruents are partially
devoiced, while in some
languages, a phonological voicing
distinction among obstruents is
neutralized word inally. In many
languages, vowels are shortened
in measured acoustic duration as
consonants are added to the
syllable rhyme, while in some
languages. phonologically long
vowels can only occur in open
syllables or followed b at most
one short consonant. istorically,
loss of a consonant in the rhyme of
a syllable has occasionally
triggered phonological lengthening
of a preceding vowel. In many
languages, intonation contours
exhibit downdrift or declination,
which tracks the falling subglottal
pressure of the lungs [6], while
some langua es have intonational
downstep ru es. and some tone

languages have downstepping
lexical tones.

Articulatory dispositions and
mishearings do not, of course,
exhaust the communicative
constraints that may shape

language forms. In our

presentation, we will examine

effects of two additional
hypothetical constraints: speaker
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efficiency and comprehensibility of
the linguistic message. As for the
articulatory and perceptual
constraints, these superordinate
constraints may give rise to parallel
regularities at distinct linguistic
levels--in this case,
lexical/syntactic and
prosodic/phonetic. In contrast to
the phonological and phonetic
correspondences described above,
in the case of these additional
parallels, we do not identify a
directional arrow--that is. an
indication that features at one
linguistic level derive from those at
another. Rather, we speculate that
the same communicative
pressures may exert themselves
concurrently at several levels of
linguistic structure and may leave
parallel traces behind. The
features on which we report are a
durational shortening (or
lengthening) of words that are less
(more) expected by the listener
and a lexical shortening of referring
terms under approximately the
same conditions.

As for the phonetic effects,
Bolinger [2,3] suggests that words
that are unexpected in their
contexts (e.g. 'mowed" in "he
mowed home") are lengthened in
duration as compared to their
duration in contexts where they are
expected ("he mowed the grass”).
Perhaps compatibly, Lieberman
[11] has found that spoken words
excised from contexts in which
they are predictable are less
identifiable than the same words
excised from contexts in which
they are unpredictable. Even out
of context. spoken words that are
chronically likely to be produced
(that is, high frequency words of a
language) are shorter in duration
than unlikely words (e.g. [15]): this
holds even for more and less
frequent nonhomographic
homophones [14].

Similar effects are found in
spontaneous speech [5] and, to a
lesser extent, in read discourse [4].

Words produced for the first time
are durationally longer than the
same words repeated (as long as
the have the same referent on
bot occasions; see [1]). On the
listeners' side, second occurrences
of words are generally more
predictable from their contexts than
are first occurrences, and there is
some evidence [5] (but see [1 )
that the durational reduction itsef
has communicative significance to
listeners.

These effects may indicate at
least that speakers reduce words
when they know that the listener
can get by with a less adequate
acoustic signal, because the
context predicts the word. In
addition, however, if the findings on
listeners' perceptions are real, they
may show that listeners use
durational reduction as information
that a word is 'old" and hence
refers back to material earlier in the
discourse. in turn, information that
a word is old may facilitate retrieval
of relevant earlier material.

Turning to the findings of lexical
shortening, when terms for new
referents are coined, their names
often are long, and their meanings
are sometimes decipherable from
their component morphemes
("automobile", "videocassette
recorder"). When real-world
referents of these new terms are
talked about frequently and
become commonplace, their
names often shrink and become
less transparent ("car"; "VCR”; cf
[16]). Thus, there is a wearing
away of terms with use that is
reflected also in the finding that
high frequency words of a
language are shorter than low
Egequency words [16] (see also

n a shorter time scale, in
spoken discourse, a similar
phenomenon can be observed.
Given [7] suggests a principle
whereby ess predictable or less
accessible topics in a discourse
tend to be coded using more
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linguistic material than is used to
code more predictable and
accessible topics. In particular, in

an analysis of referring terms, he
suggests that referring terms vary
in length defending on
predictability an accessibility
along the ollowing continuum
(abbreviated slightly here) from
least to most accessible: modified
full NPs. full NPs, stressed
pronouns, unstressed pronouns.
zero anaphor.

Compatibly. in an analysis of the
spontaneous narrations of four
speakers (who recounted a film
that they had seen to naive
listeners), Levy [9.10] found a
strong relation between the length
of referring terms (references to
either of two male characters in the
film) and two measures of
accessibility of the referents to the
listener. n particular, referring
expressions were longer when the
immediate context of the targeted
expression was ”noncoreferential"
than when it was coreferential. (A
coreferential context is one in
which the last male reference to
occur in a parallel position to the
target reference is coreferential
with it.) In addition. longer
expressions occurred in “sparse"
rather than "dense" contexts
(where a dense context referred to
an immediately preceding
paragraph in the discourse in
which the targeted character was
more frequently mentioned than
were other characters).
Interestingly, Levy identified
another variable that was
associated with the length of a
referring expression that is
particularly analogous to findings of
Fowler and Housum [5]. She
found ,that longer referring
expressuons were used to refer to
a character's first, as compared to
subsequent. mentions in an
episode unit of the discourse.

2. OUR ONGOING RESEARCH
The research on which we will

report examines the relation, if any.
between the two levels of length
variation that we have described.
In particular. we are examining the
acoustic durations of full NP
expressions referring to the two
main characters In the film
narrations collected by Levydl9].We
know from that earlier stu y that
referring expressions in these
narrations exhibit lexical length
variation in response to the three
discourse variables: coreferentiality
and density of prior mention and
order of mention in an episode unit.
in the narratives of four of the eight
speakers that we have examined
to date, we find consistent effects
of order of mention in a episode
within the narratives such that first
mentions of full NPs in an episode
are durationally longer than
subsequent mentions. even when

the character has been mentioned

previously in the narrative. For one
main character. across the four

talkers, first-mentioned full NPs are

42 ms longer than subsequent
mentions on average (F(1,149) =

3.88, p = .05). For the other main
character, first mentions are longer

by 107 ms on average than

subsequent mentions (F(1,121) =

9.56, = .0025). We have also

looke for effects of the discourse
variables. coreferentiality of prior
mention and density of prior
mention. but. in the two speakers
in whom we have examined the
data, these variables do not affect
acoustic duration of referring
ex ressions in a consistent way.

9 speculate that the systematic
variation that the literature reveals
and that we have found in the
phonetic durations of expressions
and in their lexical length, ma
originate in a sort of tradeof
between a talker's goal of verbal
efficiency and the requirement that
listeners be able to recover the

intended communicative message.
As a communication goes forward,
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some topics arise temporarily as
central and hence as accessible to
and predictable by the listener,
while other topics are less central,
accessible and predictable.
Compatible with a goal of
efficiency, speakers willshonen, in
either or both of two ways, terms
relating to the accessible,
predictable topics. The pattern of
shortenings and lengthenings
themselves may be informative to
listeners. however, who then can
use evidence of durational
reduction orthat a referring term is
inexplicit as information that a
referent is "old" and can determine
from the fact that a referring term is
inexplicit that the referent is viewed
by the speaker as focal to a topic.
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INTEGRATING SYNTAGMATIC AND PARADIGMATIC
ASPECTS OF STRESS

D. Robert Ladd

Department of Linguistics, University of Edinburgh

ABSTRACT

The purely syntagmatic analysis of stress
assumed in metrical phonology is
difficult to reconcile with the fact that
words can in practice be classified as
either stressed or unstressed. Various
properties of stress (vowel reduction,
nuc ear stress, and the use of stress to
signal focus and deaccentin ) can be
integrated into metrical phono ogy if we
define three paradigmatic levels of stress
m terms of the prosodic categories phrase

and foot.1

l. A STRESS PARADOX
When linguists (and others) discuss the
function of stress, they normally find it
suffictent to indicate stress in any given
sentence by capitalisin or underlmin
stressed‘ words. is notation
convenuon' implies that stress is a
paradigmatic property that can appl to a
word more or less independentl 0 what
happens to adjacent words. oreover
(though we may allow for the possibility
of secondary stress), it strongl suggests
that stress 13 a fairly categorica property:
either a word is stressed, or it isn t.

When discussing the phonological nature
of stress, however, inguists have been
ed to construct increasingly elaborate

theories that emphasise its synta matic
and non-categorical as ects. etrical
phonology (e.g. [3],[6 , in particular,
cmphasrses that stress does not involve

"Pius paper is a "bonsai" version of a paper
md at the 7th East Coast Conference on
.Lmzmsucs (ESCOL 7) at Ohio State University
In September 1990, and is pan of work in
Progress on prosodic structure. Thanks to Anne
Cutler for the bonsai metaphor.
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paradigmatic features but only
5 magmatic relations, of which the

eory’s central notational device, the
weak-strong branchin node, is
emblematic. Nor do metrical trees define
any sort of categorical distinction
between stressed and unstressed (or even
a three-way distinction among primary,
secondary, and unstressed), because tn
theory there is no limit to the depth of
stress subordination they can express.

How can the evidence for the
syntagmatic or relational view be
reconciled with the practical usefulness
of the categorical capital-letter stress
notation?

2. PROSODIC CATEGORIES

Despite the success of metrical
phonolog in expressing the synta matic

aspects 0 stress, everyone acknow edges
that, in some way, at least some
properties of stress are not relational or
syntagmatic at all. Thempst conspilcuous
problem in the description of nglrsh
stress is vowel reduction, and the
existence of minimal airs like raider

and radar. Both of ese are strong-
weak, but there’s a further difference of
prominence between the reduced weak
syllable of raider and the unreduced

weak syllable of radar. We also
encounter the converse problem, namely

structures in which the relational

re resentation demands a difference in

re ative rominence, but in which the

stresses m question appear to be equal.

For example, Culicover and Rochemont

[l] suggest that the "multiple primary

stress[es]" in a sentence like

(l) John told BILL about SUSAN, and
SAM about GEORGE

have equal relative prominence. They

propose (p. 127) that "in order to



accommodate [such] instances ...,

[metrical] theory must be modified so as

to allow prosodic nodes to dominate two

s[trong] Sisters..."

The "equal—primaries" case has never

been given very much attention, but the

problem of vowel reduction has been

debated extensively. Liberman and

Prince [3] (henceforth LP) treated such

cases as raider—radar in terms of a

feature [+/-stress] that could be applied to

terminal elements of the stress tree —

syllables — more or less without regard to

their place in structure. Thus:

(2)
/\ /\
s w sw

raider radar

+ - ++

But in an early response to this analysis,
Selkirk [6] proposed to get rid of the [+l-
stress] feature by adding prosodic
categories to the abstract relational
structure osited by LP. Thus in place of
(2) we wi l have

(3)
u) u)
l /\
Z Es Zw

/\ I I
0's 6w o o

raider radar

In raider, the word ((1)) consists of a

single stress foot (2), within which there

is a strong—weak relation between the two
syllables (o). In radar, on the other

hand, the word consists of two stress feet
between which there is a strong-weak
relation, and each stress foot contains
only a single syllable.

This provides a solution to the roblem
of non-syntagmatic pro enies, ecause
prosodic categories, unike the purely
relational nodes in the LP metrical trees,
can have intrinsic - paradigmatic or
nonrelational — phonetic properties
defined independently of their place in
structure. In Selkirk’s words, "a syllable
which is a stress foot will never be
inte reted as a weak [unstressed]

sylla le [B]eing a stress foot alwa s

implies some degree of rominence". {n
what follows I suggest at we might use
judiciously selected dprosodic cate ories
to give formal efinitions o the
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(apparently) paradigmatic "levels of
stress" that non-phonologists find so
useful - and incrdentally, resolve the
equal—primaries problem as well.

3. DEACCENTING AND FOCUS

3.1. Syntagmatic...

First let’s consider the apparentl
unrelated problem of deaccenting that
discussed in my thesis [2] - the use of
reduced rominence to signal that an
item is ady in the discourse, given
information, etc. Deaccenting is of
interest because, superficially, it appears
to support the paradigmatic, "capital-
letter" view of stress, and yet, on the
closer inspection l gave it in my thesis, it
appeared to be analysable purely in
syntagmatic terms.

An example of classic deaccenting is

seen in (4):

(4) The only stuff written about this is in '

German, and I can’t German, so I
guess I’ll work on something else.

Here German is deaccented because it’s
repeated in the discourse context; as I
noted in my thesis, the stress is on read
not for any "positive" reasons, such as
focus or contrast, but specificall in order
to deaccent German, whic would

otherwise be stressed. Ostensibly, the
stress simply "shifts" from one word to
another.

This stress—shift account is consistent
with the non-relational view of stress
(note the use of capital-letter notation in
(4)!) But because the LP account of the
phonology of stress seemed superior m

other respects, I was concerned in my

thesis to establish that deaccenting is

phonologically syntagmatic or relational,

and to get away from treating
deaccenting data in terms of the resence

or absence of stress on this wor or that.

Specifically, I showed that there are

certain aspects of deaccenting that are

puzzling under the commonsense

account, but which can be readily

explained if we treat deaccenting not as

stress shift, but as a reversal of relative

strength in a metrical tree.

The main such roblem I dealt with was

the case of rig tward shift of stress. In

the classic case of deaccenting - as in (4)
- stress shifts to the left compared to the

normal location. some cases,

however, deaccenting shifts stress to the



right:

(5a) ("normal")

A: Anything happen while I
was out?

B: My PARENTS called.

(5b) (parents deaccented)

A: Maybe we should call your
parents and tell them.

B: My parents CALLED - they
already know.

What] suggested in my thesis is that both
leftward and rightward shift could be
given a unified description in terms of
reversed strong—weak nodes. So the trees
(or relevant subtrees) in (4) and (5) will
be modified as in (6) and (7)
respectively:

‘6’ /\ /\
w s -> s w

read German read German

(7) /\
s w ~>

My parents called

/\
w s

My parents called

This node-reversal analysis works for a
Wider range of cases than a straight
leftward stress-shift rule.

3.2. ...or paradigmatic?
Nevertheless, there are cases that the
analysis doesn’t fit very comfortably.
For example, there are sentences in
which the semantic/pragmatic effects of
deaccenting are acheived by the use of
distinct itch accent patterns on accented
words. n m thesis I discussed the case
of sentences ike

(8a) The butcher charged me a thousand
buck !

With one. type of itch accent butcher
{flay be interprete as an epithet for
doctor", while with a different type of
‘llCh accent butcher is interpreted

_iterally. This is exactly the difference of
inte retatioii produced by deaccenting or
not. eaccenting butcher in sentence-final
POSItion, as in

(8b) I’d like to strangle the butcher!

Unlike (8b), however, the difference in
(8a) is not readily interpreted in terms of
node reversal. In both readin 5 there
would seem to be a we —strong
relationship between butcher and bucks,
and-it is rather the different paradigmatic
chOice of pitch accent on butcher that
conveys the intended interpretation.

Similar phenomena can be observed in
the use of sentence stress to signal
narrow focus or contrast, as seen in
example (9). The context of this
utterance was a discussion of somebody
who used to be able to speak German
well but had then spent along time livin
in Sweden and now spoke good Swedis
but had trouble with German. My
contribution to the discussion was:

(9) That’s what happened to MY
FRENCH - it used to be good, but then I
spent a year in Germany and ended u
with good German, and now whenever
want to speak French I get German
interference all over the place.

The relevant part of this discourse is the
vey beginning: That's what happened to
M FR NCH. There's clearly a double
contrast or focus intended here: on the
one hand, we’re talking about my
linguistic abilities rather than those of the
person who lived in Sweden, and on the
other hand, we're talking about
knowledge of French getting lost rather
than knowledge of German. If we didn’t
intend the extra focus or contrast on my,
my would be unstressed; it would be
somewhat shorter, possibly with a
somewhat centralized vowel, and without
any sort of pitch accent.

The problem for the reversed-nodes
analysts is that the phonological
modifications that Signal the
"deaccenting" of butcher or the
"focusing" of my cannot be described in
s ntagmatic terms. Both effects are
c early prosodic, but do not involve
reversed nodes. Both could, however, be
described in terms of modifications of a
"normal" or "expected" level of stress.
In the case of the focus on my, my is still
weak relative to its strong Sister French
(in its original context it clearly 'had
"secondary stress") but we perceive it as
focused because it is stronger or more
prominent than it would be in a non—focal
context. That is, it is stronger than some
other paradigmatic possibility, namely
complete lac of stress. Similarly, the
pitch accent on butcher in the "epithet"
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interpretation of (8a) is (in
Pierrehumbert's terms [4]) a prenuclear
H‘ — and hence arguably secondary stress
- while that in the "literal" reading is a
nuclear H" plus L phrase accent. - and
hence primary. The deaccentin 15 thus
also signalled paradigmatic ly,. by
making butcher weaker or less prominent
than it would be in a non-deaccentrng
context.

It thus seems that it was a mistake to try
to reduce deaccenting to a matter of
relative strength - i.e. to reversal of a
syntagmatic strength relation. Instead, to
a considerable extent, the signalling of
focus and deaccenting is based on a
neutral (unmarked, default) degree of
rominence for any given part of speech.

gased on that neutral level of
prominence, focus (newness, contrast,
etc.) is si nalled by an increase in the
degree 0 prominence, or promotion,
while deaccenting (givenness,
coreferentiality, etc.) 18 signaled by a
decrease in the degree of prominence, or
demotion. It seems to be a reasonable
generalisation that pronouns,
prepositions, and the like are normally
unstressed; if they have stress (even
secondary stress), it is interpreted -
paradi aticall - as conveying some
sort 0 focus. ouns. on the other hand,
normally have primary stress; if their
stress is reduced (even to secondary
stress), it is interpreted as deaccenting.

4. LEVELS 0F STRESS
In order to make descriptive statements
of the sort just made, we have to be able
to treat the notions of primary stress,
secondary stress, and unstressed as
de 5 of rominence that are statable
in ependenty of any given utterance
context - i.e. paradigmatically, How can
we integrate these notions into the
metrical description of stress that we
want for other reasons? I propose to do
this by defining them in terms of
prosodic categories.

Let us posit two prosodic categories, foot
(F) and phrase (P). (For expository
purposes I assume here that phrase is the
next higher prosodic category above foot,
though I'm well aware that this runs
counter to the most recent work.) Foot
has pro rties of the sort that Selkirk
talked a ut - unreduced vowel quality
and. full syllable duration - and is
equivalent to Selkirk’s Z. Phrase has
primarily intonational correlates - it's the
domain of an intonation contour. As

Selkirk suggested, the difference between
stressed an unstressed is the difference
between bein a foot and not being a
foot. Thus t e difference between the
two renditions of In French could be
something like the ollowin (assumin
in (10a) the notion o struct
extrameu'icality discussed in [5]):

(10a) {3

F

I
o 0'

my FRENCH

(10b) P
/ \

F FS
1“" I
o 0

MY FRENCH

The difference between rimary and
secondary stress, meanw ile, is the
difference between being the strong foot
of a phrase and being a weak foot. Thus
in (10b), the stress on my is secondary,
while that on French is primary or
nuclear. «

This ‚ means we can define neutral
prominence for a noun as

(11) P
I

Fs
and "reduced" or
prominence as

(12) P
I
F

W

For a pronoun, etc., neutral prominence is

(13) F
I

6W

which by definition cannot be deaccented
or made less prominent, while increased
prominence for focus, contrast, etc. rs

(l4) P
I

"deaccented"

F

The structure in (14), with only F instead
of Fw or Fs, says that the very fact of

being a foot is enough to signal increased
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prominence on a function word. It
doesn't matter whether the foot 15 weak
or strong in the phrase (i.e. it doesn’t
matter whether it has primary or
secondary stress). This is unlike the
situation with nouns in (11) and (12),
where the difference between weak and
stron in the phrase is exactly what
sign sdeaccenting.

Notice that this analysis subsumes the
proposal in my thesis to treat deaccenting
as syntagmatic stren th reversal. The
reason for this is that t e strength reversal
will happen automatically assuming
certain well-formedness conditions on
trees. Take the case of My parents
CALLED. The neutral version of this (as
in 5a) would be

(15) P
/ \

F
S WF

B B
My parents called

To deaccent the subject, we must give it
secondary stress, i.e. put it in the
configuration shown in (12). But we
can’t just do that in the tree as it stands,
because that would yield the ill-formed
structure

(16) P
/

F F
W W

I; m
My parents called

It’s therefore necessary to promote the
verb, yielding the correct tree (as in 5b)

(17) P
/

F F
W S

ß ß.
My parents called

In other words, the node reversal ha pens
indirectly, as a consequence of re ucinä
the prominence level on the subject an
repairing the resulting violation of well-
forrnedness conditions on metrical trees.
Thelghonological essence of deaccenting
18_ e paradigmatic demotion from
primary to secondary stress, not node
reversal itself.

5. CONCLUSION
The stress aradox with which we began
can be reso ved if we take prim stress,
secondary stress, and unstresse to be

aradi matic categories, while treating
me di ferences of relative prominence to

be a matter of syntagmatic structure.

Amon other thin 5, this makes it
possibe to reconcie the fundamental
assumptions of metrical phonology with
Culicover and Rochemont’s view,
discussed earlier, that the primary
stresses in an utterance are equal. The
way in which they are equal is
paradigmatic: both are the primary
stresses of their respective phrases. At
the same time, there are good reasons to
suggest that syntagmatically the two P
nodes are in a weak-strong relationship,
which justifies the traditional view that
one fo the primaries is the nucleus of the
whole sentence. The two claims need not
be seen as incompatible.
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PRODUCTION AND PERCEPTION OF PROSODIC

PROMINENCE
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ABSTRACT

The variation of prosodic prominence
in human speech is ascribed both to
pragmatic and lexical/metrical factors.
In order to account for the influence
of pragmatic factors, the traditional
Given New distinction must be re-
place by a hierarchical ordering, re-
flecting the relative importance of ex-
pressions. In addition, prominence dif-
ferences serve a demarcative function.
On the perceptual side, the demarca—
tive function seems more relevant than
the pragmatic function: it seems un-
likely that listeners can use prominence
differences to recover fine gradations in
relative improtance.

1 INTRODUCTION

Variation of prosodic prominence is an
important feature of natural speech.
By this we do not only mean the pres-
ence or absence of prominence such as
established by the distribution of pitch
accents, but also the relative differ-
ences in prominence for accented syl-
lables. Synthetic speech which does
not contain such relative differences in
prominence sounds rather dull.

This observation immediately raises a
number of questions, both with re-
spect to the production and percep-
tion of prosodic prominence. This pa.-
per will briefly discuss some of these
questions. Before doing so, we will first
indicate how the present discussion re-
lates to the traditional classifications of
prosodic prominence.

I’rosodic prominence is usually defined
In terms of variation in duration, F0

and amplitude. In the frequency do-
main, prominent speech units coincide
with appropriately timed F0 changes
(or local F0 maxima or minima). In the
temporal domain, prominent speech
units are lengthened in comparison
with non-prominent units: unit dura-
tion exceeds the duration that would
be expected on the basis of speech rate,
phonological class and phonemic con-
text if the unit were non-prominent.
The perceptual tolerance for tempo-
ral variation is quite large (Nishinuma
& Duez, 1989), and F0 variation ap-
pears to be the most reliable acoustic
correlate for prosodic prominence. For
that reason, prominence is usually dis-
cussed in terms of the distribution of
pitch accents: speech units can be ei-
ther prominent by virtue of the pres-
ence of a pitch accent or non-prominent
if there is no pitch accent. This makes
prominence a binary feature. However,
a finer differentiation can be made for
prominent speech units. Liberman &.
Pierrehumbert (1984) present evidence
that speakers can very reliably comply
with the instruction to make a word
more or less prominent. The effect is
that the F0 maximum increases if the
speaker is asked to pronounce the word
with a greater “degree of overall em-
phasis or excitement”.

Our purpose is to incorporate such
quantitative differences between ac-
cented speech units into the treatment
of prosodic prominence.
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2 THE PRODUCTION OF
PROSODIC PROMINENCE

Traditionally, prosodic prominence has

been related to information structure

(e.g. Halliday, 1967): Given informa-

tion is expressed by unaccented, i.e.

non-prominent expressions, and New

information by accented, i.e prominent

expressions. In this treatment, no
satisfactory account was given as to
the location of accents (i.e. the lo-
cation of prosodic prominence) within
the expressions conveying New infor-
mation. Later treatments, building on
this framework, have related prosodic
prominence to the focus structure of
the discourse. Expressions can be
[+focus] or [—focus]. The assign-
ment of [:l: focus}l is driven by prag-
matic factors suc as the Given/New
status. Within a. [+ focus] expression,
metrical rules determine the position
of the accent. These metrical rules are
sensitive to syntactic properties of the
sentence, such as functor-argument re-
lations. Stylistic considerations deter-
mine whether additional words or syl-
lables will be accented in [+ focus] ex-
pressions. In this way, the search for
factors determining the assignment of
focus can be separated from the search
for rules determining the assignment of
accents within focal expressions.

Now, the question is to which level rel-
ative differences in prominence must be
ascribed. There are two broad classes
of models:

1. according to one class of mod-
els, the speaker may decide that
not all [+focus] expressions are
to be focussed upon to the same
extent, for reasons which have to
do with the pragmatic context
and/or the thematic structuring of
the sentence. The consequence is
that we replace the binary feature
[:l: focus by a n-ary valued fea-
ture [a ocus]. The mapping of
[a focus} onto F0 values is done by
means 0 a grid. We will call this
the VARIABLE FOCUS view;

2- according to a different class
of models, the speaker assigns
ifocus] to expressions on the

basis of pragmatic considera-
tions, and prominence difl‘erences
originate from the mapping of
[+focus] onto F0 values. Par-
ticular models may difl'er in the
way this mapping is conceived
of. Some models attribute promi-
nence differences to the outcome
of the metrical rules which de-
termine the location of accents
in +focus] expressions. Essen-
tial y, this boils down to replacing
the binary feature [:I: accent] by
a n-ary feature [aaccent]. Other
models attribute rominence dif-
ferences to lexic factors: each
part of speech has associated
with it a fixed prominence (cf.
Allen, Hunnicutt 8L Klatt, 1987).
Still other models attribute promi-
nence differences to the operation
of prosodic rules such as downstep.
We will call this the MAPPING
view, since it ascribes promi-
nence differences to factors which
come into play when Hfocus] is
mapped onto F0 values.

Before we can discuss the different op-
tions, the status of a must be consid-
ered. From a linguistic point of view,
it is implied that a is a nominal vari-
able, i.e. the different values that a can
take are qualitatively different and dis-
tinctive. We want to be more lenient
and to avoid these implications. In-
stead, we consider a as an ordinal vari-
able: the values of alpha are defined as
the set {more, less, equal}. Also, the
requirement of distinctiveness must be
replaced by a requirement that differ-
ent values of a are associated with dif-
ferent felicity conditions.

The variable focus view accounts for
prominence differences Mn focal
expressions, since it assigns to each fo-
cal expression a particular value for
a. Support for this view can be found
in different sources. In the introduc-
tory section, we have already referred
to Lieberman dc Pierrehumbert (1984).
Kruijt (1985} shows that F0 maxima
are lower in ocal expressions referring

to Given referents than in focal expres-

sions referring to New referents (Given
is used in the sense of “mentioned in
the immediately preceding context”,
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cf. Chafe, 1974; Brown, 1983; Terken,
1985). Wells (1986) describes an ex-
periment in which isteners were pre-
sented with utterances isolated from
their context. He found that rank-
ings of the relative importance of in-
formation conveyed by expressions in
the utterances were systematically re-
lated to the prosodic characteristics
of the expressions. Thus, it appears
that prosodic features can be used by
speakers to convey gradations in focus.
Needham (1990) shows that focal ex-
pressions referring to non-typical parts
of a previously mentioned whole are as-
sociated with higher FO maxima than
the same focal expressions referring to
typical parts we assume that this is a
priming effect .

s
These findings can be accounted for
in a natural way, if we take inspira-
tion from proposals within the area
of computational linguistics, which are
intended primarily for anaphora reso-
lution e.g. Asher 86 Wada, 1988; Ha-
jicova, ubon 8!. Kubon, 1990). They
elaborate on the intuition that a hier-
archical ordering can be established on
the items which have been made ac-
cessible by.the discourse. Anaphora
resolution is guided by the hierarchi-
cal ordering of the set of candidate
antecedents for a given anaphoric ex-
pression. For instance, Hajicova et
a1. describe an algorithm by which a
salience index can be computed for the
set of accessible items (i.e. the stock of
shared knowledge).

In order to relate these proposals to
relative differences in prosodic promi-
nence, we must extend the idea of a
hierarchical ordering to the informa-
tion which is to be transmitted by the
speaker:

1. for items in the stock of shared
knowledge, prosodic prominence is
directly related to their hierarchi-
cal ordering: the most accessible
items are least prominent;

2. for items which are to be trans-
mitted, a hierarchical ordering is
established by the relative weight
which is assigned to them by the
speaker; this relative weight is
affected by thematic roles (more

central roles carry more weight
than less central ones) and prim-
ing effects (information which can
be more easily activated from the
information in the stock of shared
knowledge carries less weight than
information which can be less eas-
ily activated); prosodic promi-
nence is highest for items which
are highest in the hierarchy.

If this account of prominence dif-
ferences between focal expressions in
terms of pragmatic factors is appropri-
ate, prominence differences within fo-
cal expressions require a different ex-
planation; such within-expression dif-
ferences cannot be accounted for in
terms of different values of [or focus]
since we have assumed that [a focus
is assigned to each focal expression as a
whole. It can be argued, however, that
such within-expression differences do
not emerge from pragmatic influences
but from lexical and or phonological
factors. This means t at the mapping
view would be appropriate for relative
differences in prominence within focal
expressions.

Terken (1991b) describes findings re-
lated to the issue of prominence vari-
ation in read aloud text. The ma-
terials consisted of referring expres-
sions embedded in texts read aloud
by a professional speaker. Although
there were clear differences in promi-
nence within these expressions, no
general pattern emerged. In order
to determine the perceptual tolerance
for different prominence patterns, lis—
teners were presented with manipu-
lated versions of expressions contain-
ing three accented words, embedded in
their sentential context. The expres-
sions constituted the maximal projec-
tions of Noun Phrases or Preprositional
Phrases.

In general, listeners had equal prefer-
ence for two different prominence pat-
terns. In one pattern, which would be
predicted on the basis of rhythmic al-
ternation (Monaghan, 1988 , maximal
prominence was associate with the
“edges” of the expression. In the other
pattern, maximal prominence was as-
sociated with the left edge of the ex-
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pression, and prominence decreased as

a function of serial position. This pat-

tern more resembles a downstep pat-

tern. Both patterns were strongly .pre-

ferred over a pattern in which maxrmal

prominence was on the middle of three

accented words. In both cases, promi-

nence differences can be said to have a

demarcative function: words with ma-

jor prominence are at both edges or at

the left edge of a syntactic constituent.

In addition, preferences for a particu-

lar prominence pattern were modified

by lexical factors: if the word at the

left edge was a semantically weak ad-

verb such as “rather” , there was a pref-

erence for reduced prominence at the

left egde, and major prominence was

shifted to the middle word.

These findings are supported by un-

published data from read aloud iso-

lated utterances. In these data, a typ-

ical decrease in prominence appears to

be associated with serial order within

referring expressions containing several

accented words: each following accent

is less prominent than the preceding

one.

As a consequence, we have two fac-

tors which contribute to differences in
prosodic prominence: pragmatic fac-
tors govern the relative prominence of

[+focus] expressions, and lexical and
phonological factors afl'ect the relative

rominence of accented words within
r+focus] expressions. The phonologi-
cal factors concern the demarcation of
syntactic constituents.

3 THE PERCEPTION 0F
PROSODIC PROMINENCE

If listeners should be able to recover
the value of [a focus] from relative dif-
ferences in prominence, we must as-
sume that they can establish promi-
nence differences between non—adjacent
pitch accents. Due to the transient
character of the speech signal, it seems
unlikely that this can be done on the
basis of F0 values directly. Therefore,
lt must be assumed that relative promi-
nence is recoded in terms of a grid-like
structure, where the grid defines a set

if “iso-prominence" curves. However,
as Lieberman demonstrated already in
1965, even expert listeners cannot do
so reliably on the basis of acoustic in-
formation.

This implies that, although there may
be reliable relations between [a focus]
and relative differences in prominence
on the part of the speaker, it is unlikely
that a one-to-one mapping of [a focus]
can be recovered by the listener. In-
stead, we assume that listeners can
give rather accurate judgments of rela-
tive differences in prominence between

pairs of prominent syllables. For two
successive accents A and B, A can be

more or less prominent than B, or they

can be equally prominent. If A and

B are equally prominent, or B is less

prominent than A, and there is a third

accent C which is less prominent than

B, from this it follows that C is also

less prominent than A. However, if B

is more prominent than A, the rela-

tion between A and C cannot be es-

tablished.

If this is valid, it would imply that

relative differences in prominence have

primarily a demarcative function by

telling the listener when a new con-

stituent starts, and that the signalling

of focus strength is of secondary impor-

tance. Only if successive constituents

each contain just one accented word,

can the speaker signal focus strength

by means of relative differences in

prominence.

Further experiments are needed to de-

termine whether this picture is valid.

Before conducting these tests, we need

more insight into the perception of

prominence differences. The. primary

acoustic correlates of prosodic promi-

nence are well-known, but it is not

fully clear how they contribute to the

perception of prominence differences.

In particular, there is no fixed proce-

dure to determine which one of two

accented words will be perceived as

more prominent. Since pitch informa-

tion will play an important part in

such a procedure, an experiment was

done addressing the question of how

F0 variation contributes to prominence

(Terken, 1991a).

291



F0

In the experiment, utterances contain-
ing two accented syllables were pre-
sented to listeners. The two accented
syllables were each associated with a
frequency maximum, P1 and P2, re-
spectively. The temporal distance be-
tween the two accented syllables was

kept constant. The listeners were asked

to adjust P2 so that the second ac-
cented syllable was judged to have the
same prominence as the first accented
syllable, for different values of P1.
There were two different conditions.
In one condition there was no base-
line declination and different values of
P1 were associated with variations in
the distance between the topline and
the baseline. In the other condition,
the slope of the baseline was varied, so
that the distance between topline and
baseline within the utterance remained
constant, but the scaling of the con-
tour within the overall frequency range
varied. A schematic representation of
the results is shown in Figure 1. Here,
for a given P1, the corresponding P2
which gives the same prominence as P1
is shown for the conditions with base-
line declination (P2’, the dashed line
indicates the baseline, the open circle
indicates the position of P2' giving the
same prominence as P1 and without
baseline declination (so id line, filled
circle). P2 is adjusted to lower val-
ues in utterances with baseline declina-
tion than in utterances without base-
line declination.

As can be seen from the schematic
representation, a steeper slope of the
baseline was associated with an up-
ward shift of the initial part of the
contour within the overall frequency

range. Now, we assume that the
speaker, when he is higher up in the
overall range, has less room to bring
about prominence variations by means
of F0 variation due to a ceiling effect.
In general, the range of F0 values em-
ployed and the position of the latter
part of the contour within the overall
range vary little for a given speaker.
From these considerations, it may be
concluded that the prominence associ-
ated with a given F0 maximum is af-
fected by the actual frequency range
employed by the speaker: if he can em-
ploy a small frequency range in the be-
ginning of the utterance due to an up-
ward shift of the baseline, it appears
that the listener also expects a small
frequency range near the end of the ut-
terance. Further experiments are re;
quired to find out how these results
generalize to utterances with three ac-
cents and to varying time intervals
between the accented syllables. On
the basis of these additional experi-
ments, perceptual tolerances can be es-
tablished for F0 variation, and ques-
tions can be anwered with respect to
the communcative function of relative
differences in prosodic prominence.

4 CONCLUSION

0n the production side, prominence
differences appear to be associated
both with pragmatic factors affecting
the information status of focal expres-
sions, and with lexical and phonologi-
cal factors affecting the relative promi-
nence of accented words within focal
expressions. In order to account for
the pragmatic factors, the notion “in-
formation structure’. must be defined

in terms of a hierarchical ordering in-
stead of the binary l‘Given/New” dis-
tinction.

On the side of the listener, it seems
unlikely that this hierarchical ordering

can be recovered from the speech sig-

nal on the basis of differences in promi-

nence. Here, prominence differences
appear to have primarily a demarcar

tive function. Only in relatively simple
sentences, may prominence differences

help the listener to recover intended

differences in relative importance.
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SOME GENERAL REMARKS ON DESIGNING

LINGUISTIC MODELS OF INTONATION

Robert Bannert

Institute of Linguistics, Stockholm, Sweden

ABSTRACT
The main purpose of this contribution is

to collect and put to discussion some

general thoughts and ideas for the

modelling of intonation. Two different

aspects of this approach may be

discerned: An interior aspect concerning

the structuring and the elements of

intonation models proper and an exterior

aspect which focusses on intonation in a

wider linguistic and non-linguistic

context. Some notes of the perspectives

on future research will round up my

reflections.

l. INTRODUCTION
Surveying the development of linguistic
intonation research of the last decades,
one is somewhat surprised by the

number and scope of all the research

efforts. This is true of such areas as
phonetics, general linguistics,
psychology, and psychoacoustics.

Within the field of phonetics, a great
number of descriptions of the F0-
movements in sentences of various
languages have seen the light, and
usually they are claimed to be models of
intonation. In most cases, intonation
equals the movements of fundamental
frequency (F0) or the succession of tones
(pitch) throughout a linguistic utterance.
As a rule, the linguistic specification of
the input is not highly elaborated.
Considering the universal dimension of
human language, however, the largely
differing and seemingly contradictory
phonetic structure of the models is quite
surprising. This is particularly true of
languages that are very closely related to
each other. The question arises of course
if this diversity in modelling really
reflects linguistic variation. We know

very well, though, that variation of F0

represents a rather simple system: for
linguistic purposes, Fo either rises or

falls within different ranges in certain

segments and syllables. There may be

different reasons for this variety of

description which I do not want to

discuss here. For a general perspective,l

would like just to put forth some

remarks. First, I will consider some

interior aspects of intonation models and

will commence with the area of phonetics

proper. Second, I will turn to some

exterior, linguistic and non-linguistic

aspects. They should altogether be
considered important because we ought

not lose sight of the total range of our

endeavours, namely studying language

as the most significant and effective

means of man's communication for

social interaction in a given situation.

2. ASPECTS 0F INTONATION
MODELS
Starting from the numerous and diverse

descriptions of intonation in the

literature, some comments on the models

will touch their structure and their parts.

2.1. Levels of description
No explication is required in order to

understand why so many of the

descriptions of intonation pertain to

production, e.g. are speaker oriented.

Given the F0 analysed rather easily from

the acoustic signal, it appears relatively

uncomplicated to put into rules the

different movements of F0 as a

consequence of linguistic parameters
systematically varied and thus, step by

step, generating an Focurve. Another

motive for this approach is to be found in

the synthesis-by-rule of a given

language. First, synthetic speech had to

296

be made more natural and second, the

method of rule synthesis itself in an

interactive approach makes it possible to

assess the formulation of the rules

directly. This method of analysis-by-

synthesis has also turned out very
profitable for the development of
intonation models.

Less numerous are listener oriented

intonation models. It is quite

understandable that models of production

aim at generating the total variation of F0
- possibly undistorted by the influences

of microprosody - throughout an
utterance. Opposed to this, models of
perception explicitly aim at the essentiel
parts of the Fo-curve that are necessary
and sufficient for the listener to identify
some linguistic features. It might not be
completely correct to maintain that
listener oriented models of intonation are
more important, revealing or simply
more interesting than speaker oriented
ones. However, we know very well that
the F0 found in the signal and produced
by the speaker shows a large amount of
redundancy. Furthermore, it remains to
be seen whether Fo alone, in fact, carries
the responsability for the perception of
melody of language or in what ways Fo
interacts with other acoustic parameters
in speech perception.

2.2. Macrointonation
Apart from some early attempts to
describe intonation in continuous speech,
most of the intonation models of the
preceding years are based on the sentence
representing the unit of analysis and
description. This may, however, not
only be considered a reflex of the
corresponding unit of analysis of general
linguistics of the last decades. From a
methodological point of view, it appears
quite advisable, especially when obeying
the demand for a rigorous control of the
variables chosen, to start investigating
rather simple and manageable units.
From this follows almost of necessity
that test sentences, under the given
conditions, cannot be spoken freely as in
natural verbal communication but are
read aloud from sheets of paper in the
laboratory. Everybody who has
mvestrgated intonation (and prosody in
general) has found themselves in a

situation where some informants had to
be discarded because they were simply
not able to produce the test sentences
under the various conditions demanded.

Due to the limitation to one sentence
(often syntactically and semantically
simple), it appeared relatively easy to
visualize the range of variation of F0
throughout an utterance using geometric
means such as straight lines: base line
and top line with certain declinations and
focal lines, thus the tonal grid. Among
the intonation models of hierarchical
representation, however, one version is
to be found which manages without any
geometrical devices such as straight lines
or higher functions. At the very
beginning of the process of generating
intonation step by step, the range of
variation of F0 throughout the utterance
is defined by Fo-levels that are related to
significant points of the utterance. The
dvnamic nature of Fo-movements or
pitch variation, at least in German, is
expressed by a formula including the
contribution of various phonetic and
linguistic features.

The attempts to write rules and to present
visually the intonation of sentences
syntactically more complex and small
texts lead to the development of the
geometric framework of lines: direction
and range of the grid were allowed to
vary in accordance with varying
syntactic, semantic, and pragmatic
conditions. Future research with
spontaneous speech will show us
perhaps that the phenomenon of uniform
declination may be a typical feature of
sentences and prose read aloud. It may
perhaps also teach us that models based
on automatic and stereotype declension
of F0 will havc to be basically
restructured.

As general linguists have turned to
discourse, the general interest of many
phoneticians, including prosodists, has

turned to spontaneous, natural speech.
Therefore, in a future not too far remote,
we will, quite sure, learn more about the

gross structuring of naturally spoken

language. On this new route, the

question concerning the tonal units larger

than the stress group, e.g.
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macrointonation (and macroprosody),
will represent a concern of central
significance.

2.3. Parts of the model: tonal
elements
Intonation models contain linguistically
and prosodically motivated basic
elements. Reviewing the models, many
questions arise with reference to the
various parts of the models: What is the
theoretical status of (word-) accent and
focus accent? Wherein lies the
difference? Are there languages without
(word-)accent and focus accent? Does the
sentence have a tonal component of its
own as expressed in the hierarchically
designed models? What is the status of
sentence final and non-sentence final
phrase boundary tones? What do the
macroprosodic units actually look like in
their tonal dimension? Are emphasis and
contrast to be considered independent
unities? What are the projections of
feelings and attitudes onto Fo? How can
we define these tonal elements, what
function do they have, how can we
specify them in the linguistic structure of
the input? An approach which draws a
sharp line of demarcation between
universal and language specific units
should also, and just for these questions,
give significant and new insights. For
just this respect, equal and different
features in the models ought to be
discerned clearly.

2.4. Aims and methods of
description
It may easily be seen that intonation
models are qualitatively and
quantitatively different in their
explicitness, they may be exclusively
pure intonation models or they may be
integrated in a comprehensive model of
prosody. Generative production models
of intonation are best understood as
instructions to a machine to derive, step
by step, the matching Fo-curve for a
given sentence with clearly defined
parameters. Seen in this perspective, this
method is excellently suited, as
mentioned earlier, to test elements and
steps of the intonation algorithm by the
direct feedback of the produced speech
signal. Intonation models, however, as
all models of (parts of) man's verbal

communication, also have a broader aim.
At best, the intonation model will reflect
the manifold processes in man, at the
same time speaker and listener, that are
active during linguistic communication
on the psychological, neurological,
physiological etc. levels. Such a model
would contribute greatly to the
understanding of human communication;
it might also be able to explain, in a
natural way, why intonation looks and
functions exactly as it does, in universal
and language specific respect, as it is
observed and described in all its variation
and, at the same time, its systematicity.

There is some evidence from different
sources today that it may indeed be
justified to posit intonation (and prosody)
at a primary level of language processing
models. Rather than assigning a proper
Fo-curve to a fully developed segmental
sentence structure late in a linear model,
prosodic and tonal structures, at a highly
abstract and basic level, should be
established in a parallal processing
model. As a consequence of this,
individual segments should be elaborated
at a more peripheral level. Thus in a
framework of basic rosodic
macrostructures, phenomena ' e tempo,
accent distribution (deaccentuation),
focussing, emphasis etc., segmental
reductions of time and spectrum, and
omissions would be accounted for in a
quite natural way.

3. ASPECTS OF LINGUISTIC
INTONATION
Even if, for different reasons, Fo of
linguistic utterances is modelled in
isolation, very soon a stage will be
reached where more than Fo alone is
called for. By now it appears as amatter
of fact that prosody, and especially
intonation, is strongly intermingled with
other parts and components of
communication. Intonation, in fact.
seems to exert a key function in
communication. This is especially true in
direct relation to semantics and
pragmatics with respect to focussing.

3.1. Interdependence of
intonation and other parts of
language
Today we have realized that there are
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strong relationships between intonation,
considered as an independent su'ucture of
utterances, and syntax, morphology
(word structure) and semantics, and
furthermore, pragmatics. As a good
challenge, applying the approach of
bridging gaps between disciplines, the
different linguistic threads could be tied
together. Within the field of phonetics, a
first and preliminary attempt has been
made to look at the interplay of the
temporal and tonal components of a
prosody model consisting of just these
two dimensions. As an outlook, it has
been proposed to widen the perspective
of the phonetic realm of prosody by also
treating, besides the dimensions of time
and F0, voice quality and intensity in
some kind of parallel processing of
bottom-up and top—down information.

This aim appears almost overwhelming
when all aspects of intonation and all its
linguistic relationships are considered in
spontaneous speech and in discourse.
However, as intonation does function in
this verbal context, the description and
the explanation of the linguistic totality,
nevertheless, has to be realized as our
utmost and long-standing aim.

3.2. Interdependencies of
intonation and the outer world
One aspect of intonation that up to now
has not obviously been investigated
within the framework of an integrated
model is its relationship to the world
outside the linguistic code. From this
outer world we can observe the
expression of various non-linguistic
features such as e.g. joy, vexation,
anger; refusal, persuasion; intimacy etc.
Furthermore, when these paralinguistic
features are concerned, pragmatics,
psychology, and social relations between
mterlocutors come into play.

When intonation research has progressed
that far and has successfully produced
knowledge of this whole area, we, as
phoneticians, will then have a proached
our real aim: the modelling o linguistic
communication, including intonation, as
the expression of man's social being and
comprehension.

4. SOME PERSPECTIVES 0F
FUTURE RESEARCH
mnately it can be stated that intonation
and prosody are receiving more and more
significance. Last not least, this is shown
by the large number of contributions
concerning prosody to this congress.
Given this platform, will it at present be
able to say something about the future of
intonation (and prosodic) research? To
my opinion, some lines of development
seem quite obvious and some points of
discussion may be suggested.

Designers of intonation models of
different languages will soon discover
the necessity and appropriateness to try
to reach a more uniform temtinology and
manner of construction of their models.
In order to achieve this, a phase of
comparative consideration within a
typological perspective might bring
fruitful results. In spite of the existence
of various schools of describing
intonation with their seemingly different
theories and systems, it should be
possible, from a universal point of view,
to treat, among others, accent and tone
languages within a common framework
of intonation.

Further important steps in the
development of the actual intonation
research, I suppose, are the concentration
on the perceptual aspect of intonation
and, of course, the investigation proper
of intonation in natural discourse. The
question concerning macrointonational
units in spontaneous speech will be of
prominent significance because these
units constitute the basic elements of a
good model.

As intonation is closely interrelated with
various linguistic and non-linguistic areas
and these areas, by their form of
organisation, belong to different
disciplines, it will become of outstanding
significance that phoneticians will learn
to cooperate with researches of intonation
of other areas. Well-meant attempts lately
have also shown that such an integrated
approach will require mutual good wrll,
patience, and also skill and aptitude from
all people involved.
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INTONATION PARAMETERS IN PRODUCTION AND
PERCEPTION

Eva Gärding

Lund University, Sweden

ABSTRACT
My contribution is a discussion of

perceptual aspects of the acoustic
parameters of a Swedish intonation
model which has been applied to several
prosodic systems [5,7,20]. I emphasize
the importance of perceptual analysis and
close with examples showing how a
phonological analysis may depend on the
descriptive level used by the analystl)

l. A PRODUCTION-ORIENTED
INTONATION MODEL
The model for Swedish intonation that I
have worked with is oriented towards
production. One goal is to reproduce the
intonation of an utterance in the form of
an F0 curve for a temporally structured
string of words with labels representing
the lexically distinctive accents (Accent 1
and Accent 2), phrase and sentence level
accents, and labels indicating phrasing,
sentence type and dialect. The generative
scheme and its rules are based on
analyses of materials chosen to explore
the effect of the main communicative
functions of intonation on the F0
curve.2) Superposition is a guiding
principle in the analysis which is
reflected in the generative scheme. This
means that a local movement pertaining
to an accent or tone is seen as added to a
slow movement (global or semiglobal)
representing sentence or phrase
intonation [3,7].
The model makes use of the following

parameters. which are all visual
correlates of acoustic events. Fig.1.
1. Turning points are the local maxima
or minima of Fo which are related to an
accented syllable in a systematic way.
The timing of these points, which is
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largely 'fixed' to specified syllables in
different intonations, is crucial for the
distinction between the accents and
typical for a particular dialect.
2. The tonal grid is the auxiliary parallel
lines enclosing curve pieces with a
uniform general direction (see figure).
Drawn in this way the upper line of the
grid passes through local maxima of the
curve (marked by H(igh) in the figure)
and the lower line through local minima
(marked by L(ow). In practice not all the
local maxima or minima reach the grid
lines. which is a tonal reflex of the
varying accentuation levels carried by the
syllables enclosed by the same grid. ln
synthesis the grid is generated before the
accent target points.
3. Pivots are those places in the curve
where the grid changes direction or
range. They usually occur in connection
with focus and demark constituents in
the global contour.
Interpolation is used in the generative
program to fill in the blanks of the F0
pattern between the target turning points.

This model, which captures the gross
features of Swedish intonation, makes it
possible to describe the accent contrast as
a matter of tinting the F0 target points in
relation to to the accented syllable. The
dialectal variation in intonation becomes
a result of different tinting rules for word
accent as well as sentence accent (nuclear
stress). Modality and weighting are
expressed by the tonal grid.

With this description the common
feature of the relation between the
accents in various dialects is that the
accentual movement of A2 comes later
than that of A1. Interpreted at a



physiological level, the underlying
accentual gesture is similar but timed
differently in relation to the accented
syllable. This interpretation has support
in EMG data obtained from pitch
controlling muscles [10].
The feature 'delayed peak' for accentual
timing differences in English has been
suggested by Ladd [l7] and plays a role
in the intonation analysis presented for
German by Kohler [l6].

2. PERCEPTION, A MISSING
LINK
The explanatory value of the peak
analysis is limited to the production side
of speech. For Swedish it implies that
speakers use their laryngeal muscles in a
similar way to raise and lower pitch in
order to produce a given tonal pattern
and that the Swedish accents can be
produced by timing a similar underlying
laryngeal gesture in different ways in
relation to the accent carrying syllable.
The speaker's intention, on the other
hand, is to reproduce tonal and
rhythmical patterns and these patterns
should also be described at a level that
relates to perception. Such a description
is important for the understanding of
perception mechanisms in general, for
the understanding of how prosodic
patterns are acquired, learned and
transferred to a foreign dialect or
language, and for a comprehensive
theory of intonation.
The following discussion of the possible
perceptual relevance of the acoustic
parameters described above are inspired
by ongoing research, planned to explore
perceptual correlates of intonation and
accentuation.
1. Turning points. A given pitch curve
can be efficiently reconstructed either
from information about the position in
time and frequencyof the turning points
or from suitable information about the
falls and rises that make up the curve.
Some of the turning points have very
stable locations relative to the C/V
boundary of the accented syllable which
means that also the following falls and
uses are relatively stable. Physiologically
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speaking a turning point indicates an
onset-offset change in a nerve signal and
like other u'ansient signals this ought to
have a strong attention-sharpening effect.
It may correspond to what a neurologist
{glad call a feature-trigger [c.g. Granit

If we aim at a perceptual description of
intonation, the falls and rises (or
contrasts between two frequency levels)
are more important than the turning
points. Only a phonetician who has
worked long enough with acoustic
records can perceive the position of a
turning point but almost anybody can
hear a rise or fall if it is given the proper
duration.
An experiment in which F0 peaks of

different shapes were shifted in small
steps in time over constant carriers has
shown that a prosodic phrase pattern can
be recognized when the position of the
peak has produced patterns in which
pitch movements over neighbouring
vowels are prototypical. Our experiment
suggests that an F0 peak is only
indirectly important. It is the adjoining
ramps over the vowels which have
perceptual reality [8, 9].
2. The tonal grid, which may be level or
exhibit various degrees of fall and rise,
encloses a phrase pattern made up of
syllables with varying degrees of
accentuation. The fact that the F0
movements relative to the grid are
retained in different intonations is seen as
a consequence of the superposition
principle, as exemplfred in Fig.2. The
communicative value of the direction of
the grid may be explained in the
following way: the auditory system
makes a running average of the Fo
values of the phrase and these values are
retained in memory and matched with
stored prototypes.
Since a listener is capable of identifying

an accentuation pattern in different
intonations, it is bound to have some
invariant features. Our recent work with
contrastive Swedish accentuation
patterns confirms that their relative
patterns of duration, intensity and F0 are
retained in different intonations. In



particular, pitch relations between
neighbouring vowels are perceptually
important. In a given intonation an
accentuation pattern is characterized by
its typical pitch relations over
neighbouring vowels which sets it off
from other patterns. (Fig.3.)
From a perceptual point of view, then,

intonation, represented by the grid,
carries relative invariant features of an
accentuation pattern which recur in a
global rising, falling or level Fo pattern
with different communicative values.
3. The perceptual importance of the
pivots stems from a discontinuity of
direction or range of the global Fo
pattern. Just like the turning points the
pivots are not directly perceptual units
but may serve as attention getters. The
new direction or range is the important
signal. In Swedish the position of the
main pivotal point of an F0 curve in
relation to the text is dialect dependent.
In South Swedish declaratives the main
pivot occurs on the accented syllable of
the focussed word and in Central
Swedish dialects it has a position after
the accented word, described as
'floating' by Bruce [2].
The interpolation follows a mechanical
rule which has the purpose of connecting
two target points with each other. It has
been interesting to note in ILS
experiments that this interpolation can
neglect small-scale pitch obtrusions
caused by the accents without any
noticeable effect on perception [12]. In
this way, a description of the curve in
terms of perceived local Highs and Lows
may differ from a description relying
rigorously on production data. Our
phonological interpretation of the ILS
experiments is that the accent domain
may encompass not only the following
unaccented syllables up to the next accent
(which is a current definition) but also
the deaccented ones.

3. REPRESENTATION
Highs and Lows may be used to show
for a given Fo curve how local maxima
and minima relate to the text and to the
surrounding highs and lows. For
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Swedish, this kind of analysis applied to
the Stockholm dialect may yield High for
A2 and Low for Al, marking a high or
low turning point near the beginning of
the vocalic segment as the distinctive
feature [2]. A phonetic rule would
generate the following pitch movement.
The representation makes no claim to
perceptual validity.

In an intonation analysis of Hausa
(traditionally analysed as having two
tones, High and Low), Lindau showed
that a 'high' tone is manifested as a rise
to a high point at the end of the syllable
and a 'low' tone as a corresponding fall
to low [18]. This finding suggested that
it is the latter part of the syllable that has
perceptual salience rather than the earlier
part. Further support comes from
perceptual experiments with Chinese
[1 1] and with Swedish nonsense
syllables [15].

4. CONCLUDING REMARK
AND QUESTION
Our discussion leads to the following
conclusion:
Parameters and their representations

differ depending on the orientation of the
model and the descriptive level chosen
by the analyst.
It also leads to an interesting question:

What side of speech should the
phonological units represent, production,
perception, both or neither?

1) The necessity of distinguishing
between levels of description in speech
analysis, has been strongly argued for by
Repp [l9].

2) In classical tradition we have
considered the lexical-distinctive
function,the grouping function w1th
demarcative and connective features and
the‘weighting, modal and expressive
functions.
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Fig.1. Parameters in the production-oriented model. Fo curve of Man vill
LAMNA (A2) ndra Idnga (A2) nunnor (A2) in declarative intonation (One wants todeliver some long nunnies). A2 is manifested as HLH turning points in focus, after focus
as HL. Parallel lines represent the grid. 'R' denotes global range, ‘r’ is the vertical
distance between the grid lines. The curve is from Bruce [l].

Inn—um.

g
u...

Fig.2. Deformation of tone shapes due to (semi)global intonation can be explained
by the superposition principle. (a) Chinese Su‘n Yan mäi niüröu (Sun Yan sells beef)
with alternating falling and rising tones, (b) Wa'ng Y? chöu xiängyän (Wang Yi smokes
Cigarettes) with high tones only [6].

. Rising (Focus) ' Falling

‚ Non-terminal. “f1: Ä!
’ .

a l T - ‘N

m mm x? i \ "'\' '
itiaiat

Fig.3. Perceptual importance of
Fig.2(c).Deformation of accent
shapes. Swedish bara A2 ('only' and
placename) in rising and falling
Intonation. [4].
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intersyllabic relations.Pitch curve in
maximally unvoiced context.Ester (A1)
fick FATNAl) i katten(Al) (Ester got
hold of the cat). Lowering the post-
accentcd syllable (arrow) shifts
categorization from Al to an A2
compound (fatti(g)katten(A2) [11].



A NOTE 0N INTONATION
MODELS
Intonation models differ in scope and

orientation. Moreover, to list some of
the qualifying labels that have been
used, they may be qualitative or
quantitative, descriptive or generative,
abstract or concrete. Analyses may
depart from different theoretical
assumptions (sometimes biassed by the
analyst‘s native prosody!) and rely on
different kinds of observations and
measurements, described and interpreted
at different levels in speech production or
speech perception.
There is general agreement on the close
correlation between intonation and F0
but there is disagreement on the best
decomposition of a pitch curve,
horizontally as well as vertically.

Evaluation of models seems to be
simpler, at least if we adhere to the
following criteria: A good model should
be descriptivly adequate, general.
parsimonious and have explanatory
power.

5. REFERENCES
[1] BRUCE, G. (1977), Swedish word
accents in sentence perspective. Travawt
de l'lnsn'tut de Linguistique de Lund
XII. Lund:Gleerup
[2] BRUCE, G. (1986), How floating is
focal accent? Nordic Prosody IV, eds
K.Gregesen & H. Basböll, 41-49.
Odensc University press.
[3] BRUCE, G. & GÄRDING E.,
(1978). A prosodic typology for
Swedish dialects. Nordic Prosody, eds.
E. Gärding, G. Bruce & R. Bannert,

» 219—228. Department of Linguistics.
Lund University.
[4] GÄRDING, E. (1967), Prosodiska
drag i spontant och uppläst tal, Svenskt
talsprdk, ed. G. Holm, 40-85.
Stockholm: Almqvist & Wicksell.
[5] GÄRDING, E. (1983), A generative
model of intonation, Prosody: Models
and measurements, eds. A. Cutler & R.
Ladd, 11-21. Springer.
[6] GÄRDING E. (1987), Speech act
and tonal pattern in Standard Chinese:
Constancy and variation. Phonetica
44:1, 13-29.

304

[7] GÄRDING, E. (1989), Intonation in
Swedish, Working Papers 35, 63-88.
Contribution to Intonation Systems, eds.
D. Hir t& A. Di Cristo.
[8] G RDING, E. & ERIKSSON L.
(1989), Perceptual cues to some
Swedish prosodic phrase patterns - a
peak shift experiment. Fonetik 89. STL-
QPSR 1/1989, 13-16.
[9] GÄRDING, E. & ERIKSSON L.
(1991), On the perception of prosodic
phrase patterns. To be published.
[10] GÄRDING, 12., FUJIMURA 0.,
HIROSE H. & SlMADA Z. Laryngeal
control of Swedish word accents.
Working Papers 10, 53-82. Dept of
Linguistics, Lund University.
[11] GARDING, E., KRATOCHVIL,
P., SVANTESSON, J.O. & ZHANG
J.(l986),Tone 4 and Tone 3
discrimination in modern standard
Chinese. Language and Speech 29:3,
281-293.
[12] GARDING. E. & STEINBERG, M.
West Swedish and East Norwegian
intonation. Nordic Prosody V, eds. K.
Wiik & I. Raimu, 111-131, Turku.
[13] GRANTT, R. (1977) The purposive
brain.The MIT Press.
[14] HIRST, D. & Dl CRISTO, A.
(1991), Intonation systems. To be
published.
[15] HOUSE, D. (1990), Tonal
perception in speech. Travaux de
l'lnstitut de Linguistique de Land 24.
Lund University Press.
[16] KOHLER, K. (1987), Categorical
pitch perception. Proceedings of the
11th Congress of Phonetic Sciences,
52331-333, Tallinn: Academy of
Sciences of the Estonian S.S.R.
[17] LADD, R. (1983), Phonological
features of phonological peaks.
Language 59,721-59.
[18] LINDAU, M. (1986) Testing a
model of intonation in a tone language.
JASA. 80: 757-764
[19] REPP, B. (1981) On levels of
description in speech research. J.A.S.A.
5: 1462-64. 4
[20] TOUATI, P. (1987), Structures
prosodiques du suédois et du francars.
Travaux de I'Institut de Linguistique de
Lund 21. Lund University Press.
( For further references see [7] )



INTONATION MODELS: TOWARDS A THIRD GENERATION.
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ABSTRACT

Intonation models up to now can be
classified into two generations : single
language descriptions and multi—language
models. The next step will be the
development of an integrated theory of
intonation defining a number of
independent levels of representation
together with a specification of the
relationship between these different
levels. A sketch of a framework for such
a theory is given as well as a number of
questions we need to ask about the nature
of the different levels of representation.

l. INTRODUCTION

All linguis description is faced with the
challenge of sorting out those facts which
can be put down to some universal
language faculty from those which are
assumed to be specific to a given
language. How do we decide, in other
_words, which facts are to be incorporated
into a general model of language and
which are to be analysed as language
specrfic parameters of the model ?

The problem is particularly acute in the
study of intonation which appears to be
one of the most universal characteristics
of human language and, paradoxically, at
the same time one of the most specific
characteristics of a given language or
d1alect._[l7] The universal character of
intonation is well established. A striking
illustration of its language specific nature
can be seen from the recent finding [24
and references there] that as early as 4
days after birth, babies appear to be

capable of distinguishing recordings of
their native language from recordings of
other languages. The fact that similar
results are obtained with low-pass
filtered recordings but not with
recordings played backwards suggests
that such discrimination is based on
prosodic information which can only be
acquired during the pre-natal period.

I suggest in my contribution to this
symposium that we can distinguish two
generations so far in the history of
intonation models, and that our
knowledge of intonation has now
reached the point where we can begin to
envisage a model belonging to a third
generation. In section 3, I outline what
appear to me some of the desirable
characteristics of such a model.

2. INTONATION MODELS.

2.1 Generation one:
language descriptions.

single

The first generation of intonation models
consists of phonetic and/or acoustic
descriptions of the intonation of
particular languages. Probably the vast
majority of research which has been
carried out on intonation falls under this
heading. Since such descriptions
concentrate on the intonation of a single
language, no principled distinction can be
made between model and parameters.
These descriptions, however, constitute
the indispensable groundwork on which
more general models can be built.
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2.2 Generation two: multi-
language models.

In the last fifteen years or so, a number
of specific models have been proposed
for the description of the intonation of
several languages. Examples of models
of this type are those which have been
developped in Lund [10, ll] and
Eindhoven [12, 13] as well as work in
the generative phonology paradigm [28,
27, 14, 15, 21, 29].
These models differ from those of what I
have called the first generation in that
they explicitly tackle the problem of
separating out universal characteristics of
intonation systems, which are directly
incorporated into the model itself, from
language specific characteristics which
constitute the parameters of the model. In
addition, second generation models have
a number of common characteristics.
Firstly the models all incorporate a
number of constructs (tonal grid,
declination line, focus marker,
boundary tone etc.) specifically
designed for the description of
intonation: Secondly, the various models
are generally oriented towards a specific
descriptive level - phonological,
physiological, perceptual etc. Finally, the
descriptions proposed within the
framework of the various models are in
general underdetermined by the data.
Given a model and a set of data, it often
seems possible to account for the data in
more than one way by choosing a
different set of parameter values.

2.3 Generation three: ?

.What would a third generation model
look like 7 The major distinction between
such a model and those of the second
generation would be the existence of
general principles constraining the model
and its applications. The primitive
constructs of the model should thus be
determined as far as possible by more
general linguistic principles and the
choice of parameters for a description
should be fixed on the basis of a limited
number of empirical questions which can
be asked about the intonation system of a
language. A complete third-generation
model of intonation would, moreover,

not be restricted to a particular descriptive
level but should provide a number of
different levels of representation,
including at least phonological, phonetic
and acoustic levels. .

An explicit characterisation of these
different levels of representation will be
crucial to the development of a coherent
body of theory. The following remarks
raise a certain number of questions
concerning these representations together
with some very tentative answers.

3.LEVELS 0F INTONATIONAL
REPRESENTATIONS.

Few linguists today would question the
fact that intonation forms part of a
speaker‘s overall cognitive representation
of an utterance. Such a high-level
abstract representation can be assumed to
contribute both to the overall meaning of
an utterance and to the way in which the
utterance is pronounced. At the other
extreme, the acoustic parameters of
fundamental frequency and intensity,
together with the slightly more abstract
parameter of segmental duration,
constitute the physical dimensions in
which intonation can be expressed.
Between these two extremes - phonology
and acoustics - lies the whole field of
phonetics. Ohala has recently argued [25]
that “There is no interface between
between phonology and phonetics”. Di
Cristo and l have suggested [17] that this
is because phonetics is itself an interface
between the cognitive (what can be
thosght) and the physical (what can be
sar .

3.1 Phonetic representations

Given the hybrid nature of phonetics as
the link between the cognitive and the
physical, it would seem to follow
logically that a phonetic representation
can only be defined on the basis of a
prior theory of phonological
representations. In fact, however, there
is a constant interaction between
phonology and phonetics. The more we
learn about phonetic processes, the mom
we can incorporate into our phonetic
model and the more we may wish to
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question traditional assumptions about
phonological representations.

A number of techniques have been used
for the generation of fundamental
frequency for speech synthesis. Many of
these techniques such as contour
concatenation or neural networks leave
unanswered the question of the nature of
phonological representations. There are,
however, at present at least two plausible
candidates for a phonetic model of
fundamental frequency curves.

The first of these, sometimes called the
Target and Transition Model,
assumes that an F0 curve is represented
as a sequence of target points and that a
(generally monotonic) interpolation
function accounts for the portions of the
€2e lietween these target points [9, 10,

‚ 5 .

The second type which I shall call the
Pitch-Pulse Model represents an F0
contour not as a sequence of pitch targets
but rather as a sequence of instructions to
raise or lower the pitch, the local pitch-
movement being generally superposed on
a more global movement. [26, 6]

It is obvious that at some level of
abstraction, the two models are formally
equivalent - any curve that can be
generated as a sequence of targets can
also be generated as a sequence of
movements and vice versa.

On the level of speech production it has
been argued [6] that a pitch-pulse model
more adequately represents the actual
physrcal mechanism underlying the
generation of pitch contours in natural
speech. Even this, however. does not
guarantee that pitch contours are
mentally represented as pitch changes.
It rs possible for example that a motorcontrol mechanism such as a Forward
Model [23, l] is developped during thebabbling. stage, providing the speaker
with a direct mental mapping between
pltch targets and the impulses needed to
generate the targets.

Evidence from acoustic modelling
SUESCSts that a model incorporating pitch
Wgets more adequately accounts for the

observed data than one generating pitch
changes: in an experiment using
controlled sentences [22] , relative peak
levels were observed to be more highly
correlated than were the corresponding
rises or falls.

It has been claimed [4, 10, l7] that
intonation systems generally make use of
two distinct types of pitch levels :
relative levels, determined with
reference to the preceding pitch level. and
absolute levels determined with
reference to a wider context, perhaps
even to an absolute speaker dependent
value. While relative levels are easily
coded in terms of pitch movements,
absolute levels are less easily expressed
in this way [27]

On the perceptual level, it has been
claimed recently [20] that it is only
during areas of spectral stability. as in a
sustained vowel, that pitch patterns are
interpreted as movement configurations
rather than as pitch levels, but that
elsewhere interpretation in terms of pitch
levels is predominant.

It seems that much of the evidence points
in favour of a mental representation of a
pitch contour as a sequence of pitch
targets even if this is not necessarily the
form which serves as input to the pitch-
producing mechanism in natural speech.

3. 2 S u rface
representations.

phonological

The surface phonological representation
of a pitch curve can be assumed to
consist of a sequence of phonetically
interpretable symbols which can in turn
be derived from a more abstract
phonological representation. This would
in many ways be the equivalent for
intonation of the IPA transcription
system for segmental phonology. An
example of a first approximation of such
a system is INTSINT [17], an
INtemational Transcription System for
INTonation, which makes use of two
types of symbols corresponding to the
distinction between Absolute and
Relative pitch levels mentioned above.
Absolute pitch levels include :
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T i
Top Bottom

as well as Mid which is assumed only to
occur at the beginning of an Intonation
Unit and is consequently unmarked.
Relative pitch levels, defined with respect

- to the preceding pitch target include :

)- x r’ ‘*
Higher Lower Upstep Downstep

An application of this system to the F0
pattern of a continuous text in French
[19] suggests the interesting result that all
these targets can be defined with respect
to three absolute speaker independent
pitch levels corresponding to the
speaker‘s mean Fo (Mid) and two levels
(Top; Bottom) fixed at a half-octave
interval respectively above and below the
mean. It remains to be seen, however,
whether similar results will be obtained
for other speakers and other languages. It
is also not clear how such a model can
incorporate other factors such as variable
pitch range [22].

3.3 Underlying phonological
representations.

I suggested above that a surface
phonological representation of intonation
should have two characteristics. First, it
should be phonetically interpretable, and
secondly we should be able to derive it
from a more abstract underlying
phonological representation, the nature of
which is obviously far from being clear.
I have argued [15] that we should be
guided by a general principle to the effect
that all phonological primitives which are
needed for the description of connected
speech are needed for at least some
languages to describe lexical contrasts.
Thus for example stop aspiration is
lexically distinctive in Hindi but not in
English or French. English, however,
unlike French, possesses a phonological
rule adding aspiration to voiceless stops
at the beginning of stressed syllables.
The result is that in connected speech,
aspiration can become distinctive in
English (but not in French) as in the

minimal pair : ['brsphat] ‘this port’ at
[btspat] ‘this sport’.

If we compare the case of aspiration with
that of word-stress we find a similar
range of effects since word-stress is
lexically distinctive in some languages
(like Russian and English) but not in
others (like French and Hungarian). The
latter, however, contain rules assigning
stress to the final (respectively initial)
syllables of words so that stress can
become distinctive in connected speech
(cf minimal pairs in French
['drapo'stbl] ‘Drap possible’ (possible
sheet) at [dra'po'stbl] ‘Drapeau-cible’
(target-flag). A similar argument can be
made concerning tonal categories which,
while they only ineed to be lexically
specified for tone languages such as
Chinese or Yoruba, remain available for
the phonology of other languages in
order to derive surface representations.

I mentioned above that as we learn more
about phonetic processes we may well be
led to modify our conception of
underlying phonological representations.
In the case of intonation, an explicit
phonetic model suggests that tonal
representations may be considerably
sparser than in standard autosegmental
accounts [7, 8]. I have suggested [14,
15, 16] that tonal segments are in fact
linked not directly to vowels or syllables
but rather to higher order phonological
constituents as in Figure l.

A
LL? T

“"“v v ah“? a at
al- most im- po- ssi— ble

Figure l : Phonological representation
for the sentence ‘It's almost impossible’.
IU = Intonation Unit, TU = Tonal Unit,
a = syllable, H = high tone, L = low
tone.

A phonological structure of this type.
removes the need for ad-hoc diacritic
symbols indicating ‘boundary tones’ as
proposed by Pierrehumbert [28]. Similar
representations have since been proposed
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for a number of different languages
including French [5], Swedish [2] and
Japanese [27] as well as for an African
tone language Kinyarwanda [3]. It seems
probable that explicit acoustic modelling
of other tone langauges could lead to
similar results.

A representation of this type makes it
possible to describe the variability found
across the intonation patterns of different
languages in terms of a small set of
formal parameters. Thus if we compare
the prosodic structure of English with
that of French, we find that in English
(as in Germanic languages in general),
Tonal Units each contain one stressed
syllablefollowed by an unlimited number
of unstressed syllables, whereas in
French (as probably in most Romance
languages) Tonal Units contain one
stressed syllable preceded by an
unlimited number of stressed syllables.
More formally Tonal Units can be
described as Left-Headed in English and
Right-Headed in French. The two
languages also seem to differ in the
sequence of tonal segments associated
with Tonal Units in underlying
representations. In English, each Tonal
Unit contains the sequence [H L] as in
Figure 1, whereas in French the
underlying sequence seems to be [L H]
[5]. Evidence from other languages [17]
seems to suggest that the two parameters
areindependent .

'lhe underlying representation in Figure l
corresponds directly to the surface
intonation pattern described as typical for
many American English dialects which
can be transcribed :

It's almost im ossible
I T x. 2 il

For most British English dialects, such a
pattern is not at all typical. Instead a
downstepping pattern is generally
observed as in :

It's almost im ssible
I T I» ll

Both representations can be derived from
the same underlying form illustrated in

Figure 1 if we assume a further
parameter which for British English
allows just one single tonal segment to
remain associated with each Tonal Unit
except the last [15, 16].

The three parameters 1 have mentioned
make it possible to generate an interesting
variety of intonation patterns from
otherwise similar underlying forms.

While it is obvious that the model I have
sketched is far from constituting the
Third Generation Model I evoked at the
beginning of this discussion, I would
argue that it possesses at least some of
the characteristics.

4. CONCLUSIONS

I have presented a number of questions,
together with some very tentative
proposals concerning an integrated
theory of intonation comprising several
distinct levels of representation. My
discussion of phonetic and acoustic
representations has been exclusively
concerned with fundamental frequency
patterns although it is obvious that a
complete description will need to account
for variations of intensity and duration as
well.

The aim of this presentation has been to
sketch an overall framework such that at
each step we can formulate our choice of
representation in terms of formal
parameters each of which can be
determined by empirical investigation.

Although we are obviously still far from
achieving such an integrated model of
intonation, all of the models which I have
somewhat disparagingly dubbed ‘second
generation’ possess at least some of the
desirable characteristics. Just as the
accumulation of first-generation
descriptions made it possible to develop
such models in the late ’705, so the
existence of such multi-language models
will be the basis on which it will be
possible to build a coherent general
theory of intonation. The task for the
‘90s could thus be a concentration of
collaborative (and/or competitive) work
leading to the development of such a
general theory.
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THE ONSET OF CROSSLINGUISTIC DIFFERENCES

IN SPEECH DEVELOPMENT

David Ingram

The University of British Columbia, Vancouver, Canada

ABSTRACT
Recent research indicates that the

effects of the ambient language appear

earlier than what was once believed.

Here, two theories are discussed to

account for this. One, the interaction

theory, assigns this effect to the

interaction between the child’s

perceptual and articulatory systems.

The other, the NeoJakobson theory,

makes the bolder claim that such

effects reflect linguistic organization

on the part of the child. Evidence for

the latter is presented.

1. INTRODUCI‘ION

The last twenty years have

represented a tremendous increase in

our knowledge about the abilities of

infants to vocalize and perceive

speech. There has been, however, a

crossover concerning our knowledge in

these two areas on infant

development. Twenty years ago, I

would have said that our knowledge of

infant speech production was

noticeably ahead that of infant speech

perception. Based on the work of

Irwin and others, we had a reasonable

picture of the stages through which

infants progress from cooing to

babbling to the first words. Today, it

looks like the greatest gains in our

knowledge have taken place in our

understanding of infant speech

perception, inspired by the great

interest generated through the

methodological developments made in

this area.

This is not to say that we have made

no strides in the area of infant speech

production. There has been the

refinement of our knowledge of the

stages of infant speech production, as

seen in the important research of Oller

and others (e.g. Oller [10]). Another

development has been the initiation of

important research on crosslinguistic

influences on infant development.

Today, however, I think it is fair to say

that the latter work is only in its

’infancy’, if you would excuse the pun.

In this paper, I will attempt to

explain why I make this claim, and lay

out what I see as the crucial issues

which will influence research in infant

speech production in the years ahead.

I also hope that these remarks will
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provide a useful backdrop for the

other papers that have been prepared

for this symposium on "Speech

acquisition and development“.

2. THE MA’I‘URATIONIST VIEW

Until quite recently, the dominant

view of infant speech production has

been what might be called a

’matur'ationist’ view of development.

This point of view, expressed by

Lenneberg [7] and supported by data

in Locke [8], sees the infant’s speech

as more or less controlled by a

biologically determined sequence of

development. Since this development

is controlled by factors within the

infant, there will not be any noticeable

sign of the influence of the ambient

language for a relatively long time.

The following quote from Locke [8] (p.

84) captures this point of view quick

succinctly:

"I will suggest that no genuine

accommodations to the adult system

will be evident until the child reaches

the systemic stage of phonological

acquisition, which probably occurs at

some time after the first 50 words are

in use".

There are at least two features of

this proposal that need to be

elaborated. One concerns the extent to

which individual variation takes place.

As argued in Locke [9], this does not
mean that all children will vocalize in
exactly the same way. Biological

models of development still allow for
variation. The critical point is that the

variation that exists will be constant

across linguistic environments.

A second aspect concerns the time

at which crosslinguistic effects will

appear. In the above quote, the fifty

word stage is cited, but it appears that

this is just an educated guess. There is

nothing magical about this stage, and

indeed, if we are dealing with a

biological milestone, one would expect

that age is more critical than stage.

For example, suppose we were to

compare two infants who are

developing normally from all

indications, except for language. We

would anticipate that the infant who

starts to speak at age three might show

more adjustments to the ambient

language than the child who starts at

age one.

The issue of when crosslinguistic

effects first appear is important for

different reasons for different people.

For the speech scientist, it is important

in coming to understand the

development of the speech apparatus.

Further, because of the findings on the

remarkable perceptual ability of

infants, there is the question of how

the perceptual system interacts with

the articulatory system. If the latter is

rather fixed by biological constraints,

then its development is basically

uninfluenced by the perceptual

development taking place. I will refer

to this issue as the ’perception-

production issue’.

For the linguist, the question of

when ambient effects begin is

313



important for a different reason than

just the perception-production issue.

The linguist is more concerned with

determining when the child has access

to, and begins to construct, a linguistic

system. For those who tend toward a

maturationist point of view, much of

the infant’s early language, even up to

the first 50 words as cited by Locke, is

seen as prelinguistic. Such a position

requires some discontinuity in

development at some point when the

infant shifts from a biologically based

language to a more abstract and

linguistically based one. I will refer to

the question of when children begin to

use linguistic principles as the

’linguistic issue’.

3. TWO ALTERNATIVE VIEWS
Most recently, at least two

alternative positions have appeared to

the one expressed by the

maturationists. One point of view,

referred to as the ’interactional

hypothesis’ in de Boysson-Bardies,

Halle, Sagart & Durand [1], claims
that the effects of ' the ambient
language occur earlier than previously
thought. This hypothesis has the
following properties:

1. the early perceptual abilities of the
infant enable it to show some effects of
the ambient language at least during
the later stages of the babbling period;

2. these effects are likely to be subtle

at first, and may require more
sophisticated analyses than previously
done;

3. children’s first 50 words will show
crosslinguistic differences in their
phonetic inventories.

The data for this position are
primarily found in de Boysson-Bardies,
Halle, Sagart & Durand [1] and in de
Boysson-Bardies & Vihman [2]. In the
former study, differences are found in
the formant structure of vowels in the
babbling of infants in French,

Cantonese, English, and Arabic
linguistic environments. The latter
study expands indications of such
differences through the study of
consonantal patterns in French,

English, Japanese, and Swedish

infants.

The interactional hypothesis

primarily focuses on the perception-

production issue. As discussed in de
Boysson-Bardies & Vihman [2], this
interaction between perception and

articulation takes place while the child
is still by and large ’prelinguistic’. For
example, they state "...we never

assumed that selection on ambient

language implied phonetic
segmentation" (p. 17). Rather, they
believe the following (p. 17):
"A segmentally unanalyzed acoustic

representation may provide targets
for a motor plan sufficient to initiate
an epigenetic selection of articulatory
gestures".

This point of view is one which I have

referred to elsewhere as the Stanford
theory (c.f. discussion in Ingram [4]). It
sees the development of the first words
as primarily devoid of any linguistic
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organization into either phonemes or

distinctive features.

An alternative to this belief is the»

opinion expressed years ago by

Jakobson [6] that children show

linguistic organization around the time

of their first words. There are at least

two aspects of Jakobson’s theory which

have been shown by more recent

research to be incorrect. One was his

conception of an abrupt shift in the

infant’s phonetic abilities once word

acquisition appears. A number of

recent studies have shown that this

shift involves continuity rather than

discontinuity (e.g. Vihman, Macken,

Miller, Simmons & Miller [12]). The

second error was that children of all

linguistic environments show the same

initial phonological system. As found

in de Boysson-Bardies & Vihman [2],

there are phonetic differences in

infants in different linguistic

environments from the onset of word

acquisition.

Neither of these errors, however,

directly negates Jakobson’s primary

claim that children use linguistic

organization at the onset of word

acquisition. My own research in this

area (c.f. Ingram [5], for a summary)

has maintained this aspect of

Jakobson’s original theory. I have

referred to this position as a

NeoJakobsonian point of view, since it

retains. the flavor of his ideas on this

period, but rejects his claims about the

transition from babbling to the first

words. This point of view adds the

following strong claim to the three

already mentioned above:

4. crosslinguistic effects in children’s

phonetic inventories indicate that

infants show linguistic organization of

their words at the onset of acquisition,

not at some later time in development.

These various points of view result

in four positions about when effects of

the ambient language appear and how

what they indicate about the infant’s

linguistic abilities. These are

summarized in Table 1.

Table 1. Four theories on infant

phonological acquisition.

1. Maturationist theory. Infant babbling

and the first words are determined

biologically without linguistic

processing or effects of the ambient

language (e.g. Locke [9]).

2. Interaction theory. Infant babbling

and the first words show effects of the

linguistic environment, but the

organization of this effect is

prelinguistic.

3. Jakobsonian theory. The first words

show linguistic organization but no

effects of the ambient language.

4. NeoJakobsonian theory. The first

words show linguistic organization and

effects of the ambient language.

4. DIRECTION 0F RESEARCH

The results of recent research of the

sort being conducted by de Boysson-

Bardies and her colleagues suggest

that neither Maturationist theory nor

Jakobsonian theory can be
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maintained. The unresolved issue is no

longer when crosslinguistic effects

appear but rather when they show

linguistic organization. The resolution

of this question requires detailed

linguistic analyses of the first words of

children across several linguistic

environments.

One way in which this can be done is

through the examination of the

phonetic inventories of children

acquiring different vocabularies. In

several places, I have argued that

children during the acquisition of the

first fifty words or so acquire what I

refer to as the basic phonological

inventory. These are a basic set of

consonants, vowels, and syllable types

are used to determine the basic

phonological features of the language.

Table 2 shows some preliminary

results of such research from children

in five linguistic environments. The

English data are from Ingram [3], and

the Quiche data from Pye, Ingram &

List [11]). The other data are from

unpublished data. The Dutch data are

from Mieke Beers at the University of
Amsterdam, and the Italian data are

from Umberta Bortolini of the

University of Padua. The French data

are from my unpublished analyses of
diary data.

Table 2. Basic consonantal inventories

from children acquiring English,

Quiche, Dutch, and Italian. (Capital
letters are used to indicate

alveopalatal sounds, e.g. S indicates

the alveopalatal fricative).

English Quiche

m n m
p ts

wH
’U

U
’

"
It

?
“

5
‘3

““
:

I--l
(1

'5

K
W '0

Italian

ts

€
’U

E
E

m
a
n
g
-

:r
x
w

N
it
r'
U

E

H
m

n
n

:

3 «
H

r

French
H

a
c
r'
d
ä

H
M

O
-r

t

Since the data are very preliminary,

and diverse in their analyses and

collection procedures, it is of course

necessary to be quite cautious in their

interpretation. They suggest to me,

however, that the extent of differences

is extreme, certainly more than would

be expected by the Interaction

hypothesis discussed elsewhere.

There are of course similarities as

might be expected. The data indicate

that nasals are early, and that voiceless

fricatives are preferred over voiced

ones. There are also differences,

however, which cannot be explained if

a maturational view is maintained.

This is perhaps best seen when looking

at the fricative systems of the above

languages. Some of the languages

show early use of alveopalatal
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fricatives and affricates, as does

Quiche and Italian. English, on the

other hand, shows little early use of

these despite their presence in the

language. While several of the

languages show the early use of [f] and

[5], these are later in Quiche and

_ Dutch, where the velar [x] tends to be

the first fricative.

Other differences can also be seen

with the liquids. English has an [1] but

it is not an early sound in the language.

This is not the case with several of the

other languages, however, where [l] is

a basic sound. This is particularly

striking in the Quiche data, where Pye,

Ingram & List [11] report that it is one

of the two most used sounds. They also

provide a further analysis which

reveals that it is also one of the most

frequent sounds in the vocabulary

addressed to young children.

Such differences even appear with

the stop consonants where similarities

usually abound. Four of the languages

show early three-way place distinctions

with early velar sounds. The French

data, however, suggest that these velar

stops may come in relatively later

when compared with the fricatives.

The critical question becomes

explaining the source of these

differences. Since . the children are

selecting in several instances from very

similar sounds, perceptual differences

cannot account for the difference. In

Pye, Ingram & List [11] it is proposed

that the differences result from the

children’s linguistic organization of the

more frequent sounds that they hear.

This frequency, however, is type

frequency rather than token

frequency. That is, it is not important

that a sound just be frequent, but that

it also occur in a range of words,

thereby providing information to the

child about the sound’s linguistic

function. This difference between type

and token frequency accounts for the

fact that the voiced dental fricative in

English is acquired very late. It has

token frequency, but is restricted in

appearance to a small range of

function words.

A further argument for this

interpretation comes from the

patterning of the sounds used. If the

interaction hypothesis were correct,

there would be no reason to expect

linguistically patterned systems at this

point in acquisition. An examination of

the consonants in Table 2, however,

suggests otherwise. The sounds by and

large fall into pattern sets where

minimal contrasts can be proposed. Of

course, much more detailed linguistic

analyses of individual children will be

needed to substantiate this claim, but

the data in Table 2 are at least

suggestive that such an interpretation

is on the right track.

5. SUMMARY -

Research on infant speech

production is at an important stage in

resolving the question of when

children begin to show the effects of

the ambient language. Recent
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research has suggested that infants

may show ambient effects earlier than

previously thought, once more

sophisticated analyses are conducted

on infant speech samples. Even more

controversial is the interpretation of

this finding. One point of view is to

give this little linguistic significance,

but to interpret it as indicative of a

close connection between the infant’s

perceptual and articulatory systems. I

have presented a more radical

interpretation, argiing that it suggests

early linguistic processing. Even more

subtle and detailed analyses will be

needed before this more latter issue

will behresolved.

6. REFERENCES

[1] DE BOYSSON—BARDIES, B.

HALLE, P., SAGART, L. &

DURAND, C. (1989). "A

crosslinguistic investigation of vowel

formants in babbling", Journal ofChild

Language, 16, 1-17.

[2] DE BOYSSONS-BARDIES, B. &

VIHMAN, M. (in press). "Material

evidence of infant selection from

target language: a cross-linguistic

phonetic study". In C. Ferguson, L.

Menn & C. Stoel-Gammon (eds.),

Proceedings of the Stanford conference

on phonological development. Parkton,

Md.: York Press.

[3] INGRAM, D. (1981). Procedures

for the phonological analysis of
children’s language. Baltimore, Md.:

description, and explanation.

Cambridge: Cambridge University

Press.

[5] INGRAM, D. (in press). "Early

phonological acquisition: a

crosslinguistic perspective". In C.

Ferguson, L. Menn & C. Stoel-

Gammon (eds.), Proceedings of the

Stanford conference on phonological

development. Parkton, Md.: York

Press.

[6] JAKOBSON, R. (1968). Child

language, aphasia, and phonological

universals. The Hague: Mouton.

(Translation by R. Keiler of original

German version published in 1941).

[7] LENNEBERG, E. (1967).

Biological foundations of language.

New York: Wiley.

[8] LOCKE, J. L. (1983). Phonological

acquisition and change. New York:

Academic Press.

[9] LOCKE, J. L. (1988). "Variation in

human biology and child phonology: a

reponse to Goad & Ingram", Journal of

Child Language, 15, 663-8.

[10] OLLER, D. K. (1980). "The

emergence of the sounds of speech in

infancy". In G. Yeni-Komshian, J.

Kavanaugh & C. Ferguson (eds), Child

phonology: vol I.production. New

York: Academic Press, 93-112.

[11] PYE, C., INGRAM, D. & LIST,

H. (1987). "A comparison of initial

consonant acquisition in English and

Quiche". In K. E. Nelson & A. van

Kleeck (eds.), Children’s language, VoL

University Park Press. 6. Hillsdale, N. J.: Erlbaum.

[4] INGRAM, D. (1989). First

language acquisition: method,

318

[12] VIHMAN, M., MACKEN, M.,

MILLER, R., SIMMONS, H. &

MILLER, J. (1985). "From babbling to

speech: a reassessment of the

continuity issue". Language , 61, 395-

443.

319



EARLY SELECTION OF PHONETIC REPERTOIRE:
CROSS-LINGUISTIC DIFFERENCES.

Bénédicte de Boysson-Bardies

CNRS - EHESS 54 boulevard Raspail,
75006 Paris, France

ABSTRACT
Cross-linguistic studies of infant

productions show that among the

wide range of possible sounds that
prelinguistic infants can produce a
choice is made in relation to the

phonetic wracteristics of the inputs

of the environment. Two studies
demonstrated language-specific pro-
duction patterns in vowels and

consonants in the course of the first
year.

We view early specific linguistic ef-
fects on infant vocal productions as
the result of selection by infants from
a range of possible sound-produc-
tions, and not as evidence of new
sound acquisition.

l. VOWELS
The first study we present, was

based on a statistical analysis of the
relative distribution of sounds within
the vowel space in the adult target
language and in the vocalization
patterns of infants, as defined by
formant frequencies. Infant’s vowels
were extracted from 20 minutes of
recording of twenty 10-month-old
French, English, Algerian and
Cantonese infants. The comparative
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analyses were based on computation
of statistical distances between
infants’ vowel sets. They show that
infants differ more between
linguistic communities than within
any single linguistic community. The
F2/F1 ratio, an index of vowel com-
pactness, was used to give
information on the relation between
infant and adult vowel spaces. The
adults’ data were taken from the
existing literature on each language
(frequency of occurrence and F1, F2
mean values). The same trends were
found in the compactness index for
F2/F1 in the infants’ and adults’
data: English < French < Algerian
< Cantonese.

Table 1. F1/F2 ratios for infants and
adult vowels by language »
communities.

Infants Adults
EngliSh 3.00 3.68
French 2.80 3.28
Algerian 2.40 3.03
Cantonese 2.24 2.71

In the production of their
vowels, infants have begun to
approximate favored values in

the adult language even before
production of the first words.

2. CONSONANTS
In the second study (1!) we made an

analysis of the consonantal

repertoire of five infants in each
linguistic group: French, English,

Swedish and Japanese. As for the

vowel study the method to be used

emphasizes the relative distribution

of consonants found in infants’

productions and its relation to adult

language targets. However in this

study (1) the analysis of consonantal

production is based on a perceptual

analysis of infant vocalizations. (2)

We use a longitudinal analysis of

vocalizations spanning the period

from babbling only to early words

with concurrent babbling (first 25
words) (3). Phonetic characteriza-

tions of infant productions were di-

rectly compared with statistical pro-
perties of the actual target words at-

tempted by the children in each

group. We took these words to offer

the most representative adult-lan-
.. guage sample available.

The consonants produced by infants
were classified according to place
and manner categories: labials,

dentals and velars for place, and
stops, fricatives, nasals and liquids for

manner.

2.1 Overall productions show good
deal of stability in mean frequency of

distribution for place and manner
categories throughout the period
studied within each group. The
infants’ groups differ significantly in
distribution according to the place of
articulation. The interaction effect is
mainly due to the difference in the

distribution of labials. French infants
produce significantly more labials
than Swedish and Japanese. French
infants’ velar productions differ also
from Swedish and Japanese.

There is also a main effect of the
factor of manner. Swedish infants’
productions differ significantly from
French for stops and nasals.

2.2. Comparison betwen babbling
productions and infants’ words. No
significant difference is found in any
group for place categories, the
distribution in infants’ words is
similar to the distribution in
babbling (Fig-1"

m .... w „ssot r
l’

Filip -' 9Nina! Hifl HWH flflfli
s‘wr awr ewr awr
Bab-bumwzmmmmm

Fig 1: Distribution of labials in
babbling. infant words and target m.

The distribution of manner catego-
ries for words is parallel to the bab-

bling distribution for French, Ameri-

can and Swedish. There is a signi-

ficant difference between babbling

productions and words for stops in

Japanese infant production (see
Fig.2).
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Fig 2: Dlatribution of stops 'n

babbling. infant words and target words.

In words, there is a general

tendency to produce more labials,

more stops, fewer fricatives and the

inter-group differences found m

the percentage of nasals are small

(see Fig.3).

321
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Fig 3; Distribution of meals in

babbling. intent words and target words.

We interpret the differences
between babbling and first words as
reflecting the motoric consequences
arising from the obligatory
sequentiaiity of segments and
syllables for word production. A
limited ressource assumption (Kent
1991) may account for a tendency to
return to more basic adjustments.

2.3. Adult reference sample. The
distribution of consonants in the
adult reference sample shows
significant differences for place and
manner categories among the four
language groups (see Figs 1- 2-3).
The four languages differ mainly in
the percentage of labials which is
higher in French target words than in
Japanese and Swedish. Swedish and
English target words show a higher
percentage of stops than do French
and Japanese, but the percentage of
initial stops is closer in the four
groups.

2.4. Comparison of infant
productions with the adult
reference sample (target
words).

If there is an effect of linguistic
environment, the distribution of
labiais, based on either the overall or
the initial-position distribution in
target words should yield the same

predicted ranking that is found
between infants’ groups. And indeed
we found the predicted ranking
French > English > Japanese =
Swedish (see fig 1). For velars the
expected ranking is Swedish >
Japanese = American > French. We
find that French infants produce, as
expected, a lower percentage of
velars, while the other three groups
have a closely similar percentage of
velars.

The patterns of manner distribution
in infant productions agree with
those of manner categories in target
words. For stops, the distribution in
target words predicts the ranking
Swedish = American > Japanese=
French. The percentage of stops is
indeed higher in Swedish and English
data than in Japanese and French
(see fig 2). For nasais the expected
ranking would be Japanese >
French > American = Swedish; this
ranking lS indeed found in the in-
fants’ word production (see fig 3).
The four groups do not differ signifi
cantly in fricative or liquid
distribution and the percentages are
too small to be informative for group
comparisons.

The differences found in the
distribution of consonants for place
and manner categories in infant
groups are predictable from the
distribution of place and manner
categories in target-words. Already
we can see language specific ten-
dencies in consonants as was
demontrated in vowels.
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ABSTRACT
Measurements of F0 contours in disyl-
labic vocalizations show that, at 17
months, Swedish children are begin-
ning to produce contours typical of the
grave word accent and to mark the ap-
propriate words with these contours.

1 INTRODUCTION
Studies of phonological acquisition of
tone languages frequently state that
language-specific features of tone are
acquired early; in particular, tonal fea-
tures are said to be acquired earlier and
to show less variability than segmental
features (e.g., Chao, 1951; Li and
Thompson, 1977; Tuaycharoen, 1977;
Tse, 1978; Clumeck, 1980; Crystal,
1986). Proposed explanations have clai-
med that pitch, the primary auditory
correlate of tone, is easy to control in
both production (Li & Thompson,
1977) and perception (Tse, 1978). inde-
pendent experimental evidence corro-
borating child phonologists'
conclusions that early acquisition of to-
ne has an auditory-motor basis comes
from studies showing that infants are
able to imitate pitch before the middle
of the first year of life (Kessen et al.,
1979; Kuhl and Meltzoff, 1988) and di-
scriminate pitch as early as 4 weeks of
age (Kuhl and Miller, 1982).

Existing data which might be relevant
to tonal development in young children
come from small-scale investigations
using very small groups of informants
and utterance samples. Thus, there is a

retical studies in the area. The general
purpose of our current research pro-
gram is to use large-scale experimental-
phonetic techniques, based on
cross-language observations, to investi-
gate the development of the Swedish
word accent distinction. The present
study represents a first step in this di-
rection, focussing on the so called grave
accent, which is the marked member of
the word accent distinction.

Functionally, the grave accent marks
lexical contiguity by connecting a pri-
mary stressed syllable with a later se-
condary stressed syllable. Most
disyllabic and polysyllabic words, parti-
cularly compounds, have the grave ac-
cent. The characteristic F0 correlates of
the grave accent in Stockholm Swedish
have been shown to include a two-pea-
ked contour resulting from (1) a falling
sequence High—Low, associated with
the primary stressed syllable, and (2) a
subsequent rising sequence Low-High,
associated with the secondary stressed
syllable (Bruce, 1977; Engstrand, 1989),

the latter rise being optional, however,
in that it primarily marks sentence
stress (Bruce, 1977). The F0 fall has
turned out to be an extremely reliable
grave accent criterion. In a recent study

(Engstrand, 1989), we examined F0

contours correlating with the word ac-
cents in spontaneous speech. The re-
sults showed that the grave accent was
consistently marked by a falling F0 con-
tour in the primary stressed syllable,
frequently followed by a rise in the se-

need to use direct controlled cross- condary stressed syllable.
language comparisons to broaden the
empirical foundation for further theo-

3 2 4

It can be concluded for these data that

Swedish children are heavily exposed to
grave-like pitch patterns, and that it is,

therefore, reasonable to expect an in-

fluence of this pattern on early imitati-
ve vocalizations. The specific purpose
of the present study was to investigate:
a) whether such an influence is present
at the developmental stage where
children have a vocabulary of approxi-
mately 50 words, i.e. at about 17
months of age, and produce both me-

aningful and pre-meaningful utteran-
ces; and b) whether there is a beginning
functional mastery of the system in the
sense that children associate grave-like
F0 contours with words that have the
grave accent in the adult language.

2 METHODS
The question of the presence of grave-
like contours in Swedish children’s vo-
calizations was tested by a
cross-language comparison, using a
comparable group of children acquiring
American English. The question of
possible functional use of the grave ac-
cent was tested by a within-language
comparison of grave word candidates as
opposed to non-candidates as produced
by the Swedish children.

The data were based on audio and vi-
deo recordings of five monolingual
Swedish children and five monolingual
American English children. The recor-
dings of the two groups of children we-
re made using the same protocol in the
children’s homes in Stockholm and
Stanford, respectively, biweekly from
the age of nine months until the child
had an approximate vocabulary of at le-
ast 50 words. The results presented he-
re are drawn from that last stage. The
data are based on an examination of all
disyllabic vocalizations produced by the
respective children during one session,
Le" vocalizations that were unambigu-
ously heard as disyllabic by the experi-
menter, irrespective of whether or not
they had been identified as approxima-
“.095. to real words. The material was
digitized at 20 kHz. Extracted FO-con-
tours were displayed in synchrony with
5P°Ctrograms on the computer screen.

Vocalizations lacking measurable F0
contours due to voice irregularities we-
re discarded from further analysis.
Spectrographic segmentation was made
at acoustic discontinuities marking vo-
wel-consonant and consonant-vowel
boundaries. F0 values were sampled at
the following points in time: a) the
acoustic onset of the first spectrograp-
hic vowel segment (V1), b) the F0 tur-
ning-point, if any, during V1 (if the F0
contour was monotonous throughout
V1, the turning-point was assigned the
value of the onset), c) the acoustic off-
set of V1, d) the acoustic onset of V2,
and e) maximum F0 during V2 (if F0
declined throughout the V2 segment,
maximum F0 was assigned the value of
the onset). The Fall parameter was de-
fined as the FO difference between V1
turning-point and offset, and the Rise
parameter was defined as the F0 diffe-
rence between V2 maximum and V1
offset. Both parameters can thus take
positive or negative values; for exam-
ple, a negative Fall value means that F0
rises in V1, and for a grave-like Fall-Ri-
se sequence, both parameters take po-
sitive values.

3 RESULTS
Table 1 shows the mean value in Hz of
all measurable utterances for the Fall
and Rise parameters for each of the
subjects. It is evident that the individual
variation is considerable. There is a
considerable overlap between the
language groups for all parameters.
However, an unpaired one-tailed t-test
reveals a statistically significant diffe-
rence between the language group me-
ans for the Rise parameter (df=8,
t=2.31, p < 0.05). There was no statisti-

cally significant difference in the Fall

parameter.

Table 2 shows the Fall and Rise data a)
for the children’s grave word approxr-

mations, i.e. vocalizations that were

judged to represent these children’s at-

tempts to say words that have the grave

accent in the adult language, and b)_ for

all remaining vocalizations. A paired

one-tailed t-test of the difference be-

tween the two sets of vocalizations
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Table 1. Individual values (Hz) and grand means by ambient language of the Fall
and Rise parameters in the complete set of vocalizations.

SWEDISH AMERICAN ENGLISH

x s n i
Didrik Fall 2 28 99 Emily Fall ~12

Rise 25 27 94 Rise 13
Hanna Fall 17 44 76 Deborah Fall -14

Rise 18 53 76 Rise 26
Kurt Fall -8 28 31 Sean Fall 8

Rise 75 46 31 Rise 8
Lina Fall 43 36 63 Molly Fall 28

. Rise 52 70 61 Rise -42
Stig Fall 1 32 83 Timmy Fall 44

Rise 51 55 83 Rise 28

Grand Fall 11 20 5 Grand Fall 11
mean Rise 44 23 5 mean Rlse 7

Table 2. Values (Hz) of the Fall and Rise parameters in the Swedish grave word
candidates and in the remaining vocalizations.

Remaining
vocalizations

s u
28 57
24 55
45 57
45 57
28 8
40 8
30 34
78 34
33 74
72 74

22 5
19 5

Child Para- Grave word
meter candidates

x s n
Didrik Fall -1 28 42

Rise 31 29 39
Hanna Fall 16 45 19

Rise 25 73 19
Kurt Fall -8 28 23

Rise 79 48 23
Lina Fall 39 42 29

Rise 64 57 27
Stlg Fall 11 27 9

Rise 85 40 9

Grand Fall 11 18 5
mean Rise 57 27 5

3 2 6

shows a statistically significant differen-

ce in the Rise parameter (df=4,
t=3.57, p<0.05). Again, there was no

statistically significant difference in the
Fall parameter.

4 DISCUSSION
In summary, then, an evaluation of the

Rise parameter provides
evidence that the Swedish children are
beginning to produce grave-like F0
contours at 17 months and to mark the
appropriate words with these contours.
However, the absence of an effect for

the Fall parameter, both between
language groups and within the Swe-
dish group is unexpected in view of
Engstrand’s (1989) previous finding
that an early F0 fall is an extremely sta-
ble feature of grave disyllables in adult-
directed speech. It is possible, however,
that the Rise and Fall parameter char-
acteristics are different in speech direc-
ted to children. In adult to adult speech
the rise component of grave F0 con-
tours is known to be sensitive to stress,
the height of the rise increasing with
the salience of the word. It is conceiva-
ble that this becomes more exaggerated
in speech directed to children. Phonetic
studies of speech directed to children
are presently being carried out in our
lab to shed light on this question.
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THE RHERGENCE 0F INTONATION AND STRESS
IN HUNGARIAN: A CASE STUDY
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ABSTRACT
The paper discusses the
prosodic achievements of
the one-unit stage as they
appear in the comparison of
coexisting communicative
and non-communicative
utterances.

1. INTRODUCTION
I started research on child
prosody by asking the
following questions: (1)
How does the conventional
prosodic system of the
adult language emerge out
of the physiologically
controlled, therefore
highly symptomatic
vocalizations of the child?

am particularly
interested in the emergence
and evolution of intonation

_ and stress; (2) How does
the child make use of
prosodic features in
performing different
functions and what kind of
functions does it perform
through these features? For
the purposes of a
longitudinal study I
regularly recorded the
spontaneous productions of
my dauther from the moment
when she was 1 year old up
to 6 years.
In the present paper I
shall outline the child‘s
achievements in the one-
unit period.
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2. THE
ACQUIRED
Hungarian, a
order language, has fixed,
first-syllable stress.
Sentences may have several,
equally strong primary
stresses in their main part
(comment). The rightmost
primary—stressed syllable
initiates a character tone

SYSTEM TO BE

"free" word

(=terminal contour) which
can be: falling, falling-
rising, rising, descending
and rising—falling. The

character tones actually
appear in phonetic
variations conditioned by
the number of syllables on

which they are spread out.

The one-syllable, two-

syllable and. three-or-more»
syllable variants

(=allotones) are in
complementary distribution.
If there are any primary-
stressed syllables before

the terminal pattern, each
of them initiates a half-
falling tone, i.e. a steep
fall not reaching the base
line. These primary

stressed sequences are
subject tro downdrift. If
there is only one primary
stress in the sentence. it
is most often located on
the focus position, i.e. on
the position immediately
preceding the verb or.
the F-position is vacant.



utterances 8 items show an
overall rising contour. 19

items are expressed by

level contour while the
remaining 36 items, i.e.
the majority, display
falling intonation. Tokens
of the same type make the
consistency in the use of
falling contour apparent

(Fig. 1).

dB

HI

Fig. 1. Intensity and Fo
curves of seven occurrences
of the utterance CTca

[531633] 'cati

The tendency for fall is

also evidenced by the
distribution of the
registers used in the first
and the second syllables of
disyllabic utterances

(Table 1). The average

extent of the fall turned
out to be a third, the same
as in adult language use
[1]. The intensity loss of
second syllables is 6 dB on
the average.

Table 1

a... 1.1-. 3711. 2nd syll.

high 20,0 11.0
aid 65.0 39.0
‘Iö’w' " ' “‘I‘Z'.'T ‘ ""' 17:8

Interrogativ s. This
nodality is ot really :;3:

O

acoustic 1h”),
m1mm!~=w-ms

questions is already set

up: all four instances
display a sharp rise of
about a large fourth up to
the end of the phonation
from mid to high register
which turns out to be the
dominant one.
Imperatives. Imperative
utterances, as a rule, are
characterized by a strong
fall (5—8 semitones) from
high to low register and a
strong decrease in
intensity.
Calls or vocatives. In
calls both the intensity
curve and the pitch curve
are level, the latter being
kept in mid register.
Therefore, the overall
pitch range is as narrow as

50 Hz (371—421).
Sound play. A general
characteristic of playful
sequences, in contrast to

communicative utterances,

is their much longer
duration along with abrupt

and rapid changes both in

Fo and intensity values

within and across
syllables. The magnitude of
Fo movement within

syllables goes from a third
to a large seventh. Sound
play is realized in mid,
high and very high
registers within a range
given between 243 and 629

Hz. In monosyllabic items

durational values ‘ range

between 280-1157 ms, the

average duration being 600

ms, while that of the
corresponding comunicative

utterances is 170 me. If we

analyze Fo changes as a

function of duration we can

state that the longer the

utterancerths smaller the
Po changes s. This fact

suggests th t the
always perf

i

humming... starti

m



on‘”‘“the “”“verb -' itself.
However; it-mey happen that

sentence stress falls on

some other constituent

within‘ the comment.. In

final analysis, both word

order and stress placement

seem to be governed by the

speaker s communicative

needs reflected in topic-

comment structure. (For

details see [1] [3] [4J )

3. THE ONSET OF ACQUISITION

The results reported

concern the period from 1; 0

to 1: 7. From the recorded

material I selected 123

utterances for instrumental

analysis. On the basis of

their primary function 94

of these utterances were

identifified as

communicative. i.e. aiming
at communication with the

environment, while 29 items

were regarded as non—
communicative, informative

[2] utterances aiming at

practising skills in voice

production and also at

playing with sounds.

Therefore, they are taken

as late babbling and

referred to as sound play.

Within the communicative

utterances, on pragmatic

grounds, I distinguished
the following modalities or
intention-types: (1)
declarative (80 items). (2)
interrogative (4 items),

(3) imperative (6 items).

and (4) call or vocative (4
items).
The instrumental part of
the investigation consisted
of fundamental frequency.
intensity and durational
measurements. Data

processing was completed by
a perceptual test for
stress patterns made on 20
adult listeners.
In the data first I
established the overall
pitch range used by the

350

child in both’cbmmunioativq

and „ non ~~cemmunioative

utterancee._ The respective

values are:
Play‘ 243-629 .(=386 Hz)

Decl 271-528 (=257 Hz)

Int 357-500 (=143 Hz)

Imp 314—443 (= 129 Hz)

Call 371-42t (= 50 Hz)

Within the overall pitch

range I defined five

registers(=pitches):
very high 529-629 Hz

high 443-528 Hz

mid 357-442 Hz

low 271-356 Hz
very low 243—270 Hz

Then I determined the

distribution of ' the

registers used for the

modalities stated. In order

to compare fundamental

frequency across utterances

expressed their

differences in terms of the

musical scale, i.e. in

semitones. For the

intensity I only measured

peak values. On the basis

of the measurements the

following general statement

may be made: the overall

intensity curve and pitch

curve go hand—in—hand, i.e.

both peaks and valleys

coincide at some point of

the utterance. It follows

then that all that will be

stated about pitch contours

holds for intensity curves

as well. The methodological

framework thus established,

I analyzed each utterance

for the pitch of its

syllables, the difference

in the registers of

subsequent syllables and

the pitch movement

occurring within syllables.

The results underly the

overall description that

follows.
Declaratives. Monosyllabic

utterances are all

characterized by level

contour. From among the 63

disyllabic declarative



and end points of the

phonetion. Thus. when the
pattern is realized in a
longer time, Fo changes
become even. The underlying

pattern itself is likely to

be determined by the
physiological capacity of

the child for voice
production. Sequences built
up of repeated syllables,

e.g. [pipipipipi], often
display variations in pitch
direction and range quite
similar to those of some
tonal language. Their
intensity can be steadily
increasing or decreasing,
or increasing in one
section of phonation,
decreasing in another, then
increasing again, etc.
Stressing procedures. As
far as stress patterns are
concerned, the perceptual
test has yielded the
following results. In many
cases one—unit 'utterances
display more than one
stress and this does not
agree with the stress rules
of adult Hungarian
assigning, if at all, a
single stress to the first
syllable of a word. The
options are:
- There is one stress which
can fall on any syllable;
usually, however, it falls
on the first or the last
one. This variation can
even be observed in
different occurrences of
the same word, like in
ATléta/atLEta/atléTA
'athlete'(capital
refer
syllables).
e There are two stresses,
one placed on the first and
one on the last syllable as
in BAbakoCSI 'baby
carriage'.
- There are more than two
Stresses as each 'eyllable
0f the word has its own
atreats. 9.3. PINGVINEKET

letters
stressed
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‚These

’pinguins (acc)’
‘with scissors'.

procedures are
present simultaneously
during the period examined.
Among stresses assigned by
the child to more than one
syllable one-can discern a
“primary stress", i.e. the
strongest one. Last
syllable stress occurs
mostly when the child wants
to maintain the contact
already established with
the partner. 3
In playful sequences stress
falls either on every
syllable or on every other
syllable that can be the
even-numbered as well as
the odd-numbered. All it
looks as if the child used
stressing for the
rhythmical structuring of
these playful sequences.

OLLOVAL

4. CONCLUSION
Communicative utterances
seen) to be from the start
under linguistic control
manifested in each acoustic
parameter, especially in
the use of pitch patterns
while non-communicative,
playful utterances are
under physiological
control. All kinds of
differences between the two
categories are ultimately
due to this fundamental
difference. In the category
of communicative utterances
intonation serves to
actualize abstract
linguistic entities in
different speech acts by
signalling modalities. 0n
the other hand, the wild
variety of stress patterns
indicates that stress, at
this early' stage of the
acquisition process, does
not reliably perform yet

its linguistic functions.

5. PROSPECTS
Later prosodic development



applies the same trial—and-
error' ' principle ' that

operates in. ~ segmental

development. In complex

structures the child may be

(and is) mistaken both in

the number of stresses to

assigns and their

placement. Intonation

errors occur mainly in

yes/no intonation questions

whose patterning is

intimately related to

semantic „ focus. The

elimination of errors takes

places through learning the

complex interplay of

prosody, syntax and

semantics. Therefore, these

errors constitute a major

challenge to the linguist

for they can tell how far

the child's grammatical

_ knowledge actually extends.
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ACQUISITION DE LA PROEMINENCE DANS LE LANGAGE EMERGENT

Gabrielle KONOPCZYNSKI
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ABSTRACT
This is a preliminary report on the

acquisition of prominence by young

children in European languagesFrom the
description of our population ( 12 French
children) it can be seen that final

lengthening, typical of French trailor timed
rhythm, appeared towards 16;. but the
same has been found in English and in
Comanche which are stress-timed
languages. Other languages, like
Portuguese, Hungarian, Italian, German,
are discussed. An operationnal
prominence acquisition model is put
forward.

On sait la difficulte dc travailler sur
la notion de proéminenoe, ainsi que sur les
structures rythmiques du langage adulte,
en raison de l'interférence des divers
parametres prosodiques et méme
segmentaux. Dans le langage enfantin,
étudier ce point, dans l'état actuel de nos
connaissances, reléve pratiquement d'une
mission impossible. Gene communication
est donc plutot un rapport préliminaire,
destiné a poser les problémes et a montrer
comment cette question a 6:6 abordée dans
les études sur le langage émergent a
travers diverses langues européennes. Un
point nous a particulierement intriguée au
cours de nos recherches : il semblerait que
l'enfant acquiere d'abord un rythme de
type "universe!" avant d'acquérir la
structuration accentuo-temporelle propre a
sa langue matemelle. Cest du moins ce
qui ressort des rares etudes dont nous
disposons, concernant notamment des
langues aussi différentes du point de vue
rythmique que le franqais, l'anglais, le
portugais et le hongrois. Rates sont en
outre les études instrumentales qui font
une analyse pluriparamétrique; c'est
pourquoi nous nous limiterons également

dans cet article au seul parametre de durée;
les paramétres de hauteur et d‘intensité
seront réservés pour une recherche
ultérieure. Enfin, signalons que la plupart
des travaux, anciens, sont de type auditif,
et la notion de proéminence n'y est pas -ou
mal- définie. En ce qui nous conceme,
nous définirons la proéminence comme
une mise en relief quelconque, sans valeur
linguistique, alors que l'accent a une
fonction linguistique déterminée. Nous
ferons dans une premiere partie état de
nos propres travaux, qui consistent en une
triple analyse z auditive, linguistique et
acoustique des parametres rythmiques de
12 bébés francais entre 9 et 24 mois, puis
nous tenterons pour plusieurs autres
langues d'établir un bilan a partir de la
littérature.

l. LE RYTHME DU LANGAGE
EMERGENT FRANCAIS.

Nous avons pu ontrer dans des
travaux antérieurs 14,16 ue le babillage,
loin d'étre mono ithique, contient des

"disfiurs" différenciés selon le contexte
situationnel. Ainsi, lorsque le bebe est seul

et qu'il n'a donc pas a communiquer avec

son entourage, il émet des productions
floues et instables, difficiles a décrire
auditivement et auxquclles des auditeurs
extérieurs ne peuvent attribuer aucune
signification. Nous les avons appelées

Jasis. Au contraire, en situation

d'interaction, les productions sonores sont

plus stables, souvent récurrentes et des

auditeurs leur attribuent, avec une large

unanimité, des fonctions ou des modalités
linguistiques précises, telles que

categorisation des énoncés en

énonciatives, interrogatives, appels,

imperatives... Nous les avons appelées

Proto- ou Pseudo—Langage(abrégé en PL).

333



L'unité rythmique sur laquelle nous avons
choisi de travailler est la syllabe qui est
peu sensible auxdifférences de débit et
qui semble étre une unite de perception et
de production, tout au moins pour le bebe
(MEHLER); par ailleurs, a 9/10 mois,
l'enfant , du moins l'enfant franqais, ne
sait pas encore produire de proéminences
et son discours ne semble pas structure
du point de vue accentuel.

A 9 mois, Jasis et PL s'opposent
totalement de par leur structuration
rythmique. Du point de vue de
l'organisation syllabique, le Jasis
comporte majoritairement (71%) des
voco'x‘des de durée tres variable, allant
d'éléments tres brefs a des elements
extra-longs; l’enfant explore par ce biais
ses capacités respiratoires et phonatoires.
Au contraire, 1e PL est constitué
majoritairement de structures CV de 2
(28,5%) ou 3 (28,5%) syllaboi'des, les
énoncés multisyllabiques plus longs
formant 29% des productions. Ces
syllaboi‘des n'ont n'en de commun avec les
vocoi'des du Jasis: leur durée est assez
stable, proche de celle du langage adulte

JASIS PL

Moyenne 1007 251
E.T. 121 l 105
Mediane 530 220
min. 60 80
Max 8530 660

durées exprimées en ms.

L'évolution de ces deux
categories de syllaboi‘des jnsqu'a 24 mois
est tout a fait remarquable. Méme quand
l'enfant parle déja, vers 2 ans, lorsqu‘il
emet ce qu'il est convenu d'appeler du
babillage tardif, ses voco‘idcs - qui
diminuent oertes en nombre - garden: les
mémes caractérisques qu‘amérieurement.
En revanche, les durees des syllabol‘des du '
PL accusent un net changement : d'abord
isochrones, les syllabes se diversifient
progressivement selon leur position dans
l'énoncé. Les syllabes non finales (SNF)
se raccourcissent notablement et
regulierement (coefficient de correlation r
entre äge/ duree significant) ; les syllabes
finales (SF) , quant a elles, restent
instables assez longtemps ( r non
significatif) , mais l'abregement des SNF
donne une impression globale
d'allongement final, 1e rapport SF/SNF

devenant supérieur a 1.30; vers 16 mois,
les SF s'allongent, prenant finalement
presque 1e double de la valeur des SNF.
Ainsi, le rythme "trailer timed"[27] avec
son point d'orgue en finale d'énoncé, est
mis en place vers 1a milieu de 1a seconde
année. Certes, dans le detail, l'évolution est
quelquefois plus complexe. L'apparition
de cibles segmentales précises, de mots
aniculés, la fréquence d'occurrence de
ceux-ci, la longueur totale de l'énoncé
sont autant de facteurs qui interviennent et
qui amenent 1'enfant a modifier son
programme moteur de timing ; nous avons
etudié ces facteurs dans le détail 14,16
mais nous n'avons pas le temps e les
presenter ici. En conclusion, on peut
souligner que le débat au sujet de
l'organisation du rythme dans 1e langage
etabli - ä savoir les schemes accentuels
sont-ils prédéterminés par l'organisation
temporelle ou au contraire la structure
accenruelle prime-t-elle sur la scructurau'on
temporelle - trouve une réponse
relativemcnt plus simple dans 1e langage
emergent.

2. ACQUISITION DU RYTHME
DANS D'AUTRES LANGUES.

La langue pour laquelle nous
disposons du plus d'informations est
l'anglais; malgré cela tous les
renseignements sont a déduire des travaux,
1e probléme qui nous intéresse n'ayant pas
été directement traité. ll semblerait,
d'aprés les travaux de SMITH [24] et
d’OLLER ([21116 sujets) qu'il y aurait au
debut isochrome, tout comme en francais.
Un allongement final (A.F.) serait en
place vers 30 mois.Mais quand
commence-t-il a apparaitre? La période
charniere, capitale pour decouvrir les
processus de mise en place des premiers
elements langagiers a 6:6 négligée dans les
travaux. SMITH trouve, dans deux groupes
de dix enfants de 30 mois et dix de 4
ans,prononcant des logatomes, des
rapports SF/SNF comparables a ceux des
adultes d'un groupe de reference. 11 cite
également des resultats plus partials: chez
un enfant de 13 mois, existence d'A.F.
dans quelques mots significatifs de
structure CVCV, oü la voyelle finale,
pourtant inaccentuée, dépasse de 32% en
duxee 1a voyelle non finale accentuée; chez
un autre enfant de l8 mois, toujours dans
des mots de meme structure, 80% des
voyelles finales sont plus longues que les

u
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autres. En revanche, chez le seul sujet
émdié par KEATING & KUBASKA [lsas
encore d'A.F. a 28 mois dans les énoncés
redupliqués; mais légerement plus tard,
lorsque cet enfant commence a combiner
deux mots, les SF sont plus longues que
les SNF. L'acquisition de l'accent en
anglais est étudiée entre l'äge de 2-3 ans.
parallelement a l'acquisition du lexi ue.
Les travaux de Me NEILL, GR 9].
H.KLEIN [l3] montrent que sa place est
bien repérée perceptuellement et ceux
d'ALLEN [2] précisent qu'elle est bien
percue et reproduite dans des situations
expérimentales, surtout lorsqu'il s'agit d'un
accent d'emphase, notamment sur les mots
nouvellement acquis [6,28]; (signalons
qu'en letton, d'apres RUKE-DRAVINA, les
mots outils nouvekJement acquis sont
accentués par l'enfant, alors qu'ils sont
toujours atones dans le modéle adulte);
mais en expres’sion spontanée, les
syllabes toniques no son! pas en place ä 2
ans; en revanche, des exemples ponctuels,
analyses seulement auditivement, laisscnt a
penser que les prétoniques faibles
commencent a disparaine et que les atones
se raccourcissent dans les premiers mots
stables. D'aprés BELLUGI, BROWN.
FRASER, les mots acccentués semblent
mieux retenus que les autres dans un
discours (selon PACESOVA 22] ceci est
vrai aussi pour le tcheque oü es mots ont
un accent initial). Mais l'accent de type
grammatical, a valeur phonologique
contrastive, n'cst acquis que tardivement,
apres 3 ans, ct 1a plupart de temps
seulement vers 6 ans, voire 12. On peut
expliquer ces phénoménes en posant
l'hypothese que tres souvent dans le
langage adresse ä l'enfant (baby talk)
l'accent "normal" est remplacé par un fort
accent d'emphase, et que les mots
contrastés par la place de l'accent sont
relativement rares. Par ailleurs, il
semblerait que l'enfant anglais soit oblige
de memoriser le patron accentuel de
chaque mot séparément, puis, lorsqu'il
oonnait le pauon de beaucoup de mots, i1
Pourrait progressivement decouvrir les
{egles d'accentuation. ll ressort de
lensemble des remarques éparpillées
dans la littel'ature que l’enfant repére vet's
2.8118. et probablement bien avant, dans le
Signal acoustique des changements qui
a'espondem 21 cc qu’il est convenu
‘1 appeler accent ct qu’il est capable de 1e
lWrodurre en situation expérimentale.

Mais il n'utilise pas encore les patrons
accentuels comme marques linguistiques.
C’est la presence d’une preeminence, par
opposition a son absence, qui semblerait
acquise, mais pas encore la hiérarchie, ni
les regles de structuration accen-
tuelle.Pourtant. 1e probleme est loin d’étre
éclainci, et bien des points restent a etudier.
Notamment l’ensemble des travaux voit
l’accent comme un phenomene global,
sans chercher 2. en connaitre les
parameues; Seules les etudes d'ALLEN 1

et de ses collaborateurs [3Jtentent e
préciser la part relative des divers facteurs:
ainsi, lorsque 1a proéminence frappe la
demiere syllabe, les enfants se servent
essentiellement d’un indice temporel; mais
lorsqu’elle frappe une syllabe non finaleJa
preference est donnée a une melodic
montante; cependant il regne une tres
grande variabilité intra- et interlocuteur.

Nous effectuons actuellement a
Besancon, en laison avec la Faculte de
Medecine de Lisbonne, dans le cadre d’un
programme Erasmus, une etude encore
réduite, conccmant 1e portugais et ponant
pour le moment sur 4 bébés enue 9 et
12 mois. Il convient tout d’abord de
rappeler que 1e portugais est une langue a
accent lexical, qui pone majoritairement
sur la pénultiéme. L’intensité y joue un
röle non negligeable (7]. 0r nos premiers
resultats monuent une’quasi isochnonie a
9 mois, et on debut d’A.F., tout juste
perceptible, a 12 mois (SF/SNF = 1.30).
Etant donné l’importance du parmetre
intensité dans cette langue, et ne pouvant
l'analyser instrumentalement dans le
corpus pour des raisons techniques
(distance an micro trop variable), un test
auditif a été mené. Les auditem's, etudiams
en phonétique de niveau ma’itrise.
repéraient une proéminence sur la syllabe
finale 5 9 mois dans 73% des enoncés,
mais a 12 mois, ces proportions
s’inversent, et une proéminence est
repérée sur la penultieme dans 71% des
énonces. Le rythme typique du pormgais
se mettrait -il en place des ce moment 15?
Ces resultats, surprenants de par la
precocité de la mise en place de la
structure accentuelle, peuvent s’expliquer
partiellement par 1e fait que les bebe:
étaient en interaction des directe avec leur
mére (bébés sur les genoux, souvent
tentant de répétu' les modeles matemels).
D’autre part, nous les donnons pour le
moment avec beaucoup de prudence, vu 1e
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nombre trop restreint de sujets et
d'énoncés traités.

Des données sont également
disponibles pour le hongrois oü I.
KASSAI E 11] a travaille sur sa fille entre
14 et 20 mois, avec une technique proche
de la none. Elle parvient a dégager que
l’accent est realise différemment selon que
l‘enfant produit des énoncés a fonction
communicative ( en PL donc) ou des
énoncés de type ludique ( notre Jasis).
Dans les premiers, des accents sont
systématiquement presents dans les
énoncés de type énonciatif, mais les regles
accentuelles du hongrois ne sont pas
respectées, car le hongrois présente un
seul accent par énoncé, dont la place est:
strictement réglementée, alors que l’enfant
met plusieurs accents, et ce, sur quasiment
n’importe quelle syllabe. Par ailleurs, 1a
hiérarchie des accents est encore absente.
Enfin , les parametres accentuels sont
beaucoup plus variables que chez l’adulte,
le parametre premier étant un
accroissement de hauteur. Dans les
énoncés de type ludique, plus i1 y a de
syllabes, plus il y a d’accents, marques
essentiellement par l’intensité; ceux-ci
semblent utilises pour des besoins de
structuration rythmique de l’énoncé.
KASSAI émet l’hypothese que dans les
énoncés a fonction communicative
l’enfant teste a la fois ses capacités
phonatoires et la valeur des divers
paramétres.

Pour les autres langues, les travaux
sont quasiment inexistants. Les seuls
renseignements que nous ayons pu
trouver sont de type anecdotique. Ainsi
pour l’italien, RAFFLER-ENGEL ['23
signale que son enfant oppose des 9 mois

[Ipapa] nourriture) a patpa] (papa).
VELTE‘I 26] qui suit sa lle entre ll et 36
mois note, non pas une réelle
proéminence, mais un substitut. L’enfant
utiliserait en effet certaines voyelles dans
les syllabes accentuées et d’autres dans
les atones. Ceci est confirmé par ERVIN-
TRIPP , mais a un äge plus avancé.

Pour l'allemand, Mosxownz [2Q
entend une sylllabe accentuée suivie d’une
inaccentuée avec mélodie descendante,
c’est-a-dine un rythme de type trochai'que.
11 en irait de méme pour le zu‘r'ii S17]. En
revanche, les bébés lusophones u Brésil
(25) ainsi que les comanches B] auraient,
en babil redupliqué, un rythme de type
iambique, avec allongement final. Ce fait,

prédictible pour le francais, est plus
étonnant en comanche qui, selon HYMAN
[10] est une langue ä accentuation initiale.

Notons que ces renseignements sont
tous sujets a caution, la notion de rythme
ou d'accent étant rarement définie par les
auteurs, encore moins mesurée instrumen-
talement. Par ailleurs, on releve toujours
une trés grande variabilité intra- et
interlocuteurs, ui diminue avec l’äge,
selon ALLEN[1,§J

DISCUSSION

Il apparait que l’acquisition des
phénoménes de proéminence n'est pas
chose simple pour le bébé. ll semblerait
cependant que le passage par une iso-
chronie initiale, suivie par l’apparition
d'un net allongement final serait commun,
dans le langage emergent, a des langues de
structuration rythmique totalement
diffénente. On pounait alors, avec ALLEN
[1], poser l’hypothese d’une contrainte
rythmique tres généralisée due a
l’existence d’une horloge neurale, au
rythme régulier, conrrölant la production
de la parole a sa base, mais dont 1e
fonctionnement serait contrarié par toute
une série de facteurs resultant des
contraintes phonétiques, mais aussi
phonologiques, lexicales, syntaxiques,
prosodiques, caractéristiques de chaque
langue, et done acquises. Il existerait donc
une structure rythmique sous-jacente
reguliere dans le tout premier Proto-
Langage, et ce, dans des langues a
rythmicité totalement opposée telles que
l'anglais et le francais.C’est du moins ce
qui tessort de nos travaux dans leur état
actuel, mais d’autres langues sont a
étudier de pres pour infu-mer ou confirmer
ces hypotheses. On notera qu’ ainsi se
trouverait validée, d’un point de vue
diachronique, la “structure temporelle
simple" osée comme modele par
FRAISSE[8EJ et reprise par LLORCA [19].
Cette structure est soumise aux seules lors
biologiques.Ses limites, ainsi que son
organisation interne, corespondent a celles
des capacités motrices de l’enfant. La
mise en place de l’allongement final,
quoique fait tres frequent dans de
nombreuses langues, est donc un
phénoméne acquis, et non inné, ni
contraint physiologiquement,contraire-
ment a ce que pensent de nombreux
chercheurs (cf. Bilan in [16] p. 270 et
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suivantes).S’il n’est pas inne, il nous

semble en revanche interessant de

considérer l’A.F.. a la suite de LINDBLOM

fits]. comme un processus naturel. qu'on
reirouve en musique. en danse,etc.. D’oü

son acquisition piécoce et son utilisation

dans de nombreuses langues. Par ailleurs,

l’étude constrastive du langage emergent

francais. anglais. hongrois. portugais nous
arnene a poser une seconde hypothese: i1
semblerait que, dans les langues oü 1a
proéminence a une place stable (francais.
portugais) l’enfant 1'acquiere relativement
rapidement . car il est en presence d’un
modele présentant peu de variabilite; en
rcvanche. dans les langues oü la.
preeminence accentuelle est répartie a des
places trés variables, l'enfant, qui ne
dispose pas d'un modele stable, a plus de
difficultés. Ceci aussi reste a verifier, mais
pourrait étre une hypothese de travail
interessante pour le choix de langues ä
étudier en priorité.
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VOWEL-CONSONANT RELATIONS IN BABBLING

Peter F. MacNeilage and Barbara L. Davis
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ABSTRACT
Early babbling is apparently
based on syllabic "Frames"
produced by mandibular osci-
llation. Thus, reduplicated
babbling with cooccurring
labials and central vowels
is "Pure Frames" produced
only by mandibular osci-
llation. Reduplicated babbl—
ing with cooccurring tongue
front consonants and front
vowels is "Fronted Frames".
Variegated babbling may ini—
tially be produced prima-
rily by "Frame Modulation" -
variations in the amplitude
of mandibular oscillation
(related to stress variation
in English).

1.1NTRODUCTION
At an earlier Congress of

this society, the suspicion
was voiced [6] that,
counter to the then-
prevailing views of Jakobson
[2] and Lenneberg, [4]
there may be a close re-
lation between the produc-
tion of babbling and the
production of the first
words. In the intervening
years this suspicion has
been abundantly confirmed
(e.g. [5], [15]). Both
segmental preferences and
syllable structure
preferences have been found
to be virtually identical
in first words and
concurrent babbling.

Consequently, babbling is
of prime importance in
attempts to understand the
acquisition of speech. The
question raised in this
paper is, what are the
organizational principles
underlying babbling, and,
therefore underlying early
speech production? The
answer will include the
novel conclusion that there
are extremely close
relationships between early
consonantal and vocalic
components of babbling. (We
will call these two compo-
nents consonants and vowels
for convenience, though this
should not be taken to mean
that we regard them as
independent control units in
babbling.)

2. THE CONCEPT OF "FRAMES"
FOR BABBLING

Babbling is defined as a
relatively rhythmic alter-
nation between an open and
a closed vocal tract con-
figuration accompanied by
normal phonation. This al-
ternation is produced
primarily by oscillation of
the mandible. The main
thesis of the present paper
is that these mandibular
oscillations literally pro-
vide a "Frame" for the
earliest attempts at true
speech. It is claimed that
much of what happens in the
articulatory domain during
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the entire prespeech
babbling period -typically a
6 month period beginning at
about 7 months of age - can
be understood in terms of
cycles of mandibular oscil—
lation alone. If this is
true, then it follows that
the best way to understand
the eventual iacquisition of
speech production is in
terms of modifications of
this basic frame structure.
Speech acquisition may be
largely a matter of
"Frames, then Content" [8].

Multisyllabic babbling can
be divided into reduplicated
babbling, in which the same
syllable-like component
(typically consonant fol-
lowed by vowel) is repeated,
and variegated babbling, in
which changes occur from
syllable to syllable. The
present claim is that there
are two main kinds of redu-
plicated babbling. In one,
particular labial closing
phases — most often phases
heard as labial stops -
alternate with particular
opening phases heard as
central vowels. Both
closing and opening phases
are considered to be en-
tirely produced by man-
dibular movement. Conse-
quently these are termed
"Pure Frames". The labial
closures, and tongue posi-
tions during opening are
considered to be purely
passive effects of mandi-
bular oscillation. It is
suggested that the vowel
configurations are passive
because there is no other
reason for these particular
vowels to preferentially
cooccur with these conso—
nants. In the other main
type of reduplicated bab-
bling, closing phases in-
volving the tongue front
region alternate with front
Vowels. These are termed
"Fronted Frames". Manibular

action in these cases is
considered to be basically
identical to that in pure
frames, but superimposed on
it throughout an utterance
is a fronted tongue position
that is adopted before the
utterance becomes audible
("Pre-Utterance Fronting").
In this case, cooccurrence
constraints between vowels
and consonants result from
the presence of a single
non- resting tongue
configuration.

It is also claimed that
much variegated babbling is
produced by the frame com-
ponent. It may be produced
by variation in the ampli-
tude of the mandibular
cycle, with the consequence
that most vowel variation
within a single utterance is
in tongue height, and most
consonant variation is in
amount of vocal tract con-
striction, not place of
constriction. This process
is termed "Frame

Modulation". It is also
claimed that, in languages
in which stress is
prominent (e.g. English),
attempts to produce

differences in stress play
an important role in frame
modulation because the am-
plitude of the mandibular
oscillation cycle will be
positively related to stress
level. In particular, more
stressed syllables will
have more open vowels. In

the remainder of this pa-
per, the evidence that led

to these claims will be
summarized and the validity
of the claims will be
assessed in a quantitative
case study of the babbling

of one infant in an English—
speaking community.

3. EVIDENCE FOR A

FRAME/CONTENT VIEW OF SPEECH

The necessity for consid—

ering the ontogeny of speech
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in an English—speakinq

community.

3. EVIDENCE FOR A

FRAME/CONTENT VIEW OF

SPEECH

The necessity for consid—

ering the ontogeny of

speech in terms of Frame

structures with developing

Content elements arises
when the organization of
adult speech is
investigated. Segmental
serial ordering errors,
such as spoonerisms, show
that segments (Content

elements) are independent
units. And syllable
position constraints on
segmental movement, whereby

misplaced segments must
retain the position in the
syllable which they should
have had, if produced
correctly, show the
existence of syllable
Frames at a premotor level

of organization [7], [12].
Thus, an important
question about speech
acquisition becomes, how
does this Frame/Content
structure develop.

The mandibular oscil-
lation cycle of babbling
tells us that the basic
temporospatial structure
underlying the syllable,
the unit which plays a
Frame role in adults, is
typically present from the
age of 7 months onward.
The rhythmic continuity of
multisyllabic babbling
tells us that this
embryonic syllable places
tight constraints on the
structure of speechlike
vocalization from the
moment of- its inception.
What are these
constraints? Studies of
relative frequencies of
consonant—like sounds
(summarized in [5]) and
vowel-like sounds
(summarized in [9]) are in

good agreement about the
features of the closed and
open phases of the mandi-
bular cycle of babbling in
a handful of languages.
Sounds accompanying the
mandibular closing phase
fall into two main cate-
gories; 1. Labials, parti-
cularly labial stops, and,
to a lesser degree nasals
and glides, and 2. Tongue
front sounds, particularly
stops, and, to a lesser de-

gree, nasals and glides.
Tongue back closures tend
to develop later. Favored

sounds of the opening phase
are in the mid and low,
front and central regions
of the vowel space. High
and back vowels are rare.

These patterns, together

with the evidence now to be
reviewed on consonant-

vowel cooccurrence

constraints led us to the

claims about the

organization of babbling

made earlier. In a study

of the babbling and speech

of a child during the

period from 14 to 20

months of age,[1] evidence

was found for three sets of

consonant-vowel
cooccurrence constraints:
labial consonants with

central vowels, tongue

front consonants with high

front vowels, and tongue

back consonants with high

back vowels. Vihman [14]
for the most part confirmed

these trends in an analysis

of groups of children

around one year of age from

four language communities

(English, French, Japanese

and Swedish) the same

groups discussed {n
another paper in thls
symposium by de Boysson

Bardies. There is also

evidence that these

patterns may be universal
in languages (e.g. [4])-
These are the findings
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which led us to suggest

that there may be

cooccurrence constraints

between labials and

central vowels (Pure

Frames), and between tongue

front consonants and front

vowels (Fronted Frames) in

the earliest babbling.

One other finding of Vihman

[14] added support for one

of our claims. She found a

cooccurrence constraint

between glottal [h] and

central vowels. The choice

of central vowels to

accompany this nonarti-

culatory segment, as well

as the choice of these

vowels to accompany labial
(nonlingual) segments

suggests that these vowels

may not be produced with

iactive tongue movement.
An additional finding from

our case study seemed to

have implications for the
organization of babbling.
A strong tendency was

found for more stressed

syllables to be accompanied

by more open vowels,
whether or not these vowels
were the ones in the
English target word being
attempted. Subsequent

analysis of English words
[1] and words of New

Zealand Maori (unpublished
obser- vations) showed a
strong tendency for more

stressed syllables to have
more open vowels. This
evidence led to our claim
that a considerable amount
of the variation in
variegated babbling may
result from variation in
the amplitude of the
mandibular cycle (Frame
Modulation).

4. A CASE STUDY OF BABBLING

To evaluate our claims
about the organization of
babbling, we conducted a
case study (in preparation)
in which we recorded the

babbling of a child in an
English language enironment
on 12 occasions evenly

spaced from the age of 7 to

12 months. A total of

over 400 utterances were

phonetically transcribed.

Closing and opening phase
preferences were, with one
exception, quite typical,
featuring labial and tongue
front stops, with some ho-

morganic nasals and glides
in closing phases and mid
and low front vowels and
mid but not low central
vowels in opening phases.
In both monosyllables

(mostly CV) and disyllabic
and multisyllabic redupli-
cated babbling, there was

statistically significant
confirmation of the predic-

tion of cooccurrence con—

straints between labials

and central vowels and

between tongue front

consonants and front

vowels. About 75% of

vowels in labial environ-

ments were central vowels,

while about 60% of the

vowels in the environment

of tongue front consonants

were front vowels.

Until recently it had been

thought that a phase of

reduplicated babbling pre-

ceded a phase of variegated

babbling in the

developmental sequence

(e.g. [11]) implying a

natural progression in

complexity of control.

However more recent studies

[10], [13] including our

own, show instead that

variegated babbling often

coexists with reduplicated

babbling from the very

beginning. In the present

case study, most instances

of variegated babbling

only involved variegation

in vowels. There was

extremely strong

confirmation of the

prediction that Frame
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Modulation would be an main properties of both
important source of reduplicated and variegated
variegation, in the case of babbling in the infant
vowels . In approximately studied here . These
90% of instances of vowel concepts are offerred as an
variegation involving attempt to delimit a
change in stress (assessed possible set of core
perceptually) the more mechanisms of babbling,
stressed vowel was more for evaluation in other in-
open. The pattern in the fants and languages. It is
observed instances of important to note that
consonant variegation was this analysis does not
also consistent with the include an a priori
Frame Modulation predic— commitment to any
tion, though there were linguistic unit, other than
only 11 instances of such the syllable, as an inde—
variegation. six instances pendent control unit in
involved the predicted babbling. The concepts of
change in manner of Segment, Feature, or
articulation, while only Gesture are not required.
two involved change in Even the independence of
place of articulation. the syllable is limited at
The remaining 3 involved this stage. The two most
use of the glottal [h] as freqently used CV sequen-
a variant on articulated ces in both reduplicated
closures. and variegated babbling

In an unexpected finding, were [pA] and [ta], but
much variegation resulted there was not a single
from alternations between instance of either the
front and central vowels. [pA tee] sequence or the
In alveolar environments, [tupA] sequence in varie-
front vowels were even more gated babbling. The main
favored in stressed vowels functional unit of babbling
than they were in redupli- seems to be a cycle of
cated babbling, but not fa- mandibular oscillation, but
vored at all in unstressed with severe limitations on
syllables. Conversely in its detailed articulatory
labial environments accompanyments, both when
central vowels were not occurring singly and when
favored at all in stressed reiterated.
syllables, but more
favored in unstressed REFERENCES
syllables than in [1] DAVIS, B.L. &
reduplicated babbling. MACNEILAGE, P. F. (1990) I
These vowel classes may Acquisition of correCt
have had these different vowel production, Journal
roles because front vowels of Speech & Hearing
are actively produced, Research, 33, 16- 27.
while central vowels are [2] JAKOBSON, R. (1968)
passive resultants of Child language, aphasia and
mandibular oscillation. phonological universals,
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ABSTRACT
A property that is widely distributed

across the world‘s languages is often
taken to be a necessary or desirable
feature of language design. This paper
reviews ways that biological limits or
physical laws may constrain language,
and proposes that avoidance of extremes
is a desirable trait. The problem of
distinguish-ing between ‘universals’
(shared features deriving from response to
such pressures) and inherited similarities
is discussed in the light of growing
evidence of wider language relationships
and new models of human prehistory.

l. INTRODUCTION
For centuries linguists have tried to

understand what is essential to the nature
of Language, as opposed to something
that is particular to a given language or
group of languages, by studying language
universals. The reasoning is essentially
as follows: if a feature is distributed
widely enough in the world's languages
to be labeled universal then it is either a
necessary property of human language. or
it is in some sense a desirable one. A
similar arg-ument applies when clusters of
co-occurr-ing linguistic properties are
described under the heading of linguistic
typology. If certain sets of properties
repeatedly occur together in languages,
then it can be argued that their co-
occurrence is a necessary or a desirable
property. That is, typology includes the
study of contingent universals.

It is usually because of this line of
thinking that people are interested in uni-
versals of language. The study of preva-
lent patterns in languages, of universals,
is a window to examine the question of
why language is the way it is. By this
hypothesis, universals arise because of

biological limits and environmental pres-
sures that are at work on all languages
simply by virtue of the fact that they are in
use by members of the same species of
mammal. Despite the great geographic
dispersion of our species and a good deal
of individual and group variability
between its members, all humans make
use of basically the same equipment of
brain, vocal tract and auditory system.
Studying universals is therefore not so
much a goal in its own right as a challenge
to the linguist to come up with
explanatory accounts of what these
pressures are and how they affect human
language in general. The goal is to
produce models of these pressures that
predict the universals that have been
observed.

However, if we are interested in
universals we have two great problems to
face. One is the problem of obtaining
knowledge about them. How do we de-
cide what is universal? That is, how do
we go about finding what is prevalent
enough in the languages of the world to
count as a possible universal? The
second problem is how to distinguish
those properties that we wish to consider
‘universal' (in the particular sense that
they arise from design considerations that
apply to human language in general) from
prevalent patterns that arise from other
sources of uniformity? It is a hypothesis
that important properties of human
languages are common because they are
based on inherent characteristics of the
human species and of the environment in
which we as a species employ our
linguistic abilities. This hyp-othesis must
be compared with alternative hypotheses
that might explain the data in better or
equally satisfactory ways.

Since the concern of this conference

346



is with the phonetic sciences, the discus-

sion of these issues which follows will be

directed to and illustrated with examples

from the domains of phonological and

phonetic universals, based in part on my
own work with the UCIA Phonological

Segment Inventory Database or UPSlD

[25, 28], but there is nothing in the

general principles concerned that would
be any different if the field of enquiry was

in some other area of linguistics.

'2. HOW T0 FIND MEANINGFUL
PREVALENT PATTERNS?

As has been pointed out before, but

is worth stressing again, some kind of

structured systematic sampling of the

universe of known languages is essential

if we want to know what linguistic
patterns are prevalent [2, 12, 18, 25].
Prevalence is an essentially statistical

concept. We need to be able to say with
some confidence that the set of languages
within which some property is said to be
prevalent (or more common than some
other pattern) represents the larger
universe that we are really interested in
studying. ultimately that of all possible
human languages. Above all, if we are
looking at patterns of co—occurrence of
properties, at typological patterns, we
must be able to evaluate the independent
distribution of these properties, in order to
be able to say if they are significantly
associated with each other.

An obvious way to know how
widely distributed a particular feature is
would be to count the frequency of that
feature in all human languages. Even if
we limit ourselves to languages still
spoken at this time, there are two su'aight-
forward practical problems which prevent
us from attempting this. First, linguists
have not yet got around to examining all
of the world's living languages, and,
second. even if they had, surveying
descriptions of all languages would be
impossibly time-consuming.

There are also theoretical objections
to making this the goal; these concern the
need to survey the data in a way that gives
appropriate weight to each language.
First, there is no unambiguous principle
to define the borderline between the
degree of difference between two speech
Varieties that warrants assigning them to
different languages and the degree of
difference which can be accomodated

within the construct of a single language.
Different linguists will give various
classifications of the same speech
varieties. Without an answer to this
problem we might include only one dialect
of one language but many varieties of
another, giving it undue weight in the
survey. This makes it impossible to be
certain that we have assigned equal weight
to each language.

Secondly, we know that where we
find close-knit families of languages exist-
ing today this reflects an evolution from
an earlier stage at which the precursors of
these now-distinct languages were dialects
of a single language. Separately counting
all members of such close-knit groups
transparently gives undue influence to the
group, just as separately counting all di-
alects of a language does for that lan-
guage. This is because members of the
group will have so many features in com-
mon that are simply inherited. Few of
their shared features are likely to be due to
independent response to the pressures
shaping human language that it is our ul-
timate objective to investigate. We may
take the North Germanic languages as an
example. There are perhaps five living

languages in this group. Icelandic, Faro-
ese, Swedish, Norwegian and Danish,
and we know that they go back to a
common Norse parent language that was

quite uniform as recently as five or six
hundred years ago. The descendent lan-

guages, unlike their next nearest relatives
in the West Germanic group, share some

elements of a pattern relating consonant

quantity to vowel quality and quantity

features. We might overestimate the glob-

al prevalence of such a pattern. that is, the
number of independent occurr-ences of
the pattern, by counting each of these

languages separately. In contrast, a lang-
uage such as Albanian in the same period

of time has not fragmented into a number

of daughter languages. We would under-
represent features that might have been
shared by the daughter languages it never
had. The problem is just the same as if we
were to count each of a large number of

modern dialects of English but only to

count one variety of modern French. In

that case, our survey might show an

inflated number of interdental fricatives,

and a correspondingly depress-ed number

of front rounded vowels.
It is therefore necessary for both
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practical and theoretical reasons to

develop some strategy so as to make a

selection of languages such that each

contributes an appropriately equal weight

to the sample. One needs to create a

sample that can be trusted to represent in a

fair way the overall frequency of the

properties of interest in the world's

languages. For the UPSID project the

decision made was to aim for a sample

that includes one and only one language

from each group of languages that is

separated from its closest relative by a

genetic distance similar to that separating

the North Gemanic languages from the

West Germanic languages. In terms of

time depth this might translate into about

1500 years of separation, a long enough

period for substantial independent

developments to occur in the phonological

patterns of any two languages belonging

to the same larger family. Related

languages will, of course, have certain

elements of their phonological patterns in

common, or we would hardly be able to

recognize their relatedness. But at the

same time they will have a degree of
independence. Languages with no closer

relatives are also included, as they too

represent the outcome of certain lines of
independent development. The current
UPSID sample size is 451 languages,

probably between 5% and 8% of the
world’s existing languages.

However, despite the restriction

built in to constructing the UPSID

sample. problems concerning whether the

selected languages can be considered truly

independent samples do not go away. I

will return to this question when it comes

to discussing the interpretation of
prevalent patterns. But first I will provide
a simple illustration of the use of this
database to derive estimates of the
frequency of phonological patterns.

It is generally agreed that there are
more languages with a voicing contrast in
stops than languages with a voicing con-
trast in fricatives [16, 25]. But let us sup-
pose that we want to investigate the claim
that voicing contrasts in fricatives prefer-
entially occur in languages which have a
voicing contrast in stops, that is, there is
an implicational universal involved. To
do this, it is not good enough simply to
point to a large number of languages that
do indeed share both types of voicing
contrasts and then list a number of lang-

uages that have a voicing contrast in stops
but not in fricatives. It has to be shown
that there arefewer than expected cases of
languages that have a fricative voicing
contrasts but lack stop voicing contrasts.
The frequency of fricative voicing and
stop voicing independently can be estim-
ated from our language sample, and each
number can be viewed as the probability
that a given language will have the prop-
erty in question. We can then multiply
these independent probabilities together to
obtain estimates of how frequently fricat—
ive and stop voicing might be expected to
co-occur if there was no contingent
relationship between them. The expected
value can then be compared with observed
frequencies of co-occurrence and singular

occurrence, and the significance of the
association of the voicing contrasts with
each other can be statistically evaluated.

In our UPSID database, about 72%

of the languages included have voicing
contrasts in stops (i.e. have voiced and
voiceless plosives) and about 47% have
voicing contrasts in fricatives. That is,

the probability of one of the individual

languages in the database having a stop

voicing contrast is .72, and the probability

of an individual language having a frica-

tive voicing contrast is .47. If we multi-

ply these two probabilities together, the

result is about .34. That is, if there is no

connection between the occurrence of

these two things, we may expect 34% of

these languages to show both stop and

fricative voicing, leaving about 13% that

have fricative voicing without stop voic-

ing. The observed figures are in fact 38%
and 9% respectively. A simple x-square

test can then be applied to compare the ob-

served with the expected distributions,
yielding the answer that there is about a

one in five chance that these results are

accidental. Since there is only one degree

of freedom in this problem the level of
significance should perhaps not be taken
too seriously, but for what it is worth, the
result suggests that the connection
between the occurrence of fricative and
stop voicing is not all that strong.

As a final note in this section, a
word should be said about the care
required in drawing conclusions from any

assemblage of data about a set of lang-

uages. Typically, when a large number of

descriptions of languages are brought to-

gether to get a view of the variety of lang-
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uage, a wide range of explicit or implicit
linguistic theories are represented Schol-
ars of different language families and
from different pans of the world are
trained in different traditions, so that dif-
ferent facts are observed and the same
facts will be reported in different ways.
Also as theoretical models in a given
tradition evolve, what are considered to be
the significant properties of a language
change. We need to be sure that descrip-
tions are comparable before
generalizations are drawn, and to be sure
that the inferences made are responsive to
the particular nature of the data that is
represented.

3. HOW TO INTERPRET PREV-
ALENT PATTERNS?

As remarked above, universals in
themselves are not objects of ultimate
interest. It is the theory that will account
for universals that is the focus. Comp-
iling a sample such as UPSID provides a
basis for stating which types of patterns
might be justly interpreted as prevalent.
For example, since over 98% of
languages in the UPSID sample have
stops at bilabial, anterior coronal (dental
or alveolar) and velar places of
articulation, we can say that it is a valid
generalization about languages that they
are overwhelmingly likely to have stops at
these three places. What this means is
that we would expect to find this to be
true of some different but representative
sample of extant languages or if we could
travel 2000 years forward or backward in
time and sample the lang-uages spoken at
that time. In this case, as in any other,
once it has been established that some
pattern is prevalent or that there is a
certain set of properties that tend to co-
occur in the world‘s languages, we are
challenged to look for the explanation that
might be responsible for that pattern.

There are several types of explan-
ations that may be entertained. They fall
into two basic groups. The first type
posits that prevalent patterns reflect nec-
essary or desirable properties of language.
The second group takes more account of
the extent to which prevalent patterns
might be due to inherited similarities
between languages or to the spread of
cans due to contact. These two types of
explanations reflect on the one hand the
fact that the faculty of language is a basic

part of our human make-up and on the
other hand the fact that the particular
languages that survive and spread result
from accidents of history shaped by many
sociopolitical and environmental factors.

The first type of explanation
includes the possibility that certain univer-
sals are inevitable. Some universals may
be due to species-specific biological con-
straints; these at least set limits to the
range of variation that languages may ex-
hibit. However, the absolute biolog-ical
constraints that can be stated at this time
do not seem to be very interesting. This
is perhaps because we know relatively
little about what our language-related
biological limitations actually are, and
hence are restricted mostly to stating the
obvious, such as that in their speech mode
languages must use articulations that are
possible human gestures that leave some
acoustic signature of their presence.
Thus, although languages make use of
various gesmres involving the lower lip,
such as bilabial, labiodental and linguo—
labial articulations, labio—uvulars are univ-
ersally absent. This is so for the rather
uninteresting reason that the lower lip and
the uvula cannot meet. This tells us why
labial-uvulars are absent but does not tell
us why bilabials are universal and linguo-
labials very rare.

Aside from articulatory impossibili-
ties, we can also point to certain
inevitabilities in speech production of the
sort that have been the focus of research
by John Ohala and some of his associates
(e.g. Ohala [33]). These are effects that
arise from the operation of physical laws
applicable to the functioning of the vocal
apparatus. They are not species-specific
in any sense, but since the physical laws
apply to all individuals, these effects are
also inevitable. Ohala points out how
physical laws produce assymetrical res-
ults. For example, given the higher
resistance to air-flow in high vowels.
there is a certain level of subglottal driving
pressure at which voicing of high vowels
will fail to occur but voicing of low
vowels will be sustained. T h e
consequence is that voice-less high
vowels are a little more likely to occur
than voiceless low vowels. This
addresses the observation that there are
languages in which all vowels devoice
and languages in which only high vowels
devoice, but no language is known that
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has devoicing of low vowels only.
The possibility that there are innate

categorical classifications of certain sound
types due to the way the perceptual
system works remains uncertain, but
further biologically-determined limits
could arise from such a cause.

Other universals may reflect des-
irable design attributes of languages rather
than inevitable properties. Let us think
about one class of desirable properties.
For a variety of reasons, humans do not
wish to operate near the limits of their ca-
pabilities. In any mode of activity, errors
increase when performance is pushed to-
wards the limits. The nearer an approach
is made to an operating limit the greater
the difficulty of learning becomes, the
more variable individual levels of success
become, the greater the degradation of
performance under stressful conditions,
the greater the difficulties resulting from
effects of age, tiredness, etc, and so on.
For spoken language, the relevant limits
would include limits on the range and
speed of movement of the constituent
parts of the vocal tract mechanism, limits
on the ability of the auditory system to
resolve distinctions between sounds, and
limits related to the capacity for storage of
linguistic knowledge in the brain.

Without knowing exactly where any
of these limits lie, we can understand
what represents movement towards these
limits. It seems safe to assert that it is a
desirable property of language that it
should avoid any approach to the
performance limits. This is at once a
more inclusive and more cautious
formulation of old observations that are
usually phrased in terms of lang-uages
maximizing ease of articulation and
auditory distinctiveness. These two
principles have been appealed to in selec-
tive ways to account for particular syn-
chronic or diachronic patterns in lang-
uages, but the implications of proposing
these principles as ones that affect lang-
uages across the board have rarely been
taken seriously.

An exception is the ambitious
gironetic model of phonological origins

ing developed by Björn Lindblom. The
aims of this theory, the Theory of
Adaptive Dispersion (summarized in
[24]), include being able to account for
the ontogeny of segments and the
structure of segment inventories.

Lindblom's presentations of his theory
include a model of the way we might
envisage a language developing
phonological patterns through selecting an
optimal set of syllables. The optimal set
is the one that minimizes the value of
aggregate articulatory effort, expressed as
the sum of deviations from a neutral vocal
tract position plus the magnitude of articu-
latory trajectories in transitions between
onset and offset of syllables, and, at the
same time maximizes the value of overall
auditory contrastiveness, expressed as the
sum of differences over time in the
auditory spectrum across the set of
syllables. This model has at present been
developed more as a demonstration that it
is possible to predict the optimal set of
syllables from any set of input candidates
using the very general principles
described, and it is not intended that the
particular set of selected syllables has any
special standing. So it is not appropriate
to analyze the set of selected syllables to
see if they reflect the preference patterns
seen in actual languages. However, we
can see in principle how such a model
might explain the relative frequencies of
bilabials and linguolabials. Linguo—labial
contact requires a tongue gesture of much
greater magnitude than the lip-rasing
gesture used for a bilabial.

But it is possible that this part of
Lindblom’s theory is too deterministic.
The articulatory and auditory components
produce a single optimal solution for a

given input.1 Our impression is that lang-
uages are more variable than this.
Considering just segment inventories, the
evidence from surveys such as UPSID
provides no clear evidence that languages
are tending towards unique solutions.
Consonantal and vocalic systems show
certain similarities in their common core
but the ways that they are elaborated
beyond this common core are quite
variable, and reduced systems with less
than the common core are not unusual. A
cross-linguistic study of syllable patterns
currently under way at UCLA [29] shows
that most of the languages studied do not
have the strong dependencies between
adjacent consonants and vowels that
might be expected if ease of articulation
and auditory distinctiveness, evaluated at
the syllable level, play dominant roles in
selecting preferred sound patterns. And,
after all, languages with linguo—labials do
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occur [26].
Rather than leaving this variability to

be accounted for by social factors, as
Lindblom provides, two directions for
developing the more strictly phonetic
elements of the model seem to merit con-
sideration. One is to add further para-
meters, reflecting costs and benefits of
other aspects of sound patterning, such as
rules of word formation and phonological
alternations. The ‘cost’ of the higher
degree of articulatory difficulty of, say,
consonant clusters may be mitigated when
these result from morphological processes
such as affixation (as English move,
moved). Typically, affixes fortn a closed
set and articulatory precision can be
relaxed. Similarly, the cost of reduced
auditory distinctiveness associated with an
increased number of vowel contrasts
might be mitigated by the presence of a
rule of vowel harmony that limits the free
distribution of these vowels at the word
level. Recognition of whatever phonetic
parameter forms the basis of the vowel
harmony distinction is only required once
per word, rather than for each syllable.
The possibility of an association between
larger vowel inventories and vowel
harmony is suggested by the fact that for
languages in Africa the modal size of the
vowel inventory is 7, whereas on the
other continents it is 5. Vowel harmony
systems are more prevalent in the
language families of Africa than in most
other areas [27].

The second direction for taking the
development of such a model is to relax
the constraint that it seeks a single, opti-
mal, solution, so that it produces a variety
of possible solutions that cluster around
the optimum. That is, accepting our re-
statement of the desirable design require-
ments and modelling avoidance of ex-
tremes rather than maximization of ease of
articulation and auditory distinct-iveness.
Of course, here the problem would be to
determine how close an approach to the
limits should be modeled as acceptable.

If we cannot be satisfied that
universals arise from inevitable causes or
result from shared pressures towards
desirability, our other alternative is to
consider that they may result from
inherited similarities (or at least
transmitted similarities). That is, we may
see prevalent patterns that are not the
result of innate limits or pressures to

select desirable traits independently ap-
plying to many separate languages, but
are the result of preservation of traits,
possibly quite accidental ones, of a parent
language which is ancestral to many or
even all of the surviving languages (or a
lang-uage which influenced surviving lan-
g-uages at an early stage). For this
reason, it is important for universalists to
be very concerned with the issue of how
closely related the surviving languages
are. Otherwise our conclusions may be
little better than the ones we would draw
from a sample consisting only of modern
English dialects. At one time it seemed
that our understanding of the story of hu-
man evolution might have allowed for the
likelihood that language evolved in
parallel in several different areas and over
a long period of time. Early diffusion of
hominids through the Old World seemed
to be followed by a long period of
somewhat separate but parallel
development (see, e.g. [7]). Present-day
populations in East Asia, Africa and
Europe were believed to reveal traces of
characteristics seen in ancient fossils
found in those areas. This would have
allowed for the interpretation that when
two language families were said to be
unrelated, it meant more than that the
relationship could not at present be
demonstrated by traditional historical-
comparative methods. They could
actually be of independent origin. The
picture now seems more confused.

First of all, there seems to be in-
creasing evidence that many of the
groupings of languages that linguists were
once content to say were "not related" can
be shown to have genetic relationships
demonstrable by traditional methods [19].
Reorganizations of the familiar major
language families are disruptive to the
scholarly communities involved and tend
to be met with resistance, or ignored. But
even conservative scholars are beginning
to concede that the data being assembled
in favor of relating (at least) Indo-
European, Dravidian, Ural-Altaic, Afro-
Asiatic and Kartvelian together has merit
[32]. Sagart [35] has recently provided
strong evidence that Chinese may be more
closely related to Austronesian than to
Tibeto-Burman. Since Benedict [3] has
shown Austronesian and Thai-Kadai
languages to be related, and Sino-Tibetan
comparisons still seem valid, a macro-
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grouping of languages in Asia seems to be

emerging. Benedict has further claimed
Japanese as a relative of Austronesian [4],

whereas Miller [30,31] has shown strong

reasons for linking it with Ural-Altaic. If

both connections are valid, then a huge

number of the languages of the Old World

are genetically linked. Missing so far

from this agglomeration are the three other
major language families of Africa. While
there is no shortage of fanciful speculation

on their wider relationships [11,1737], at

least the data assembled by Gregerson

[l4] and Boyd [5] seems to indicate the
serious possibility that the Niger-
Kordofanian and Nile-Saharan families
are related. As for the New World, many
Americanists reject Greenberg’s [13]
grouping of most American languages
into a single Amerind family [8,21] as
being, at best, premature. However,
cautious scholars continue to show how
parts of the picture relate together (e.g.
Payne [34]) and eventual demonstration
that many of these languages are related
seems probable. The late twentieth
century is thus a period during which we
are recognizing more and more of the
world’s languages as related to each
other, and pushing back the time depth at
which relationships can be recognized.

Secondly, our picture of human
origins is shifting as modeling of the past
based on studies of genetic markers in
present-day populations is added to the
tools of paleontology. A plausible
account has been offered that the
surviving human population may trace
back to a single African origin of a
considerably more recent period than
earlier models suggested [6,9,38]; but see
Spuhler [36] for a more cautious view).
This would suggest that all languages also
have a single origin of the same time
depth (not more than 200,000 years, or
about 4 to 6 times as long as humans have
colonized areas such as Australia and the
Americas, and perhaps as little as 100,000
years). The recognition of language
relatedness among larger groupings tends
to support this possibility of a single
parent language at a not impossibly
remote time period.2 Since this language
doubt-less ‘had its share of arbitrary and
idio-syncratic features, we must be
concerned that at least some of the
properties that we see as prevalent in the
world's languages trace back to the

idiosyncratic features of this postulated
parent language. Such features would be
misleading testimony concerning which

properties are necessary or desirable in
human languages.

Of course, we know that languages
change their phonetic and phonological
structures over time and much diversity
would have evolved from any ancient par-
ent language. Historical studies show
that, for example, vowel systems tend to
be quite changeable. But there are certain
other properties that tend to remain quite
stable [15]. Nasals tend to remain nasals
in syllable-initial position, for example.
Another diachronic pattern is that stops
tend to remain stops, at least in pre-stress
syllable-onset position, and to retain their
place of articulation, especially in low
vowel environments. As noted above,
stop systems including three major places
(bilabial, anterior coronal, and velar) are
nearly universal in languages. This seems
a candidate for a trait that might be a con-
servative, inherited. feature. All recon-
structed languages at the greatest time-
depth that linguists go back to have stops
at these places and the great majority of
the daughter languages have retained
them. There seems to be no necessity for

languages to have a stop system with

these particular places in contrast. Some
languages, such as Ahtna [20], get along
quite well with no bilabials, and it is easy
to imagine languages that would have no

contrast between front and back tongue

articulations, with a rule-govemed distrib-
ution like that of the second articulation in
the so-called labial-velar stops of Nzema
and Dagbani—alveolar with front vowels

and velar with back vowels.
If the minimal three-place structure

of stop systems is not necessary, can we

show that it is universal because it is de-
sirable? The answer, at least at present. is

that we probably can’t. This is because
our most effective tools for attempting to

understand the issue of desirability

depend on having variability to analyze

and on being able to look at the co-

occurrences of particular properties. The
many fruitful investigations of the

structure of vowel systems in the last

several decades—see [22, 10. 23. l.
40]—i11ustratc this point. All of these
studies analyze the covariation between
the size and the content of vowel
inventories, and draw their conclusions m
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the main from comparing changes in the
modal structure of vowel inventories as
the number of contrasting vowels varies.
Without such variability, our ability to
create models is impaired, and there is a
shortage of data points with which to test
the success of the predictions of any
model.

The perhaps paradoxical conclusion
is that we study the effect and nature of
the ambient pressures on language with
the most confidence when studying those
aspects in which languages display the
greatest variability, rather than in studying
aspects in which they show the most con-
formity. Where universal or near—univer-
sal conformity is found, and we cannot
explain it as due to biological factors or
physical laws, it is difficult to reject the
hypothesis that the trait in question is
inherited.

FOOTNOTES
1. Lindblom’s model provides for cross-
language variability in two ways; the
number of distinct syllables can vary and
the output of the articulatory and auditory
components can be modified by a matrix
of sociolinguistically determined funct-
ions. These are not specified in any detail
but would presumably include such things
as the role of linguistic markers in identi-
fying group membership.
2. Thomason and Kaufman [39] argue
for multiple language origins, making the
point that creole languages have no single
parent and hence their descendents are un-
related to other languages. They also
argue that it is impossible to know how
often the social circumstances that lead to
formation of a creole may have occurred
in the distant past. These may be valid
points, although it is uncertain how often
conditions for long-term survival of creole
languages are likely to arise. However, in
the creole languages of which we know
the recent histories, the sound patterns are
constructed out of material that is present
in one or more of the ‘input’ languages.
There is no reason to believe this would
have been different at earlier times.
Ancient creole languages would not repre-
sent independent language development in
the sense we are concerned with here.
They would reflect continuity of traits
such as three-place stop systems.
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