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Opening address
Some Aspects of the ‘Phonetic Sciences’, Past and Present

Eli Fischer-Jargensen
Copenhagen, Denmark

Dames en heren,

Het is voor mij een grote eer en een bijzonder plezier hier in Nederland als
eerste te spreken. Ik ben kort na de oorlog een half jaar in Nederland geweest,
en die tijd behoort tot mijn beste herinneringen. Ik heb sindsdien een
bijzondere sympathie bewaard voor het nederlandse landschap, de neder-
landse kunst en de nederlandse mensen.

Mr. President, dear Colleagues,

I first want to thank the Committee for inviting me to give this talk. I feel it as
a great honour, in fact as too great an honour. I know of various collegues
who could have done it better, and I am somewhat ashamed that I accepted
it. But, as I just mentioned, I have a soft spot in my heart for Holland.
Moreover, that was two years ago, when I had just retired and thought that I
would have plenty of time for reading and writing; perhaps I might even
become more intelligent — who knows? But that was, of course, a vain hope. -
Anyhow there are a few things I should like to say.

This is a sort of jubilee. It is the tenth International Congress of Phonetic
Sciences, and it is approximately 50 years (more exactly 51 years) since the
first congress took place in 1932, also in Holland.

It is true that on various occasions (1965 and 1982) Eberhard Zwirner has
pointed to the fact that the congress in Amsterdam in 1932 was not really the
first International Congress of Phonetics: there was one in 1914 (but due to
the war no proceedings were ever published), and there was one againin 1930
in Bonn. That is correct, but these were congresses of experimental phone-
tics, whereas the congress in Amsterdam was the first congress of what was
called ‘the phonetic sciences’, and that makes a difference.

It was not by chance that Holland was chosen as the place for the congress
in 1932. Holland has a long and rich tradition in phonetics. One of the most
impressive older works is the book by Petrus Montanus van Delft in 1635:
‘Bericht van een nieuw konst genaemt de spreeckonst’, a remarkable and
very original work, which has rarely met with the appreciation it deserves,
perhaps because it was written in Dutch and, moreover, used a forbidding
terminology. In the first decades of this century, thus in the years before the
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congress in Amsterdam, Holland had become an important centre of phone-
tic research with a number of very competent phoneticians, for instance
Zwaardemaker, Eijkman, van Ginneken, and Louise Kaiser. Zwaardemaker
and Eijkman had published an excellent textbook - or rather handbook - of
phonetics in 1928 with original contributions on many points. The new
phonological theories had also been quickly - but not uncritically - accepted
in Holland, for instance by De Groot and Van Wijk. A few vears later (1932)
Van Wijk published an introduction to phonology which was less dogmatic
and much easier to read than Trubetzkoy’s Grundziige, and which might
have made phonology more popular if it had been written in e.g. English. As
early as 1914 a Dutch society for experimental phonetics had been founded,
v».'hich in 1931 was transformed into a Society for Phonetics. Dutch phoneti-
cians .also published a periodical, ‘Archives néerlandaises de phonétique
expérimentale’ (from 1927) which in the first years exclusively, and latertoa
large extent was based on contributions from Dutch phoneticians, and the
University of Amsterdam had a lecturer in phonetics (Louise Kaiser) from
1926.

This brilliant tradition has continued to the present day with phonetic
resegrch centers and excellent phoneticians at various univex:sities and at the
Institute for Perception Research in Eindhoven. Their contributions are well
k.nown. I will therefore only mention that, although several Dutch phoneti-
cians mus't have been very busy organizing this congress. there are more than
forty section papers by Dutch phoneticians. It is thus not simply for senti-
m.entgl reasons that this tenth congress is also being held in Hc;lland. Itis
scientifically very well motivated. }
lggicz?a‘g;relzsdu;?;nzt(;:;dam in 1932 was originally - lilfe those in 1914and

: . gress on experimental phonetics. But the Dutch
committee .wndened its scope on the initiative of its chairman, the psycholo-
gist Van Gmnek'en. Van Ginneken was an impressive personality, and his
appearance was impressive too (for instance, he had long hair Ionébefore its
time); aqd he was a man of vision. Some of them were rz;ther wild, but some
were fruitful. One of them was that all those who were interes;ed in any
:1;pect .Of speech sounds should meet and work together. Therefore invita-
al:cl;surrr; I;een(t) :[l;]tet:o?] brr;:ad ;pectrum f)f scholars from different sciences,
topics of the congress wegre asncnoaunng e(:ito tcyo.n aress of phonetic sciences”. '!'he
the developmen; of speech and vce' 19 C- Pht\'SIQIng OfSpeeC_h and Nind.
anthropolagy of Speech andd 1o oice 1n the individual and in mankind,

e, phonolo
logy of speech and voice, co
and musicology; and the con
ed ‘Internationale phonolo
the invitations had been se
Phonetics which had take
society because its preside
would prevent too many
continued its work with

gy, linguistic psychology, patho-
mparative physiology of the sounds of animals,
&ress program included a meeting of the so-call-
gische Arbeitsgemeinschaft’. But shortly after
ntout, the International Society of Experimental
n the original initiative gave up participating as a
nt, E. Scripture, was afraid that the cconomicﬁcrisis
meprers from coming. The committee, however,
Louise Kaiser as general secretary.,

Fischer-Jorgensen: ‘Phonetic Sciences’, Past and Present 5

I do not think that the name ‘phonetic sciences’ is good terminology but it
may be viewed as shorthand for ‘disciplines’ (like phonetics and phonology)
which have the speech sound as their main object, plus various sciences
which among other objects include some aspects of the speech sound, like
physiology, acoustics, psychology, etc. And at least it was clear what the
committee intended, and since both title and intention have been kept since
then, it was a very important decision. It was also a very good idea to bring
various groups of people together just at that time. In the thirties there was
not much contact between different sciences interested in speech sounds, and
between the more closely related approaches there was even suspicion and
antagonism. The adherents of classical phonetics regarded the use of instru-
ments with pronounced scepticism and, on the other hand some experimen-
tal phoneticians, like Scripture, rejected everything that was not expressed in
figures. He considered non-experimental phonetics an illusion and ‘the
investigator’, he said, ‘might be, and preferably should be, congenitally deaf
and totally ignorant of any notions concerning sound and speech’ (1936).
Panconcelli-Calzia had also emphasized that the language spoken by the
subject was irrelevant. The phonetician was only interested in their vocal
tracts. He considered phonetics as belonging to the natural sciences.

The Prague phonologists accepted this view of phonetics, describingitasa
science which investigated sounds, irrespective of their function, whereas
phonology described the functional aspect of sounds and belonged to the
humanities. By this claim and also by emphasizing that phonology was
something quite new they succeeded in offending both the adherents of
classical phonetics, who had always, more or less explicitly, taken the com-
municative function of speech sounds into account, and the more linguisti-
cally orientated experimental phoneticians.

The congress in Amsterdam, which, like the next two congresses, had only
plenary sessions, managed to bring people together, but you still feel a
certain tension in the reports of the discussions. I think it was not until the
third congress in Ghent, which was the first congress I attended, that there
was a real breakthrough in the understanding between phonologists and
phoneticians, owing particularly to the contributions by Zwirner, Roman
Jakobson and Van Wijk. Nowadays, these old antagonisms are forgotten.
Everybody recognizes that phoneticians must use instruments and that
speech sounds must be studied from both a material and a functional point of
view (although this mutual recognition does not always include close coope-
ration). But as late as in the fifties there were still linguistic centers in Europe
where phonology (and structural linguistics on the whole) was regarded as a
new and dangerous heresy, where you saw smiles fade away and faces getting
a very rigid expression of you dared to admit that you found these trends
interesting, and where young linguists who were interested in them had to
hold clandestine meetings.

In America the development was much more harmonious because it was
for many years dominated by Bloomfield, for whom phonetics and phonolo-
gy were complementary approaches.
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It‘is a good thing that the wide scientific scope of the congresses has been
;c;t:rl:ed. But of course they have changed in character during these fifty
In_ t.he first place there has been an enormous increase in the number of
%ag::ﬁlé)?}?etsf 21?3 “(,):] gacit:"s. At the first congress there were 136 participants.
: : gresses the number increased slowly to almost 300
Wlth a sudden jump up to about 550 at the fifth congress in Prague in 1967’
tollowed by a more steady increase to the approximately 650 members ofthi;
congress, five times as many as at the first congress. The number of papers
has increased even more: from 40 in 1932 to about 100 at the fourth congress
and then growing rapidly to the almost 400 section papers of this congress
apart from symposia and plenary lectures; and the number of authors ha;
grown even more, since now one third of the papers are the result of team
wo’;k, whereas in 1932 all papers had only a single author.
venil;:zeisrg;r;tn;ber oflmembers and papers of course causes various incon-
enienc 3 can only att.er?d a small fraction of the meetings you find
wanl;ets Ing; and it may be difficult to get into contact with the people you
e | c;) lr]nr;e;)t;‘eo?tt‘he.other hand, Ifind that these big open con gresses serve a
P mee.t alsdm.]pc')rt‘ant to have a forum where people from different
eversbody inter,estnd ltTlS important to have congresses that are open to
ot ener;l . The small?r conferences may give more scientific
o re; % y only estz.ab.h_shed scholars are invited. The big open
gresses offer the only possibility for young phoneticians from various
co’l;r;lmes to meet each other and older colleagues.
phon:tiecn;);r;(i);st igl::e;s;. of papers ref_lects a general explosive growth in
important publication.s in ltll-:g 3vi1i>rlseaf'ge(;<;t Izas Sfi“ e oeat the more
! . ntl leld. Now it is not even possible to kee
;I;:;::t t}l::shct;:zuvrvehwn}}m one’s own special field of interest. I think thg
Aot phoneticsere g would be extr‘emely useful to start a journal of
could tell sy ot ag phonolqu with competent contributors, who
e phoneri e vlv an valu.able In a paper. And it could also be useful if
e hj als 'would include surveys of specific areas at regular
Theres rf’:r atPs dividing the work among themselves.
reatad s Cségc:rzlégse‘;‘also been a change in emphasis as far as the subjects
gical prosress There; goofd deal of the change can be ascribed to technolo-
bercentun as;;ects : \tiva; rom 'th'e. start an interest in the acoustic and
beginning of e éen\tlurt eitposs;l:illltles of research were modest. At the
Nevertheless, there were gatieﬁctnslchc:;ll('e hl?urs & aﬂalyse. e el
many. At the first congrers (e, s who undertook this work, but not
on perecption. At ity e were only two papers on acoustics and none
itk by thes.e Subje:tzolnﬁ;;ss thereisa very ]a'rge number of papers dealing
phonetics to havs taker; 1 not §xpect<'3d the increase in papers on acoustic
Place until the first congress that was held after the
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The explanation is probably that in the mid thirties a number of instru-
ments for acoustic investigation were constructed, mostly by German engi-
neers, and most of them were demonstrated in Ghent. But then the war broke
out, and after the war new instruments were built, mostly by Swedish and
American engineers, partly according to the same principles, but much
handier and easier to use, and one may tend to forget the achievements of the
thirties.

The progress in acoustic phonetics, and particularly the possibility of
speech synthesis, gave a new impetus to the study of speech perceptionand a
better basis for the study of prosodic phenomena, and this is reflected in the
congress papers after the war. At the same time there was an obvious
decrease in the study of speech production, reflected in a small number of
papers within this field at the first congresses after the war. In the beginning
of the seventies this changed again. I do not think this was simply a conse-
quence of the invention of new transducers and a better EMG-technique. It
may have been the other way round . It had become possible, particularly due
to the work of Fant, Stevens and others, to relate details of production to the
acoustic results, and thus production came into focus again as a very impor-
tant step in the communication chain. The causal relations within this chain
are now central topics in phonetic research, including the discussion of
models for both production and perception. The brainisstilla missing link in
this chain, although we know more than we did a few years ago. We may at
least hope that neurophonetics may be a central topic at the next congress.

The fact that the proceedings of the first congresses contain a number of
papers treating phonetics from a biological point of view probably had a
rather specific explanation, namely the interests of the first president of the
international council, Van Ginneken. There is, for instance, at the first
congress an informative paper by Negus describing the larynx of various
species of animals, ending with the humanlarynx and Van Ginneken himself
developed one of his more fantastic theories about the heredity of speech

sounds. He believed, and even considered it as proven, that all phonological
systems and moreover the relative frequency of speech sounds can be explain-
ed by Mendel’s laws of heredity, according to the pattern: a man sho has k
as only consonant marries a woman who has m as only consonant, and each
of their children will then inherit one of the sounds k,m,p,n distributed
according to Mendel’s laws, and learn the others from their sisters and
brothers. This theory was not pursued, and biological considerations did not
play any role at later congresses. They have come up again at this congress,
but in a quite different form.

Other changes during the 50 years were rather conditioned by the shift in
dominating trends in linguistics as part of shifts in the general cultural
pattern and philosophical approach of the period. These shifts were, of
course, in the first place influential for phonology (and up till the ninth
congress about 20 percent of the papers dealt with phonological problems),
but also for the relations between phonology and phonetics.
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Dur: . . .
o urrxlnlg3 the flI’S.t thirty years the dominant linguistic trend was structural-
. urope it was mainly represented by Prague phonology with its

partly more s r:o dominating sc.thool ofphonology, but a number
metrical phonalons . rete and surface oriented trends: natural phonolog
dency phonology ge{’ ;’“Cﬂl phonp]ogy, autosegmental phonology deperjll-,
But it may cle. b,e Sce. ome may find that this isa deplorable disinte’gration
€N 35 a sign of more independent thinking, and these

ning of our insight into the function
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This assumption proved fruitful in giving rise to a whole trend in phonetic
research - the search for the invariant. It was clear from the very start of the
period, at least after Menzerath’s studies of coarticulation, that it could not
be found in speech production. Then it was looked for in acoustics, and some
still hope to find it there, but at least it was not very obvious. The next hope
was the invariant motor command, and this hope contributed to the renewed
interest in speech production and particularly in EMG, and gave rise to the
motor theory of speech perception. Unfortunately, however, the electromyo-
graphic recordings generally showed different innervations for different
variants. We must look higher up for invariants. Perhaps Martin Joos (1948)
was right in assuming that we have stored invariant phonemes in the brain,
but in the production of a concrete word the overlapping innervation waves
are combined already in the cerebellum or perhaps at a still higher level. We
still do not know that. Perhaps we may also store dyads or words. - Anyhow,
as emphasized recently by Lindblom (1982), one should not look for inva-
riance, only for what he calls ‘perceptual equivalence’, since the speaker is
aware of the fact that listening is an active process and that the listener does
not need all the cues for individual phonemes in order to identify a word.
This is also confirmed by various papers on word recognition at this
congress.

Other papers point to the enormous variability of speech. Different lan-
guages use different production processes to attain almost identical sounds,
different individuals use different muscles to produce the same acoustic
results, and different perceptual strategies to analyse the acoustic stimuli.
Moreover, modern phonological and sociophonetic studies emphasize the
heterogeneous character of the speech community and the possibility of
individual speakers having different norms. This is an important condition
for sound change, which was stressed - in the fifties - by Fénagy and now,
combined with the idea of natural selection, by Lindblom.

On the whole, there is at present an increasing reaction to a purely formal
approach, a renewed interest in the concrete speech performance, in the
biological and social embedding of language, and in language history. The
isolationism of structural and transformational grammar was perhaps a
necessary step in the development of linguistics, but in the long run it was
detrimental to progress.

This sets new tasks for general phonetics, in particular the contribution to
a better understanding of the structure of phonological systems and their
development. Lindblom, who has emphasized this repeatedly, has taken up
the old idea, expressed explicitly by Passy and Jespersen, and in more
elaborate terms by Martinet, of an intended balance between articulatory
economy and sufficient perceptual contrast. What is new and exciting in his
approach is the attempt to obtain a quantitative formulation of this balance,

based on extensive research. This will certainly lead to a better understanding
of universal tendencies, but I do not believe that it is possible to reach
exhaustive causal explanations, not to speak of predictions, of concrete
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changes, which are always due to an intricate interplay of physical, physiolo-
gical, communitive, and social factors.

Phonetics is, according to its subject (the speech sounds, that is: sounds
with a communicative function) part of linguistics. The deductive nomologi-
cal causal explanation as used in natural sciences can, as far as I can see, only
be applied to limited areas of phonetic research, for instance the relation
between articulation and its acoustic results, not to typology or phonological
c.hange. Here we must be content with statistical and teleological explana-
tions.

The task of e:xplanation requires close cooperation between phonetics and
ﬁhogology. It is therefore deplorable that the participation ofphonologists
has ecreased so drastically at the present congress. The phonetician describ-
ing a concrete language does not need to know the subtleties of different
phonologrcgl theories, but at least the basic principles, and particularly for
the descrlpgon of prosodic facts quite a bit of linguistic insight is required.
The phonetician who wants to explain things must also know a good deal
about language typology. On the other hand, phonology needs phonetics
not only for identifying sounds but also for the purpose of explanation. ,

I',as'tly ']et me point to a similarity between the first congress and the tenth
a'smllamy in the conditions for research. Both congresses take place in 2;
time ofeco?omic crisisand in a very tense and threatening political situation.
The two things may not be unrelated. There is an old English saying: ‘When
po.v‘erFy comes in at the door, love flies out at the window’. The ec.onomic
crisis is oppressive, but it is not yet as bad as in the thirties. In a paper from
the first congress it is said, for instance, that no normal phonetics laboratory
can afford k)uying and using an oscillograph. A phonetic crisis may hamper
researc?h, - 1t cannot stop it. I cannot help thinking of Marguerite Durand
who did excell_ent phonetic research using on old kymograph which woul(i
9nl¥ start moving when you had thrown a pail of water on the rope connect-
mg'r 1}:;0 ttlx'e'motc‘)r. We can do with poverty, but we cannot do without love.
41 T think some o s now A1 e sk porees s e e o
doing phonetic research if our whole civilisati o doo really makes St
HOt & Taove areet o hole civilisation is doomed, - whether it is
doncs T g o las Pto try to' lrpprove mutual understanding and confi-
o e ogf :nin‘: el. erhaps it is. However: Man is certainly the most
other band e a siqand perhaps he c'ioes not deserve to survive. On the
we give up,Creatia so the most copstructlve animal, the most creative; and if
which gives us a sngtarft and se?kmg truth,. do we not then betray just that

Thefor 2 ;)Sr 1o moral right to survive? That which makes us human?
And an inte;nationafzgrelgtr}leesssehilsozzg thl?ughts a1nd ouart our discussions
o » alter all, not only the purpose of promot-
thi Stzl;tn;i,o f:ll;tr :::ootfhe lFurpc.)se o.f promoting mutual understanding. I wish

phonetic sciences much success in both respects!
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congress in Amsterdam, Holland had become an important centre of phone-
tic research with a number of very competent phoneticians, for instance
Zwaardemaker, Eijkman, van Ginneken, and Louise Kaiser. Zwaardemaker
and Eijkman had published an excellent textbook - or rather handbook - of
phonetics in 1928 with original contributions on many points. The new
phonological theories had also been quickly - but not uncritically - accepted
in Holland, for instance by De Groot and Van Wijk. A few vears later (1932)
Van Wijk published an introduction to phonology which was less dogmatic
and much easier to read than Trubetzkoy’s Grundziige, and which might
have made phonology more popular if it had been written in e.g. English. As
early as 1914 a Dutch society for experimental phonetics had been founded,
v».'hich in 1931 was transformed into a Society for Phonetics. Dutch phoneti-
cians .also published a periodical, ‘Archives néerlandaises de phonétique
expérimentale’ (from 1927) which in the first years exclusively, and latertoa
lzfrg.e extent was based on contributions from Dutch phoneticians, and the
University of Amsterdam had a lecturer in phonetics (Louise Kaiser) from
1926.

This brilliant tradition has continued to the present day with phonetic
reseflrch centers and excellent phoneticians at various universities and at the
Institute for Perception Research in Eindhoven. Their contributions are well
k.nown. I will therefore only mention that, although several Dutch phoneti-
cians must have been very busy organizing this congress, there are more than
forty section papers by Dutch phoneticians. It is thus not simply for senti-
m'enta.l reasons that this tenth congress is also being held in Holland. It is
scientifically very well motivated. )

The congress in Amsterdam in 1932 was originally - like those in 1914 and
1930 - plam.led as a congress on experimental pl{onetics. But the Dutch
committee .wndened its scope on the initiative of its chairman, the psycholo-
gist Van Gmnek.en. Van Ginneken was an impressive perso;xalitv, and his
appearance was impressive t0o (for instance, he had lone hair Ionébefore its
time); and he was a man of vision. Some of them were rather wild. but some
were fruitful. One of them was that all those who were interes;ed in any
:’:SPCCI f)f speech sounds should meet and work together. Therefore invita-
;gg;:*:;z ;em fout 10 a broad spectrum of scholars from different sciences,

: e of the congress chan ged to ‘congress of phoneticsciences’. The
:ﬁflzs c?f 1thc: congress were announced to be: physiology of speech and voice,
anlhrz‘peoloo‘:gr;i)l}ts:;zge:;: ?qd voice in the %ndi\‘idual and in mankind,
logy of speech and voice co::[;;er’alt)iton(:?gy’ linguistic psychology, patho—
and musicology: and the :: ongrees o ep ygology of the squnds of animals,
ed ‘Internationale phonologischepAoirém mdu‘ded ) mfetlng pehtea
the invitations had been sent out ther[ e:tsgen.]emSChaﬁ_ - But short!y after
Phonetics which had taken the o;'i ina;1 'elrn'an'o'nal Socety of F)fper‘lmemal
society because its president, E Scrgi tu lmt,lamfe Savs UP participating as 2
would prevent too many m;m.bers [f)ro;]e,cwas.a raid that the economic Crisis
continued its work with Louise Kaiser asommg‘ e commitice, however,

general secretary.
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classical phonetics, who had always, more or less explicitly, taken the com-
municative function of speech sounds into account, and the more linguisti-
cally orientated experimental phoneticians.

The congress in Amsterdam, which, like the next two congresses, had only
plenary sessions, managed to bring people together, but you still feel a
certain tension in the reports of the discussions. I think it was not until the
third congress in Ghent, which was the first congress I attended, that there
was a real breakthrough in the understanding between phonologists and
phoneticians, owing particularly to the contributions by Zwirner, Roman
Jakobson and Van Wijk. Nowadays, these old antagonisms are forgotten.
Everybody recognizes that phoneticians must use instruments and that
speech sounds must be studied from both a material and a functional point of
view (although this mutual recognition does not always include close coope-
ration). But as late as in the fifties there were still linguistic centers in Europe
where phonology (and structural linguistics on the whole) was regarded as a
new and dangerous heresy, where you saw smiles fade away and faces getting
a very rigid expression of you dared to admit that you found these trends
interesting, and where young linguists who were interested in them had to
hold clandestine meetings.

In America the development was much more harmonious because it was
for many years dominated by Bloomfield, for whom phonetics and phonolo-
gy were complementary approaches.
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It'is a good thing that the wide scientific scope of the congresses has been
;eetaamed. But of course they have changed in character during these fifty
1s.
In. t'he first place there has been an enormous increase in the number of
;I))aur:;;lg;)?}::sf;rlxg“(’)i?;i%e;s. At the first congress there were 136 participants.
: . gresses the number increased slowly to almost 300
v_v1th a sudden jump up to about 550 at the fifth congress in Prague in 1967’
tollowed by a more steady increase to the approximately 650 members ofthis’
congress, five times as many as at the first congress. The number of papers
has increased even more: from 40 in 1932 to about 100 at the fourth congress
and then growing rapidly to the almost 400 section papers of this congress
apart from symposia and plenary lectures; and the number of authors ha;
grown even more, since now one third of the papers are the result of team
wo’lzll:, whereas in 1932 all papers had only a single author.
vemereu:zeisrgeY r(l)l;n::ber of lmembers and papers of' course causes various incon-
enienc 3 can only att.er?d a small fraction of the meetings you find
wanl;ets Ing; and it may be difficult to get into contact with the people you
| c;lr;]r;eot;eOrIltt.he‘other hand, Ifind that these big open congresses serve a
o o mee.t 1s(;n'1p(')rt‘ant to have a forum where people from different
everybody imer,e:tnd ItTlS important to have congresses that are open to
ot ot s T] . The small<‘er conferences may give more scientific
o re; % ally only estz.ib.h_shed scholars are invited. The big open
gresses offer the only possibility for young phoneticians from various
co_l;rl'n]trles to meet each other and older colleagues.
phonetic publictions. Thiy yeusag s s nreenF oo £1OWR 1
' -ations. T 01t was still possible to read the more
important publications in the whole field. Now it is not i
up with the literature within one’s own special field i o L in e
mome _ of interest. I think the
abstra:ttshie:ls ;;)Lnneetviv:ere 1(; would be extr.emely useful to start a journal of
could tell wiy onet s ag phonolggy with competent contributors, who
the phonere o™ vlv an valu.able In a paper. And it could also be useful if
e ] as yvould include surveys of specific areas at regular
Thereslf;erha?s dividing the work among themselves.
reated o Csérc:c:;l;;selaalso been a change in emphasis as far as the subjects
gical progros There. goc;d deal of the change can be ascribed to technolo-
perceptun asl;ects N \:'a; rom 'th'e‘ start an interest in the acoustic and
beginning of 1ho ée \t.l t € possibilities of research were modest. At the
Nevertheress thare ntury 1t. could take hours to analyse a single cycle.
many. At the’first c(:)vere patient scholars who undertook this work, but not
on pereeption. At thir;gress there were only two papers on acoustics and none
itk b thes.e Subjectzo;lﬁ;;ss thereisa very la'rge number of papers dealing
phonetics to ha taker; laCenot ?lxpecte'd the increase in papers on acoustic
war, in 1961 As p unti thF first congress that was held after the
- A8 a matter of fact, the increase took place at the congress in

l
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The explanation is probably that in the mid thirties a number of instru-
ments for acoustic investigation were constructed, mostly by German engi-
neers, and most of them were demonstrated in Ghent. But then the war broke
out, and after the war new instruments were built, mostly by Swedish and
American engineers, partly according to the same principles, but much
handier and easier to use, and one may tend to forget the achievements of the
thirties.

The progress in acoustic phonetics, and particularly the possibility of
speech synthesis, gave a new impetus to the study of speech perceptionand a
better basis for the study of prosodic phenomena, and this is reflected in the
congress papers after the war. At the same time there was an obvious
decrease in the study of speech production, reflected in a small number of
papers within this field at the first congresses after the war. In the beginning
of the seventies this changed again. I do not think this was simply a conse-
quence of the invention of new transducers and a better EMG-technique. It
may have been the other way round . It had become possible, particularly due
to the work of Fant, Stevens and others, to relate details of production to the
acoustic results, and thus production came into focus again as a very impor-
tant step in the communication chain. The causal relations within this chain
are now central topics in phonetic research, including the discussion of
models for both production and perception. The brainisstilla missing link in
this chain, although we know more than we did a few years ago. We may at
least hope that neurophonetics may be a central topic at the next congress.

The fact that the proceedings of the first congresses contain a number of
papers treating phonetics from a biological point of view probably had a
rather specific explanation, namely the interests of the first president of the
international council, Van Ginneken. There is, for instance, at the first
congress an informative paper by Negus describing the larynx of various
species of animals, ending with the human larynx and Van Ginneken himself
developed one of his more fantastic theories about the heredity of speech
sounds. He believed, and even considered it as proven, that all phonological
systems and moreover the relative frequency of speech sounds can beexplain-
ed by Mendel’s laws of heredity, according to the pattern: a man sho has k
as only consonant marries a woman who has m as only consonant, and each
of their children will then inherit one of the sounds k,m,p,n distributed
according to Mendel’s laws, and learn the others from their sisters and
brothers. This theory was not pursued, and biological considerations did not
play any role at later congresses. They have come up again at this congress,
but in a quite different form.

Other changes during the 50 years were rather conditioned by the shift in
dominating trends in linguistics as part of shifts in the general cultural
pattern and philosophical approach of the period. These shifts were, of
course, in the first place influential for phonology (and up till the ninth
congress about 20 percent of the papers dealt with phonological problems),
but also for the relations between phonology and phonetics.
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_ During the first thirty years the dominant linguistic trend was structural- This assumption proved fruitful in giving rise to a whole trend in phonetic
1sm., In‘Europe it was mainly represented by Prague phonology with its research - the search for the invariant. It was clear from the very start of the
emphasis on phonological oppositions and phonological systems, aiming at period, at least after Menzerath’s studies of coarticulation, that it could not
a general typology and involving the demonstration of universal tendencies. be found in speech production. Then it was looked for in acoustics, and some
Roman Jakobson’s distinctive feature theory was a further development of still hope to find it there, but at least it was not very obvious. The next hope
this trend. Prague phonology was dominant on the European continent in was the invariant motor command, and this hope contributed to the renewed
the beginning of the period; later the extreme formalism of glossematics had interest in speech production and particularly in EMG, and gave rise to the
poct i influence but never gained many real adherents. In Great Britain motor theory of speech perception. Unfortunately, however, the electromyo-
most phoneticians adhered to Daniel Jones’ practical approach, or else to graphic recordings generally showed different innervations for different
Firth’s prosodic phonology. ’ variants. We must look higher up for invariants. Perhaps Martin Joos (19{8)
Whereas Prague phonology was accused (by Doroszweski at the first was right in assuming that we have stored invariant phonemes in 'the brain,
congrtess) f ‘platonism with 2400 centuries’ delay’, this could not be said of but in the production of a concrete word the overlapping innfrrvatnon waves
American structuralism, which was deeply rooted in behaviourism and was are combined already in the cerebellum or perhaps at a still higher level. We
P honipally interested in findmg waterproof methods for setting up the still do not know that. Perhaps we may also store dyads or words.—Anypow,
phonemes of a language and stating their possibility of combination, but not as emphasized recently by Lindblom (1982), one should not look for inva-
1 systems or universal tendencies Transformational grammar in,cluding riance, only for what he calls ‘perceptual equivalence’, since thF speaker is
generative phonology was in the first place a reaction against American aware of the fact that listening is an active process and that the 11§tener does
structuralism, a widening of the perspective by taking account of the cogni- not need all the cues for individual phonemes in order to identify a word.
t;:/e functions of the human mind anq attempting to set up an explanatory This is also confirmed by various papers on word recognition at this
]toeory Eut the exleus1vely morphophqnemic approach of generative phono- congress. ' o Different lan
i underlying forms and derivation by explicit, ordered rules and with Other papers point to the enormous variability of speech. Differen
abolition of a separate phoneme level had 3 SWeeping;uccess alsoin Europe guages use different production processes to attain almost identical sound§,
At the moment there g no dominating schoo| ofphonolog,y butanumtﬁ)er' different individuals use different muscles to produce the same acoustic
of new, partly more concrete and surface oriented trends: natur’al honolo results, and different perceptual strategies to analyse the acoustic sFlmuh.
o phonology, lexical phonology, autosegmema[. phonolf de egr{-’ Moreo’ver, modern phonological and sociophonetic studies emph.as‘lz‘e the
dency Phonology, etc. Some may find that this isadeplorable disingt)e/’ ratli)on heterogeneous character of the speech community and the pOSSlblllt.y' of
But it may also be Seen as a sign of more independent thinkin a:’d thesc: individual speakers having different norms. This is an important condition
approaches may all contribue 1o a deepening of our insight into tg};e function for sound change, which was stressed - in the fifties - by Fénagy and now,
of lang.uage.:, They are, to 2 large extent complementary descripti fth combined with the idea of natural selection, by Lindblom.
R Tt data , v eeniptions of the On the whole, there is at present an increasing reaction to a purely fprmal
A feature common to American structuralism and generative phonol approach, a rex;ewed interest in the concrete speech performapce, in the
Wals( tha.t the role ascribed to general phonetics was rather modesii icrs]?n(;?r{ biological and social embedding of languag'e, and in language history. The
;:;m];relltrsli;?j ?el“’" the phoqetic categories used to identify the co,ntrastive isolationism of structural and transfo.rmago'nal fr?r'r:]rrzﬁz lvcv)is I:s;hsp‘zai
ly considered si?;uc::ith;;hlstPurpose auditory identification was general- necessary step in the development of linguistics, but i g
netics was . . ress. o
nation of phonological systems or devr;?c::r;ke;c:st 0:;";:;;:235:;) tlle exlp]a- deEl{;lrir;esr:tzlnt:wpt;c;is for general phonetics, in Particu}ar the contribution to
:iN:s, 0;1 the whple suspicious of explanations, and the explanatlciiyu;rfrlolzg.1 a better understanding of the structure of phongloglcal systems ani their
o re o gene'ratwe pho“OIOg)’ was extremely abstract, based on notational ‘ development. Lindblom, who has emphasized this repeatedly, has t? en up
mant:/Cesn:cocl;;iemdp(f)):]l;g;:atlfef\‘aversylmbols were used for natural rules. Glosse- the old idea, expressed explici;ly b.ytPais%/ g;l]c;r;l:es;l);l;s;:e,na:iiér:‘]::ZI;
rely forma explanations, whereas th P elaborate terms by Martinet, of an inten _ rticulator,
looked for explanatiog inanin cas the Prague School = 1 contrast. What is new and exciting in his
Bu(; structural explanations wet:er;:)lfe);:rerte\sf:en formal and phonetic factors Z;(;r:g;rg] ?::ihzuaftftx:;i;tt f;:)c;&t;aa e anthative formulation of this balacrll.ce,
the i nalyze the phonetic manifestation of of universal tendencies, IS I
inva:;r:tr?)srz‘;r:fegs"nems and features, which Wwere supposed to contain exhaustive causal explanations, not to speak of predictions, of concrete
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ck.langes, which are always due to an intricate interplay of physical, physiolo-
gical, communitive, and social factors.

Phonetics is, according to its subject (the speech sounds, that is: sounds
with a communicative function) part of linguistics. The deductive nomologi-
cal causal explanation as used in natural sciences can, as faras I can see, only
be applied to limited areas of phonetic research, for instance the relation
between articulation and its acoustic results, not to typology or phonological
f.hange. Here we must be content with statistical and teleological explana-
ions.

The task of e.xplanation requires close cooperation between phonetics and
l;:hogology. It is theret."ore deplorable that the participation of 'phonologists
has ecreased so drastically at the present congress. The phonetician describ-
ing a concrete language does not need to know the subtleties of different
phonolog.ica‘ll theories, but at least the basic principles, and particularly for
the descrlptTon of prosodic facts quite a bit of linguistic insight is required.
The phonetician who wants to explain things must also know a good deal
about language typology. On the other hand, phonology needs phonetics
not only for identifying sounds but also for the purpose of explanation. ,

I',as.tly !et me point to a similarity between the first congress and the tenth
a similarity in the conditions for research. Both congresses take place in z;
time of ecopomic crisis and in a very tense and threatening political situation.
The two things may not be unrelated. There is an old English saying: ‘When
pc?v‘er?y comes in at the door, love flies out at the window’. The economic
crisis is oppressive, but it is not yet as bad as in the thirties. In a paper from
the first congress it is said, for instance, that no normal phonetics laboratory
can afford t'>uying and using an oscillograph. A phonetic crisis may hamper
researc'h, - it cannot stop it. I cannot help thinking of Marguerite Durand
who did excell.em phonetic research using on old kymograph which wou]é
f)nly start moving when you had thrown a pail of water on the rope connect-
ing it to th'e'motor. We can do with poverty, but we cannot do without love
. '(Ii'hle ;k)lc_)htlcal situation is still more threatening than it was in the thirties;
drcl)ing tp}llgl:,:t?cm:e:f ushn'(;w and then gslf 'our‘selves if it really makes sense
ot & paonetc res etar(l:( if our whole civilisation is doomed, - whether it is
dence amon g - las I)to}:ry to improve mutual understanding and confi-
St ng :nirﬁ el. erhaps it is. However: Man is certainly the most
otber g, poamin a si]and perhaps he c.ioes not deserve to survive. On the
we give up,Creminso the most constructive animal, the most creative; and if
which gives us a s 8tarft and seeking truth,. do we not then betray just that

The a2 lc;sr lo moral right to survive? That which makes us human?
And an inte;nationale::;gti‘:sssehilsozgy thl;mgms e our discussions.
ing science, but also the purpose of" prgrrnini’:go :nour;ll?atlhue %‘JTPOSC O'fpromf)t-
the tenth congress of phonetic sciences much o ok eing, T wish

success in both respects!
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Opening address
Some Aspects of the ‘Phonetic Sciences’, Past and Present

Eli Fischer-Jargensen
Copenhagen, Denmark

Dames en heren,

Het is voor mij een grote eer en een bijzonder plezier hier in Nederland als
eerste te spreken. Ik ben kort na de oorlog een half jaar in Nederland geweest,
en die tijd behoort tot mijn beste herinneringen. Ik heb sindsdien een
bijzondere sympathie bewaard voor het nederlandse landschap, de neder-
landse kunst en de nederlandse mensen.

Mr. President, dear Colleagues,

I first want to thank the Committee for inviting me to give this talk. I feel it as
a great honour, in fact as too great an honour. I know of various collegues
who could have done it better, and I am somewhat ashamed that I accepted
it. But, as I just mentioned, I have a soft spot in my heart for Holland.
Moreover, that was two years ago, when I had just retired and thought that 1
would have plenty of time for reading and writing; perhaps I might even
become more intelligent - who knows? But that was, of course, a vain hope. -
Anyhow there are a few things I should like to say.

This is a sort of jubilee. It is the tenth International Congress of Phonetic
Sciences, and it is approximately 50 years (more exactly 51 years) since the
first congress took place in 1932, also in Holland.

It is true that on various occasions (1965 and 1982) Eberhard Zwirner has
pointed to the fact that the congress in Amsterdam in 1932 was not really the
first International Congress of Phonetics: there was one in 1914 (but due to
the war no proceedings were ever published), and there was one againin 1930
in Bonn. That is correct, but these were congresses of experimental phone-
tics, whereas the congress in Amsterdam was the first congress of what was
called ‘the phonetic sciences’, and that makes a difference.

It was not by chance that Holland was chosen as the place for the congress
in 1932. Holland has a long and rich tradition in phonetics. One of the most
impressive older works is the book by Petrus Montanus van Delft in 1635:
‘Bericht van een nieuw konst genaemt de spreeckonst’, a remarkable and
very original work, which has rarely met with the appreciation it deserves,
perhaps because it was written in Dutch and, moreover, used a forbidding
terminology. In the first decades of this century, thus in the years before the
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congress in Amsterdam, Holland had become an important centre of phone-
tic research with a number of very competent phoneticians, for instance
Zwaardemaker, Eijkman, van Ginneken, and Louise Kaiser. Zwaardemaker
and Eijkman had published an excellent textbook - or rather handbook — of
phonetics in 1928 with original contributions on many points. The new
phonological theories had also been quickly - but not uncritically — accepted
in Holland, for instance by De Groot and Van Wijk. A few yearslater (1932)
Van Wijk published an introduction to phonology which was less dogmatic
and much easier to read than Trubetzkoy’s Grundziige, and which might
have made phonology more popular if it had been written in e.g. English. As
early as 1914 a Dutch society for experimental phonetics had been founded,
thich in 1931 was transformed into a Society for Phonetics. Dutch phoneti-
cians also published a periodical, ‘Archives néerlandaises de phonétique
expérimentale’ (from 1927) which in the first years exclusively, and latertoa
large extent was based on contributions from Dutch phoneticians, and the
}Jgnzlgersity of Amsterdam had a lecturer in phonetics (Louise Kaiser) from

This brilliant tradition has continued to the present day with phonetic
research centers and excellent phoneticians at various universities and at the
Institute for Perception Research in Eindhoven. Their contributions are well
k'nown. I will therefore only mention that, although several Dutch phoneti-
cians must have been very busy organizing this congress, there are more than
forty section papers by Dutch phoneticians. It is thus not simply for senti-
mental reasons that this tenth congress is also being held in Holland. It is
scientifically very well motivated.

The congress in Amsterdam in 1932 was originally - like those in 1914 and
1930 - planned as a congress on experimental phonetics. But the Dutch
cpmmlttee widened its scope on the initiative of its chairman, the psycholo-
gist Van Ginneken. Van Ginneken was an impressive personality, and his
appearance was impressive too (for instance, he had long hair long before its
time); and he was a man of vision. Some of them were rather wild, but some
were fruitful. One of them was that all those who were interested in any
a.spect of speech sounds should meet and work together. Therefore invita-
tions were sent out to a broad spectrum of scholars from different sciences,
anq the name of the congress changed to ‘congress of phonetic sciences’. The
topics of the congress were announced to be: physiology of speech and voice,
the development of speech and voice in the individual and in mankind,
anthropology of speech and voice, phonology, linguistic psychology, patho-
logy of speech and voice, comparative physiology of the sounds of animals,
and musicology; and the congress program included a meeting of the so-call-
ed ‘.Internationale phonologische Arbeitsgemeinschaft’. But shortly after
the invitations had been sent out, the International Society of Experimental
Phonetics which had taken the original initiative gave up participating as a
society because its president, E. Scripture, was afraid that the economic crisis
wou1.d prevent too many members from coming. The committee, however,
continued its work with Louise Kaiser as general secretary.
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I do not think that the name ‘phonetic sciences’ is good terminology but it
may be viewed as shorthand for ‘disciplines’ (like phonetics and phonology)
which have the speech sound as their main object, plus various sciences
which among other objects include some aspects of the speech sound, like
physiology, acoustics, psychology, etc. And at least it was clear what the
committee intended, and since both title and intention have been kept since
then, it was a very important decision. It was also a very good idea to bring
various groups of people together just at that time. In the thirties there was
not much contact between different sciences interested in speech sounds, and
between the more closely related approaches there was even suspicion and
antagonism. The adherents of classical phonetics regarded the use of instru-
ments with pronounced scepticism and, on the other hand some experimen-
tal phoneticians, like Scripture, rejected everything that was not expressed in
figures. He considered non-experimental phonetics an illusion and ‘the
investigator’, he said, ‘might be, and preferably should be, congenitally deaf
and totally ignorant of any notions concerning sound and speech’ (1936).
Panconcelli-Calzia had also emphasized that the language spoken by the

-subject was irrelevant. The phonetician was only interested in their vocal

tracts. He considered phonetics as belonging to the natural sciences.
The Prague phonologists accepted this view of phonetics, describingitasa
science which investigated sounds, irrespective of their function, whereas

-phonology described the functional aspect of sounds and belonged to the

humanities. By this claim and also by emphasizing that phonology was
something quite new they succeeded in offending both the adherents of
classical phonetics, who had always, more or less explicitly, taken the com-
municative function of speech sounds into account, and the more linguisti-
cally orientated experimental phoneticians.

The congress in Amsterdam, which, like the next two congresses, had only
plenary sessions, managed to bring people together, but you still feel a
certain tension in the reports of the discussions. I think it was not until the
third congress in Ghent, which was the first congress I attended, that there
was a real breakthrough in the understanding between phonologists and
phoneticians, owing particularly to the contributions by Zwirner, Roman
Jakobson and Van Wijk. Nowadays, these old antagonisms are forgotten.
Everybody recognizes that phoneticians must use instruments and that
speech sounds must be studied from both a material and a functional point of
view (although this mutual recognition does not always include close coope-
ration). But as late as in the fifties there were still linguistic centers in Europe
where phonology (and structural linguistics on the whole) was regarded as a
new and dangerous heresy, where you saw smiles fade away and faces getting
a very rigid expression of you dared to admit that you found these trends
interesting, and where young linguists who were interested in them had to
hold clandestine meetings.

In America the development was much more harmonious because it was
for many years dominated by Bloomfield, for whom phonetics and phonolo-
gy were complementary approaches.
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It is a good thing that the wide scientific scope of the congresses has been
retained. But of course they have changed in character during these fifty
years,

In the first place there has been an enormous increase in the number of
participants and of papers. At the first congress there were 136 participants.
During the following congresses the number increased slowly to almost 300,
with a sudden jump up to about 550 at the fifth congress in Prague in 1967,
tollowed by a more steady increase to the approximately 650 members of this
congress, five times as many as at the first congress. The number of papers
has increased even more: from 40 in 1932 to about 100 at the fourth congress
and then growing rapidly to the almost 400 section papers of this congress,
apart from symposia and plenary lectures; and the number of authors has
grown even more, since now one third of the papers are the result of team
work, whereas in 1932 all papers had only a single author.

The large number of members and papers of course causes various incon-
veniences. You can only attend a small fraction of the meetings you find
interesting; and it may be difficult to get into contact with the people you
want to meet. On the other hand, Ifind that these big open congresses serve a
useful purpose. It is important to have a forum where people from different
fields can meet, and it is important to have congresses that are open to
everybody interested. The smaller conferences may give more scientific
output, but generally only established scholars are invited. The big open
congresses offer the only possibility for young phoneticians from various
countries to meet each other and older colleagues.

The enormous increase of papers reflects a general explosive growth in
phonetxc publications. Thirty years ago it was still possible to read the more
important publications in the whole field. Now it is not even possible to keep
up with the literature within one’s own special field of interest. I think the
moment has come where it would be extremely useful to start a journal of
abstracts in phonetics and phonology with competent contributors, who
could tell what is new and valuable in a paper. And it could also be us’eful if
?he phonetic journals would include surveys of specific areas at regular
intervals perhaps dividing the work among themselves.

There has, of course, also been a change in emphasis as far as the subjects
tr'eated are concerned. A good deal of the change can be ascribed to technolo-
gical progress. There was from the start an interest in the acoustic and
perc.:eprual aspects, but the possibilities of research were modest. At the
beginning of the century it could take hours to analyse a single cycle
Nevertheless, there were patient scholars who undertook this work, but not.
many. At the first congress there were only two papers on acoustics a,nd none
on perception. At this congress there is a very large number of papers dealing
with both these subjects. I had not expected the increase in papers on acoustic
phonfztics to have taken place until the first congress that was held after the
war, 1p 1961. As a matter of fact, the increase took place at the congress in
1938 in Ghent, where about 17 percent of the papers dealt with acoustic
phonetics compared to 5 percent in 1935,
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The explanation is probably that in the mid thirties a number of instru-
ments for acoustic investigation were constructed, mostly by German engi-
neers, and most of them were demonstrated in Ghent. But then the war broke
out, and after the war new instruments were built, mostly by Swedish and
American engineers, partly according to the same principles, but much
handier and easier to use, and one may tend to forget the achievements of the
thirties.

The progress in acoustic phonetics, and particularly the possibility of
speech synthesis, gave a new impetus to the study of speech perceptionand a
better basis for the study of prosodic phenomena, and this is reflected in the
congress papers after the war. At the same time there was an obvious
decrease in the study of speech production, reflected in a small number of
papers within this field at the first congresses after the war. In the beginning
of the seventies this changed again. I do not think this was simply a conse-
quence of the invention of new transducers and a better EMG-technique. It
may have been the other way round . It had become possible, particularly due
to the work of Fant, Stevens and others, to relate details of production to the
acoustic results, and thus production came into focus again as a very impor-
tant step in the communication chain. The causal relations within this chain
are now central topics in phonetic research, including the discussion of
models for both production and perception. The brain is still a missing link in
this chain, although we know more than we did a few years ago. We may at
least hope that neurophonetics may be a central topic at the next congress.

The fact that the proceedings of the first congresses contain a number of
papers treating phonetics from a biological point of view probably had a
rather specific explanation, namely the interests of the first president of the
international council, Van Ginneken. There is, for instance, at the first
congress an informative paper by Negus describing the larynx of various
species of animals, ending with the human larynx and Van Ginneken himself
developed one of his more fantastic theories about the heredity of speech
sounds. He believed, and even considered it as proven, that all phonological
systems and moreover the relative frequency of speech sounds can be explain-
ed by Mendel’s laws of heredity, according to the pattern: a man sho has k
as only consonant marries a woman who has m as only consonant, and each
of their children will then inherit one of the sounds k,m,p,n distributed
according to Mendel’s laws, and learn the others from their sisters and
brothers. This theory was not pursued, and biological considerations did not
play any role at later congresses. They have come up again at this congress,
but in a quite different form.

Other changes during the 50 years were rather conditioned by the shift in
dominating trends in linguistics as part of shifts in the general cultural
pattern and philosophical approach of the period. These shifts were, of
course, in the first place influential for phonology (and up till the ninth
congress about 20 percent of the papers dealt with phonological problems),
but also for the relations between phonology and phonetics.
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. During the first thirty years the dominant linguistic trend was structural-
ism. In Europe it was mainly represented by Prague phonology with its
emphasis on phonological oppositions and phonological systems, aiming at
a general typology and involving the demonstration of universal tendencies.
Roman Jakobson’s distinctive feature theory was a further development of
this trend. Prague phonology was dominant on the European continent in
the beg.inning of the period; later the extreme formalism of glossematics had
a certain influence but never gained many real adherents. In Great Britain
most phoneticians adhered to Daniel Jones’ practical approach, or else to
Firth’s prosodic phonology.

Whereas Prague phonology was accused (by Doroszweski at the first
congr.ess) of ‘platonism with 2400 centuries’ delay’, this could not be said of
Amencan structuralism, which was deeply rooted in behaviourism and was
principally interested in finding waterproof methods for setting up the
phonemes of a language and stating their possibility of combination, but not
in syste.ms or universal tendencies. Transformational grammar including
generative phonology was in the first place a reaction against American
s.tructuralism, a widening of the perspective by taking account of the cogni-
tive functions of the human mind and attempting to set up an explanatory
theory: But the exclusively morphophonemic approach of generative phono-
logy.wnh underlying forms and derivation by explicit, ordered rules and with
abolition of a separate phoneme level had a sweeping success, also in Europe.

At the moment there is no dominating school of phonology, but a number
of new, partly more concrete and surface oriented trends: natural phonology
metrical phonology, lexical phonology, autosegmental phonology, depen:
dency phonology, etc. Some may find that this is a deplorable disintegration.
But it may also be seen as a sign of more independent thinking, and these
approaches may all contribute to a deepening of our insight into the function
of language. They are, to a large extent, complementary descriptions of the
same linguistic data.

A feature common to American structuralism and generative phonology
was tha}t the role ascribed to general phonetics was rather modest, its main
task being to deliver the phonetic categories used to identify the contrastive
segments and features. For this purpose auditory identification was general-
ly c'on51dered sufficient. Phonetics was not asked to contribute to the expla-
nation of phonological systems or developments. American structuralism
was, on the whgle, suspicious of explanations, and the explanatory proce-
dure of ’gene‘ratlve phonology was extremely abstract, based on notational
conyennons implying that fewer symbols were used for natural rules. Glosse-
matics accepted only purely formal explanations, whereas the Prague School
looked for explanation in an interplay between formal and phonetic factors
But structural explanations were preferred. '

ane the phonological structure of the individual language was set up, the
primary task of the phonetician was to analyze the phonetic manifestatio,n of

‘the contrastive segments and features, which were supposed to contain
invariant properties.
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This assumption proved fruitful in giving rise to a whole trend in phonetic
research - the search for the invariant. It was clear from the very start of the
period, at least after Menzerath’s studies of coarticulation, that it could not
be found in speech production. Then it was looked for in acoustics, and some
still hope to find it there, but at least it was not very obvious. The next hope
was the invariant motor command, and this hope contributed to the renewed
interest in speech production and particularly in EMG, and gave rise to the
motor theory of speech perception. Unfortunately, however, the electromyo-
graphic recordings generally showed different innervations for different
variants. We must look higher up forinvariants. Perhaps Martin Joos (1948)
was right in assuming that we have stored invariant phonemes in the brain,
but in the production of a concrete word the overlapping innervation waves
are combined already in the cerebellum or perhaps at a still higher level. We
still do not know that. Perhaps we may also store dyads or words. - Anyhow,
as emphasized recently by Lindblom (1982), one should not look for inva-
riance, only for what he calls ‘perceptual equivalence’, since the speaker is
aware of the fact that listening is an active process and that the listener does
not need all the cues for individual phonemes in order to identify a word.
This is also confirmed by various papers on word recognition at this
congress.

Other papers point to the enormous variability of speech. Different lan-
guages use different production processes to attain almost identical sounds,
different individuals use different muscles to produce the same acoustic
results, and different perceptual strategies to analyse the acoustic stimuli.
Moreover, modern phonological and sociophonetic studies emphasize the
heterogeneous character of the speech community and the possibility of
individual speakers having different norms. This is an important condition
for sound change, which was stressed - in the fifties - by Fénagy and now,
combined with the idea of natural selection, by Lindblom.

On the whole, there is at present an increasing reaction to a purely formal
approach, a renewed interest in the concrete speech performance, in the
biological and social embedding of language, and in language history. The
isolationism of structural and transformational grammar was perhaps a
necessary step in the development of linguistics, but in the long run it was
detrimental to progress.

This sets new tasks for general phonetics, in particular the contribution to
a better understanding of the structure of phonological systems and their
development. Lindblom, who has emphasized this repeatedly, has taken up
the old idea, expressed explicitly by Passy and Jespersen, and in more
elaborate terms by Martinet, of an intended balance between articulatory
economy and sufficient perceptual contrast. What is new and exciting in his
approach is the attempt to obtain a quantitative formulation of this balance,
based on extensive research. This will certainly lead to a better understanding
of universal tendencies, but I do not believe that it is possible to reach
exhaustive causal explanations, not to speak of predictions, of concrete
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changes, which are always due to an intricate interplay of physical, physiolo-
gical, communitive, and social factors.

Phonetics is, according to its subject (the speech sounds, that is: sounds
with a communicative function) part of linguistics. The deductive nomologi-
cal causal explanation as used in natural sciences can, as far as I can see, only
be applied to limited areas of phonetic research, for instance the relation
between articulation and its acoustic results, not to typology or phonological
c.hange. Here we must be content with statistical and teleological explana-
tions.

The task of explanation requires close cooperation between phonetics and
phonology. It is therefore deplorable that the participation of phonologists
bas decreased so drastically at the present congress. The phonetician describ-
ing a concrete. language does not need to know the subtleties of different
phonologica}l theories, but at least the basic principles, and particularly for
the descrlpqon of prosodic facts quite a bit of linguistic insight is required.
The phonetician who wants to explain things must also know a good deal
about language typology. On the other hand, phonology needs phonetics
not only for identifying sounds but also for the purpose of explanation. ,

I.,as'tly ']et me point to a similarity between the first congress and the tenth
gsnmllanty in the conditions for research. Both congresses take place in a;
time ofeco?omic crisisand in a very tense and threatening political situation.
The two things may not be unrelated. There is an old English saying: “When
po.v‘erFy comes in at the door, love flies out at the window’. The economic
crisis is oppressive, but it is not yet as bad as in the thirties. In a paper from
the first congress it is said, for instance, that no normal phonetics laboratory
can afford l?uying and using an oscillograph. A phonetic crisis may hamper
researc?h, - it cannot stop it. I cannot help thinking of Marguerite Durand
who did excell.ent phonetic research using on old kymograph which woul(i
fml)f start moving when you had thrown a pail of water on the rope connect-
mg'r 1}: to tll'l'e'motc‘)r. We can do with poverty, but we cannot do without love.
4nd T think some of us now An e ook e e e o
doing phonetic research if our whole civilisati o i really makes e
DOt & e aran e hole civilisation is doomed, - whether it is
donce e g o las Pto try IO.lI‘l?pl‘OVC mutual understanding and confi-
Goni e ogf ;)ni p el. erhaps it is. However: Man is certainly the most
otber g ot r;la s,hand perhaps he c'ioes not deserve to survive. On the
we give up,creaﬁi so the most copstrucuve animal, the most creative; and if
which o g art and se?kmg truth,. do we not then betray just that

'rherge‘;gs usl a sort of moral right to survive? That which makes us human?
Ang o imreer,n :tti :;;lc?(\)/rel gtrheesssehilsozrgy thoughts and start our discussions.
: . , after all, not only the purpose of promot-
Ing science, but also the purpose of i . i
the tenth congress of lf) pos¢ ol promoting mutual understanding. I wish

phonetic sciences much success in both respects!
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Keynote address
Phonetics and Speech Technology

Gunnar Fant
Stockholm, Sweden

1. Introduction

It is my privilege to address to you on a subject fundamental to our congress -
phonetics and speech technology. The close ties and mutual dependencies
inherent in the history of speech research and in the last decades of intense
developments are apparent: Phonetics has attained a technical profile and
speech technology has to rely on phonetics to achieve its advanced goals.
This is, of course, an interdisciplinary venture also involving the entire field
of speech research indepent of faculty. Instead of speaking about phonetics
and speech technology, we could make a distinction between theory and
applications and point to the development of handicap aids and new me-
thods of clinical diagnosis and rehabilitation, teaching aids, etc. which add to
the specialities represented at this congress. I shall make some general
comments about this symbiosis and how it affects speech technology and
phonetics. [ shall also give my view on the general outlooks for the field, and
on some of our problems and current research issues.

In the last decade we have experienced a revolution in computer technolo-
gy and microelectronics that has paved the way for speech technology. There
has been a breakthrough in the data handling capacity allowing very
complex processing to be performed in small chips that can be produced ata
low price in large quantities. There have also been reasonable advances in
speech synthesis and speech recognition techniques which have opened new
markets. This has created a boom of industrial expectations, a feeling of
surfing on a high wave of technological developments towards the fully
automated society where we may converse with computers as freely as with
human beings. One expression for this optimistic trend is the Japanese
national effort in computing and artificial intelligence which they refer to as
the development of the ‘Fifth generation of computers’ which shall include
language translation and speech input and output.

Electronic industry has promoted several large-scale marketing reports
with prospects for billion dollars sales at the end of the century.

Will all these expectations come through? I am not the one to judge but
there is certainly room for some scepticism or at least caution. The rate of
increase of the world market has not progressed at the expected rate. So - the
surf on the tidal wave of expectations may end in a brake when we are
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confronted with the reefs of the knowledge barrier, Fig. 1. I am referring to
our still meager insight in speech as a language code. We need a fifth
generation of speech scientists rather than a fifth generation of computers.

A stagnation of advanced speech technology products and the marketing
of cheap, lower performance products may discredit the field. You frequent-
ly hear comments such as: ‘Speech synthesis by rule has now existed for
several years but the quality is still questionable and the rate of improvement
is low. Will it ever reach an acceptability for public use?” To make speech
recognition really useful we must first learn to handle connected speech with
relatively large vocabularies in a speaker-independent mode. Indeed, we are
far off from such advanced levels of recognition techniques whilst there
appear to exist potentialities for reaching a substantial improvement in the
quality of synthetic speech within the next few years. The latter optimistic

Figure I. Speech technology and the knowledge barriers.
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opinion is shared by the pioneer in speech synthesis, John Holmes, in his
report to this Congress and he also expects significant advances in the
handling of connected speech to appear fairly soon.

To the optimistic view we could also add that text-to-speech synthesis
already in the present state of the art has opened up new effective means of
communication for handicapped, e.g. text-reading aids for the blind and
speech protheses for speech handicapped. Also the performance is quite
adequate for many special-purpose applications including computer-aided
teaching. The Swedish text-to-speech system developed by Carlson and
Granstrém is implemented with a single chi for the terminal synthesis and
has an option for operating in six different languages. A similar text-to-
speech system developed by Dennis Klatt at MIT has means for changing the
speaker type from male to female to child. A flexible choice of speaker type
will be quite important in the marketing of synthesizers but this is an area in
which we still have much to learn.

There exists a variety of less advanced and cheaper synthesis systems,
generally intended for phonetic symbol input but some also capable of
handling a proper orthography text input. These devices provide a lower-
quality speech. In general, even our best text-to-speech systems are fatiguing
to listen to if used for reading long texts.

" A substantial part of the speech output market is talking chips which serve
as low data-rate recording and play-back systems. They are now introduced
in automobiles, household appliances, watches, calculators, and video
games. We might even anticipate a sound pollution problem from synthetic
voices guiding every step of our daily life.

At present, toy industry and manufacturers of video games have employed
phonetic experts to tailor talking chips to simulate special voice types and
speaking manners. In the future I believe we can do this more or less by rules.
General purpose text-to-speech systems are expected to improve sufficiently
in performance to compete with speech coding and concatenating systems, at
least when a certain flexibility is desired.

Computer speech input, i.e. speech recognition systems are expected to
develop a greater market than speech output systems, at least in terms of
sales value. Although we are far off from very advanced speech recognition
systems, we might soon expect applications in office automation, e.g. as
voice input for word processing systems. An extension of present techniques
to handle connected sequences of words would facilitate this application. A
speech synthesis monitoring feature could be included.

2. The Computerized Phonetics

The close ties between phonetics and speech technology are apparent. Pho-
netics has been computerized and has gained new efficient instrumentation
and advanced speech processing methods. Of course, computers would have
found their way to phonetics anyway but phonetics has now attained some-
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what of a technical profile. The more prominent phonetic departments have
a staff of engineering assistants and a research budget which was unheard of
in former days’ humanity faculties but this development has, of course, not
come about without an intense engagement of people involved. Phonetics of
today has gained a new respect from its vital role in the ever increasing
importance of research into human functions. The technical profilation is
also apparent in any speech research laboratory whether it is an outgrowth of
linguistics, psychology, or a medical department.

This interdisciplinary venture has opened up new channels between for-
merly isolated faculties. We find young people from a humanities faculty
engaged in mathematical problems of signal processing. Conversely, stu-
dents in electrical engineering and computer science departments make
significant contributions to phonetics and linguistics research. Phonetics,
within its new profile, takes part in clinical projects and receives funding for
basic work in speech recognition and synthesis. This is, indeed, a symbiosis
or rather a fusion of research profiles. It is a healthy development much
needed in quest of our far reaching goals - but does it not have any negative
effects?

Some problems have been apparent all since computer technology pene-
trated our field. Many phoneticians of an older generation miss the direct
contact with their instrumentation which they could handle withoutengineer-
ing support and which gave them an immediate and intimate insight in
speech patterns. The old kymograph was indeed valuable in this respect.
Even the sound spectrograph, which once revolutionized acoustic phonetics,
is in the risk zone of being outdated by multi-function computer analysis
programs. However, up till now they have not demonstrated the same
temporal resolution as the rotating drum print-out from the ordinary spec-
trograph, which I still would not be without in spite of access to computer
spectrograms with additional synchronized parameters.

At the same time as our appetite grows for more advanced computers
systems with analysis and synthesis coordinated in interactive programs, we
run into the usual problems of reliability and difficulties in accurately
documenting and memorizing complex routines and, as you know, compu-
ters have a tendency to break down or to be occupied when you need them
most.

Also, if we do not know how to rewrite and expand existing programs, we
may become limited by software constraints which are not initially apparent.
One example is the widely spread ILS system which, for the benefit of a
graphically optimized positioning of curves, has a tendency to discard infor-
mation on relative intensities comparing successive section frames.

The problem is that neither the software designer nor the user are always
aware of needs that emerge from the special properties of speech signals or
the research needs. One example is routines for spectrum analysis of unvoi-
ced sounds, for instance of fricatives. Standard FFT routines without addi-
tional temporal or spectral averaging retain a random fine structure of
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almost the same amplitude as that of true formants. The result is a fuzzy
spectral picture in which it is hard to see what is a formant and what is a
random peak. Spectral smoothing can be attained in many ways. Cepstrum
analysis or LPC are useful but the smoothness of the LPC curve can be
deceptive since the location of the formant peaks may vary somewhat from
sample to sample.

We all know that computers are fast in operation but that programming
can take a long time. It is also apparent that computer programming is an art
which possesses a great inherent fascination which may distract the user from
his basic scientific problem. An intense love-hate relation may develop. I
have stayed away from programming until recently, when I started using a
Japanese programmable calculator which gives me the great satisfaction of
access to fairly complex modeling at the price of time demanding debugging.

One can also raise the partially philosophical problem: Who is the boss?
The user or the computer? Can we leave it to the computer to learn about
speech or shall we insist on developing our own insights in the many domen-
sions of the speech code? This is really a matter of strategical importance in
speech research. :

3. Speech Recognition and Research Needs

There are basically two different approaches possible in automatic speech
recognition. Either we start by running the computer in a learning mode to
store a number of templates of speech patterns from a single or a few
subjects, recognition then simply becomes a best match selection. We learn
very little about speech this way and we are generally not aware of why the
matching incidentally fails.

The other approach needed for large vocabularies and connected speech is
phonetically orientated in the sense that it is based on recognition of minimal
units that can range from distinctive feature phonemes, diphones, syllables,
and words and which require some kind of segmentation. We now approach
the general problem of speech research in quest of the speech code and the
relation between message units and their phonetic realization with all the
variability induced by contextual factors including language, dialect, speaker
specific situational and stylistic variations.

It would be a wishful dream to extract all this knowledge merely by
computerized statistics, i.e. to collect a very large material of speech, give the
computer some help for segmenting transcription, and look up and then just
wait for the results to drop out.

Many institutions are now developing such data banks for their research.
This is a necessary involvement to make but satisfies a partial need only. We
cannot store all possible patterns with table look-ups. To organize the data
bank efficiently, we must rely on a continuing development of a model of
speech production and generative rules on all levels up to the linguistic frame
and down to an advanced vocal tract model which should include all what we
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know of aerodynamics and source filter interaction. Flanagan in his paper to
this Congress describes this process as letting the vocal tract model mimick
the speech to be analyzed. This is a dynamic realization of analysis by
synthesis, which we will be able to handle once we have gained a sufficient
understanding of the speech production process.

It has already been proposed by some people to integrate a text-to-speech
synthesis system as a part of the top-down arsenal of speech recognition. As
pointed out by John Holmes, this general approach of perturbing synthesis
parameters for a best match to a natural utterance is also an effective way of
improving synthesis by rule. Here lies perhaps the main advantage of interfa-
cing analysis and synthesis. The basic outcome is that we learn more about
speech. Once we have a sufficient insight, we may produce short-cut rules for
articulatory interpretations of speech patterns to guide further data collec-
tion or for recognition of articulatory events to guide the recognition.

This might be a more realistic approach to attempt a complete match
which would require a very advanced adaptability to speaker-specific as-
pects. Again we are confronted with the constraints of pattern matching
procedures.

4. Perception

Now you may ask, why all this emphasis on production? What about models
of speech perception and feature theory as a guide for recognition?

First of all, it is apparent that the main drawback of present speech
recognition schemes is the handling of bottom-up acoustic data. Either we
lose a lot of information-bearing elements contained in rapidly varying
temporal events or we perform a maximally detailed sampling in which case
substantial information may be lost or diluted by distance calculations, per-
formed without insight in the speech code. Frequency and time-domain
adjustments by dynamic programming or by some overall normalization
procedure are helpful but do not account for the uneven distribution of
information.

Would it not be smarter to base the recognition on models of auditory
processing including feature detection? Feature detection is, of course, close-
ly related to the search for articulatory events but with the aid of perception
models, we could hope to attain a simpler and more direct specification of the
relevant attributes.

Formant frequency tracking is often difficult even for non-nasalized
sounds and ambiguities have to be solved with reference to specific spectrum
shapes. Models of the peripheral auditory system including Bark scaling,
masking, lateral inhibition, and short-time adaptation can provide some
improvements in portraying essential characteristics but do not immediately
suggest a parametrization. The ultimate constraints are to be found at higher
levels of auditory perception but here our insight is more limited and
speculative, for instance, in questions of what is a general function and what
is a speech mode specific mechanism.
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There is now emerging a new duplex view of peripheral auditory analysis
on the one hand, the basic concept of short-time spectrum transformed to a
spatial discharge rate — on the other hand, the tendency of the outputsfroma
number of adjacent nerve-endings to be synchronized to a dominant stimu-
lus frequency. The equivalent frequency range over which such synchroniza-
tion takes place becomes a measure of the relative dominance of a spectral
component, and the information about the frequency of the component is, at
least for lower frequencies, contained in the neural periodicity patttern. The
so-called DOMIN modelling of Carlson and Granstrém (1982) has its sup-
port in the neurophysiological studies of Sachs et al. (1982) and those of
Delgutte (1982). A consequence of the DOMIN modelling of Carlson and
Granstrém is that the algorithm, based on a Bark scaled filter bank, detects
low-frequency harmonics at high F,, otherwise formants or formant groups.
In the earlier experiments of Carlson and Granstrém, based on the Bekesy-

Flanagan auditory filters which are wider than those of the Bark scale, the

system produced something that came close to an F, and F, detection.

We have already noted that models of the peripheral auditory system do
not provide you a complete auditory transform. For a more true representa-
tion of the neural transform, we would have to inspect the cortical domain.
The psychoacoustic experiments of Ludmilla Chistovich and her colleagues
in Leningrad suggest some kind of spatial integration to take place above the
level of peripheral hearing. They found that two formants interact to provide
a joint contribution to the percept when placed closer than a critical distance
of about 3.5 Bark and may then be substituted by a single formant of some
weighted mean to provide the same categorical effect. On the other hand,
when formants come further apart than the critical distance their relative
amplitudes can be varied over a wide range without affecting the identifica-
tion.

These effects are relevant to the discussion of vowel systems and conform
with the early studies of Delattre et al. at Haskins Laboratories who found
that back vowels can be simulated by a single formant. I may illustrate the
categorical boundary between back vowels and more centrally located vo-
wels by reference to Figure 2 which shows Swedish vowel formants arranged
in F; - F, versus F; + F, plot with frequencies transformed to equivalent
Bark values. The tendency of fairly equal spacing and regular structure has
exceptions which can be related to historical sound changes and a combina-
tion of contrast enhancement and reductions. Thus, the Swedish long [u]
produced with very high degree of liprounding has advanced articulatorily to
a front vowel with a tongue location similar to that of [i:], whilst its short
counterpart [3] resembles a back vowel but for a tongue location sufficiently
advanced to transcend the 3.5 Bark F,-F, boundary. Perceptually the long
[u] and the short [a] occupy an extreme low F+F,’ ‘flatness’ feature which
they share with their historical origin [u:] and [U] in relation to all other
vowels, see further Fant (1973; 1983).

Auditory modelling has now penetrated into the domain of speech dyna-
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mics. There are indications that short-time adaptation effects increase the
discriminability of rapid onset patterns and that the frequency resolution is
enhanced for timevarying formant patterns. There remains much to be
learned about these effects and the role of special feature detectors.

‘ Our lack of understanding of the speech perception mechanism may be
lllustraFed py the two spectrograms of one and the same sentence recorded in
an auditorium (see Fig. 3) The upper case spectrogram refers to a micro-
pbone close to the speaker and in the lower case it originates from a
mlcr.ophone.in the middle of the auditorium, The reverbation distortion does
not impede intelligibility much but the spectrographic pattern is blurred to

the extent that m0§t of the usual visual cues are lost. How does the auditory
System combat noise and reverbation?

S. In Quest of the Speech Code. Variability and Invariance

Although there are shortcuts for special purpose speech recognition and
.synthe‘st by rule, it is evident that advanced goals can be reached by
intensified fundamental research only. The common knowledge needed, the
structur_e of the speech code, is also the central object of phonetics Mode’ls of
production and perception constitute a biological frame within w}.1ich we can
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Figure 3. Spectrograms of one and the same utterance from a close talking microphone and in
the middle of a reverberant auditorium.

study the speech code. Now even if we possessed perfect general models of
production and perception and a maximally effective linguistic framework,
we would still have to derive an immense amount of rules and reference data
relating message units and speaker categories to observed phonetic sound
shapes. Presently available reference data and rules are incomplete and
scattered into fractional acoustical phonetic studies. The more complete rule
systems are hidden in the software of text-to-speech synthesis systems and
are contaminated by elements of ad hoc guess work and by the specific
format of the parameter system.

So far, speech technology has relied heavily on linguistic redundancies to
ensure an acceptable performance of synthesis as well as recognition, but it is
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due time to extend fundamental knowledge by large documentary projects
around our data banks. When will we have a new version of the book Visible
Speech with not only illustrations but with reference data and major contex-
tual rules, in other words, the missing links towards the output of generative
grammar? When will we have a complete inventory of rules for generating
different voice types and stylistic variations?

For applied work it is of no great concern which distinctive feature system
we adopt for addressing phonemes as long as we can properly handle their
acoustic-phonetic correlates. Prosodic categories should not be defined by
single physical parameters. They should be treated the same way as phonolo-
gical segmentals, that is, as constituents of the message level with rules for
their many phonetic realizations.

The study of coarticulation and reduction is of central importance. There
is a need to extend the concept of reduction to variations induced by various
degrees of stress emphasis and stylistic factors. A typical example is the
variation of vowel formant frequencies with the mode of production. We
find a more extreme articulation in citation forms than in connected speech
and even more extreme in targets in sustained vowels. Emphasis and de-em-
phasis affect not only target values but in general all speech parameters and
their temporal patterning.

The speech code is a theme about variabilities and invariance. Invariance
and manifestation rules are closely connected. How do we define invariance?
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I feel that we should make a distinction between academical and more
pragmatic needs. Roman Jakobson’s concept of distinctive feature implies in
its most general form a relational invariance. Independent of the sequential
context and specific combination of other features in a phoneme, there
remains ‘ceteris paribus’, a vectorial difference along the feature dimension
comparing the + alternative and the - alternative.

Obviously, we do a better job in recognition if we make use of all conditio-
nal factors affecting the sound shapes of the two candidates. However, a
research line adopted by Kenneth Stevens is directed towards, what he calls
‘absolute’ invariance, which conceptually comes close to the common deno-
minator aspect of the distinctive feature theory. Stevens started out by
studying spectrum slope properties of the stop burst and extended his
descriptions to temporal contrasts, e.g. the intensity of the burst and that ofa
following vowel in a certain frequency region. I have suggested an extension
of the concept of absolute invariance to employ any description which does
not imply a prior phonological identification of the context. In this sense,
positional allophones of /k/ and /g/ may be identified by both the degree of
spectral concentration and by the location of energy with respect to the
format pattern after the release.

Returning to academical issues we find that the use of one and the same
feature, such as compactness in both consonant and vowel systems, compli-
cates and dilutes the common denominator whilst there still remains an
interesting parallelism, in the Jakobson-Fant-Halle system brought out by
the identification of the [k] [p] [t] relations with those within [a] [u] [i]. The
Chomsky-Halle system operating with independent consonant place fea-
tures has its shortcomings in the roundabout labeling of labials as [+anterior
[-coronal]. I prefer the output oriented acoustic-perceptual basis. Major
spectral attributes are preserved in neurophysiological studies as those of
Sachs et al. (1982: 121) see their figure of [i] versus [a] emphasizing the
compactness feature.

I am now approaching the more philosophical aspects of phonetics. We
are all more or less engaged in studies of the speech tode but this is a
painstaking slow process. Meanwhile we can make general remarks about
the code, e.g. that it has developed with a major concern for the final stage of
the speech chain. Roman Jakobson’s theme ‘we speak to be heard in order to
be understood’ has had a great impact. This principle is referred to by Bjorn
Lindblom as teleological. With a slight deletion in this exclusive term, we end
up with the word reology which has some bearing on issues such as motor
theory of speech perception, ‘speech is specially handled in perception’, the
speech code is innate, speech production is a chain process or is preplanned
etc.

I am personally in favor of a both-and principle. No single statement is
sufficient. Speech is both precise and sloppy. Speech perception involves
many parallel processings and may rely on both phonemes, syllables, and
words as minimal recognition units. The statement that the truth about
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segmentation is that you cannot need modification. You both can and
cannot. The common denominator of distinctive feature is sometimes easier
to describe with reference to articulation than to perception and the reverse is
often true. Motor theory of speech perception as well as auditory theory of
speech production both have something to contribute to our perspective,
The most absolute statement I can make is that speech research is a
remarkable, exciting venture. Most people take speech for granted. A small
child can do what 700 wise men and women at this congress do not quite
understand. I wish you all an exciting continuation of the congress.
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Perception of Speech as a Modulated Signal

Reinier Plomp
Soesterberg and Amsterdam, the Netherlands

1. Introduction

In this contribution on the significance of hearing for speech research I
would first like to demarcate what will be discussed. It is not my purpose to
present a review of the state of the art of psychoacoustics as far as it is
relevant to speech perception. Instead of this the attention will be focused on
a comparison of the physical properties of the speech signal with the limits of
the ear’s capacity to handle this signal. To avoid misunderstandings, the
auditory processes to be considered do not include the way in which the
signal is decoded in phonetic terms. Therefore, the controversy of whether or
not there is a phonetic mode will not bother us (for a recent review, see Repp,
1982).

The auditory system constitutes an important link in the transfer of
information from the original speech signal produced by the speaker to the
understanding of its message by the listener. Since speech intelligibility in
general is the main criterion of the successfulness of this transfer, it will play
an important role in our discussion. This means that the present approach
does not consider the intelligibility, or any other property, of the individual
speech sounds.

As will be shown, it is worthwhile to include in our considerations also the
transfer of the speech signal from the mouth of the speaker to the ear of the
listener, as far as the reverberation is concerned. This link in the chain is too
often neglected in phonetics.

2. Analysis of Speech in Terms of Modulation Frequency

It is common in phonetics to describe the speech signal in terms related to its
production, such as formant frequency and place of articulation. This results
in a description specific for speech, but not generally applicable to all types of
sound relevant in everyday listening. It will be clear that we cannot use such a
production- oriented description in studying the transfer of the speech signal
on its way from the speaker to the listener; the measures adequate in room
acoustics (e.g. reverberation time, sound-absorption coefficient, volume,
distance) are general, physical, quantities.

A similar argument holds for the auditory system in the strict sense of the
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term. Without going into details (see Plomp, 1976), we may compare this
system with a set of (overlapping) band-pass filters tuned to different fre-
quencies from low to high. The three main perceptual attributes of sounds:
pitch, loudness, and timbre, are strongly related to the physical properties of
fundamental frequency, intensity, and frequency spectrum, respectively.
(For experimental evidence that sounds with different fundamental frequen-
cies but equal absolute frequency spectra are very similar in timbre, see
Plomp and Steeneken, 1971). Together, these three physical quantities given
an adequate description of a speech vowel as a periodic vibration (fundamen-
tal frequency Fy) with a specific amplitude pattern of the harmonics. This
approach also holds reasonably well for the voiced consonants (sonorants);
in the nonsonorants the periodic vibration is replaced by a noise-like source.
Thus, the speech signal can be interpreted as a carrier (periodic vibration or
noise) with a frequency spectrum modulated continuously in time by the
vocal tract. Although the temporal variations of F, contribute to speech
intelligibility, this contribution is relatively small and will be left out of
consideration here. This means that we will confine ourselves to the frequen-
Cy spectrum and how it varies in time.

The significance of this perception-oriented approach can be demonstra-
ted by means of the spectrogram. In a spectrogram the frequency spectrum
measured with a set of band-pass filters is plotted as a function of time. It
does pot represent the fine structure of the signal (instantaneous amplitude)
but gives the temporal intensity envelope for the different frequency bands.
The important role the spectrogram has played in phonetic research during
the last decades may be regarded as a demonstration that the spectrogram is
an excellent representation of the information-bearing characteristic of
speech.

This conclusion suggests that it makes sense to analyze the speech-signal
envelope, reproduced in the spectrogram, in terms of sinusoidal compo-
nents, as is usual in systems analysis. This analysis should be distinguished
from the traditional frequency analysis in terms of audio frequencies. The
spectrogram gives the intensity envelope both in time (horizontal) and in
frequency (vertical) and it is these two envelopes that should be analyzed.
The resulting frequencies are not audio frequencies but modulation frequen-
cies describing the temporal and spectral variations. (In order to avoid
confusion between these two types of frequencies, the prefixes ‘audio’ and
‘modulation’ will be frequently used.)

As a further illustration of what is important in the transfer of the speech
signal, let us consider the spectrogram as an optical image to be transferred.
It will be clear that its finer details, quite essential for identifying specific
phonemes, are lost if the spectrogram is reproduced on a TV screen oras a
newspaper picture with large dots; the medium, including the eye, should be
able to preserve the relevant details. In recent years it has become common to
quantify the quality of the image transfer by means of the spectral modula-
tion transfer function, representing the faithfulness with which spatial sinu-
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soidal brightness variations are preserved as a function of modulation
frequency. Similarly, the transfer of speech as a sound signal can be quanti-
fied by means of temporal (in Hz) and spectral (for example, in periods/oc-
tave) modulation frequencies. Hence it makes sense to study the speech
signal as radiated from the mouth in terms of modulation frequencies.

Since on temporal modulation rather more data are available than on
spectral modulation, I will start by discussing what sinusoidal modulations
in time are present in speech signals, the effect of reverberation on the
transfer of these modulations from the speaker to the listener, and the way in
which the limited capacity of the ear to perceive modulations can be express-
ed, too, by a modulation transfer function. Subsequently, the same points
will be considered for the spectral modulations.

3. Temporal Modulation
3.1. The temporal envelope of the speech signal

The intensity of a speech signal as a function of time can be measured with
the aid of a squaring circuit followed by a low-pass filter with a cut-off
frequency of, say, 50 Hz. In this way a signal is obtained only determined by
the fluctuating envelope, not by the fine structure (viz. the audio frequencies)
of the speech signal. Figure 1 illustrates such an intensity envelope for a
speech fragment of 10 sec; the dashed line represents the average intensity, I,
of this signal.

By means of a frequency analysis of the intensity envelope function of the
speech signal the relative importance of different modulation frequencies can
be determined. Steeneken and Houtgast (1983) analyzed one-minute speech
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Figure I Intensity envelope for a 10-sec speech fragment.
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fragments of connected discourse from ten male and ten female speakers who
read the same text. By speeding up the envelope function by a factor of 400,
they obtained a signal fluctuating in the normal audi-frequency range. This
signal was analyzed with a set of one-third octave band-pass filters. Since the
modulation index, m, is an appropriate measure for specifying modulation
transfer functions, as we will see below, this measure will also be used for the
speech signal. It is defined as the average peak value of the filter output
amplitude divided by the average value of the unfiltered signal, T; in Fig. 1 the
sinusoids represent the case m=1.

In Fig. 2 the modulation index, averaged over ten male speakers, is plotted
as a function of modulation frequency, F (centre frequency of the 1/3-oct
band-pass filters). The 1-min speech segments were first analyzed in terms of
audio frequencies by means of octave band-pass filters; then for each octave
band the temporal intensity envelope was analyzed in terms of modulation
frequencies. We see that the resulting curves are rather similar, except for
their vertical positions. For all audio frequencies the most important modu-
lation frequencies are 3-4 Hz, related to the number of words/syllables
pronounced per sec. With ten female speakers, as well as with other texts,
almost the same results were found.

Adopting as a criterion the modulation frequency for which the modula-

tl.On index is redyced to half its peak value, we see that modulation frequen-
Cies are present in speech up to about 15 Hz.
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3.2. The speaker-to-listener modulation transfer function in rooms.

The transfer of the speech signal from the speaker to the listener depends in
an enclosed space on the reverberation characteristics of the room. The
sound travels from the mouth of the speaker to the ears of the listener via a
great many different transmission paths. At a short distance the direct path
may be the most important one, but for most positions the sound level will be
determined by the indirect paths, each including a number of reflections.
Since the time of arrival is given by the total lentgh of the path, the differences
in path length result in a blurring of fine temporal details of the speech
signal’s envelope, comparable with the optical effect of a lens system that is
out of focus. In terms of modulation, it means that slow sinusoidal modula-
tions are well preserved, whereas fast modulations are attenuated.

This(modulation)frequency-dependent behaviour of an enclosure can be
expressed in the so-called temporal modulation transfer function (TMTF).
For an input signal (band of noise) with a 100-% sinusoidally varying
intensity,Ti (1 + cos2nFt), at the position of the speaker, the output signal at
the listener’s ear is given by

1, [1+mcos(2Fnt-p)] (N

where F= modulation frequency and m as a function of F is defined as the
TMTF.

Since the TMTF was first introduced in room acoustics by Houtgast and
Steeneken (1973) as a predictor of speech intelligibility, various ways of
deriving m(F) from the room parameters have been explored. In the simplest
case the sound field is considered as the result of a statistical process of sound
reflections without any directional preference, the direct path being exclu-
ded. For such a diffuse sound field m(F) is given by

m(F) = (140.207F2T2)y1/2 A )

where T = reverberation time in sec, the time in which a sound decays by 60
dB (Houtgast, Steeneken and Plomp, 1980; Schroeder, 1981. In Fig.3 this
equation is plotted as a function of modulation frequency, with T as the
parameter. The figure illustrates the blurring effect of high modulation
frequencies and the significant role of reverberation time. The reverberation
times in everyday life are largely restricted to the range from T= .5 sec
(typical living room) to T=2 sec (good concert hall).

For a more accurate determination of the TMTF the statistical approach
has to be replaced by a geometrical approach based on the exact dimensions
of the room, the positions of the speaker and the listener, and the sound
absorption properties of the different boundary surfaces. Fora rectangular
room the algorithm has been given by Plomp, Steeneken and Houtgast
(1980), for a room with oblique walls shaped as a trucated pyramid by
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I-Tigure 3 Temporal modulation transfer function in the diffuse sound field with the reverberation
umc? of the room as the parameter. The data points (mean value and standard deviation for 50
subjects) represent the TMTF of the auditory system for 1000 Hz.

Wattel et al. (1982). Whereas those algorithms were based on mirror images,
the more general approach by means of ray-tracing has been presented by
van Rietschote, Houtgast and Steeneken (1981). In all these models the
presence of noise was also taken into account. It has been shown (Houtgast et
al. 1980) that from the TMTF over the modulation frequency range 0.4-40
Hz.a single measure can be derived, the Speech Transmission Index (STI),
which is an excellent predictor of speech intelligibility; as has been verified,
thi§ holds generally for Western languages (Houtgast and Steeneken, 1983).
This means that the algorithms for computing the TMTF from the room
parameters are important tools in designing acoustically good classrooms,
conference rooms, auditoria, etc. The TMTF concept has been successfully
extended to include band-limiting, nonlinear distortion, and other distur-
bances of the speech signal which may be present in communication channels
(Steeneken and Houtgast, 1980).

4. The temporal modulation transfer function of the ear

In the same way as an enclosure the ear may be regarded as a link in the
speech.transmission chain that is able to transfer faithfully slow variations of
sound intensity but is unable to follow fast modulations. If we could be sure
Fhat the ear is linear for modulations, we could derive the TMTF from the
Jus.t-not'iceable intensity modulation as a function of modulation frequency
(Viemeister, 1979), but this assumption is not justified. Since we cannot
measure directly at the output of the auditory system, we have to use an
external test sound to investigate the ear’s modulation transfer function. This
can be done by measuring the detection thresholds for a very short test s.ound
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coinciding in time with the peaks of the sinusoidally intensity-modulated
stimulus and with the valleys of this signal, respectively. The peak-to-valley
difference, AL, in dB, can be translated in the modulation index m.

AL= 10l0g L 10AL/10 \
= og ——,orm= . '
*Tom 10AL/10 .4 @

A condition for this approach is that detection exclusively depends on
signal-to-noise ratio which is true over a large intensity range.

In the literature only few data on peak-to-valley differences are reported
(Rodenburg, 1977; Festen et al., 1977; Festen and Plomp, 1981). In the
experiment by Festen and Plomp, the sinusoidally modulated sound was
white noise low-pass filtered with a cutoff frequency of 4000 Hz. In a
two-alternative forced-choice procedure the detection threshold of a 0.4-
msec click, octave-filtered around 1000 Hz, was measured for modulation
frequencies of 10, 15, and 20 Hz. The results, averaged over 50 normal-hear-
g subjects, are plotted in Fig. 3.

Taking the frequency for which m=0.5 as a measure of the limit up to
which the ear is able to follow temporal modulations, we arrive at a value of
about 25 Hz. Itis of interest that in the first channel vocoders, already more
than 50 years ago, intensity fluctuations up to 25 Hz were considered to be
important in speech perception (Flanagan 1965, p. 246).

This experiment leaves unanswered the question of the degree to which the
ear’s TMTF may depend on audio frequency. The scarce data on the thres-
hold for just-noticeable modulations strongly suggest that for frequencies as
low as 250 Hz the TMTF shifts (maybe by as much as a factor of two) to
lower frequencies, with the reverse holding for frequencies as high as 4000 Hz
(Viemeister, 1979).

Figure 3 allows us to express the ear’s sensitivity to modulations in
reverberation time, resulting in an estimate of T=0.12-0.15 sec. Since for
rooms the reverberation time is almost always at least 0.4 sec, it is clear that
in everyday situations the room rather than the ear is the limiting factor in
our ability to perceive temporal intensity fluctuations of sounds.

In this derivation of the TMTF it has been taken for granted that the role
of phase in the transfer of temporal modulations is negligible. If a room
modified the phase relation between the various modulation components,
this should affect speech intelligibility. For the diffuse sound field underlying
the curves of Fig. 3, the phase shift, relative to F=0Hz, is increased to only
45° at the modulation frequency for which m=0.5, with an asymptote of 90°
at high modulation frequencies. Experiments by Viemeister (1977) indicate
that for the auditory system, too, the phase shift may be neglected for the
range of modulation frequencies relevant in speech perception.
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5. Spectral Modulation
5.1. The spectral envelope of the speech signal

Analogously to the case of temporal modulations, we would like to analyze
spectral speech envelopes in terms of modulation frequencies. Since no data
for a speech fragment of which the frequency spectrum is measured periodi-
cally in time are available, we have to estimate the upper limit of spectral
modulation frequencies from audio-frequency spectra of individual speech
sounds. Both in view of their temporal prominence in speech and their
peakedness, vowels are most appropriate for investigating this upper limit.

The spectral envelopes of vowels are characterized by a series of formants,
of which the lower three are the most important ones. In addition to their
frequency and level, these formants are described by their bandwidth and
their interdividual spread in frequency.

Experiments by Dunn (1961) have shown that, in the mid-frequency range
(800-2500 Hz), formant bandwidth is, roughly, about 6%. Assuming triangu-
lar spectral formant shapes, this implies that two formants have to differ
apout 15% in order to be separated by a spectral valley of 4.77 dB, correspon-
ding to rr'1=0.5 (equation 3). This peak distance of 15% determines the upper
:)r::ct):‘llxlanon frequency present in speech spectra, equal to about 5 periods/

e.

_ Th.ls yglue should be considered as an upper estimate, excluding the
interindividual spread in formant frequencies. Since speeck,x recognition is
lt):esefcrieon the absolut§ r;.zlher than the relative position of the spectrum along
accounczu;r;cry;cille, 1t 1s reasonable to take the interindividual spread into
. at-)om 10?7e \I/)owel spectra the standard deviation of formant frequen-
o o2 % (Pols, Tromp and Plomp, 1970) which means that 68% of
artpeal s are within a range of 20% around the average frequency for that
&mliﬁea; Wforrfnam. Interpreting this 20% as a bandwidth to be combined
Fonit of mo?jﬁ] tl}e formant bgndwidth, we arrive at a lower estimate of the
ation frequencies present in speech of about 1 period/octave.

On the basis of 1/3- octave v
1 .
obtained (Plomp, 1983), T o € same lower estimate has been

6. The transfer from the speaker to the listener in a room

The fact that sounds reach the ear via a
pgths does not only influence the tem
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great many different transmission
POra.l modulations present in the speech
pressure level at allso 1ts spectrum. For steady-state pure
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1954). Measurements. a1 standard deviation of 5.57 dB (Schroeder,
confirmed this velue (Plomp and Sueraet s s, 2 concert hall have
consequence of th omp and Steeneken, 1973). This uncertainty is a

¢ vectorial addition of sound waves with random phases; it
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is inherent in a diffuse sound field and cannot be reduced by acoustical
measures.

In order to get some insight into the effect of this ‘noisy’ character of the
transfer of sound in a room on the speech signal, we can compare it with the
interindividual spread in vowel spectra. Using data from Klein, Plomp and
Pols (1970) it was found that the spectral variance due to reverberation is
about as large as the interindividual spectral variance for male speakers
pronouncing the same vowel (Plomp and Steeneken, 1973).

7. The spectral modulation transfer function of the ear

The sum of white noise and its replica by 1 sec results in so-called comb-filte-
red noise with an intensity varying sinusoidally along the frequency scale ata
frequency of 1/1 Hz (thus a delay of 5 msec gives noise with peaks at
distances of 200 Hz). Similarly as temporally modulated noise, this signal can
be used for measuring the peak- to-valley difference for a test tone at a fixed
frequency.

With the same group of 50 normal-hearing subjects for which the TMTF
was measured (Fig. 3), the spectral modulation transfer function (SMTF)
with comb-filtered noise was also investigated. Short 1000-Hz test tones
(duration 15 msec) were presented either during or immediately after 500-
msec noise bursts. These two conditions, simultaneous masking, were chosen
because they result in different values of the ear’s SMTF, as the results in Fig.
4 show. This difference is attributed to a sharpening mechanism (lateral
suppression, comparable with Mach bands in vision) not effective in simulta-
neous masking (for more details see Houtgast, 1974, Plomp, 1976).

According to Fig. 4, the ear is able to detect spectral modulationsup to a

=l intensity
L 4

one-sec.intervals

Figure 4. Spectral modulation transfer function (mean value and standard deviation for 50
subjects) of the auditory system for 1000 Hz. The left-hand curve holds for simultaneous

masking, the right-hand curve for forward masking.
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!imit of, on the average, about 4 periods/octave, with lateral suppression
included, and of about half this value for the condition without the effect of
lateral suppression. From experiments by Houtgast (1974) we may conclude
that these figures, measured for 1000 Hz, hold generally over the speech-fre-
quency range. The diagram indicates that for the first-mentioned condition
the interindividual differences are rather large; this confirms the finding in
other experiments that subjects differ considerably in the effectiveness of the
ear’s sharpening mechanism.

8. Effect of Hearing Impairment

In the previous sections we have discussed values for the upper limits of
temporal and spectral modulation frequencies present in the speech signal as

well as the upper limit of the ear’s capacity to detect modulations. These data
can be summarized as follows:

Type of modulation Speech signal Hearing

Normal Impaired
Temporal (Hz) 15 25 10
Spectral (per/oct) Ito$ 2to 4 l.4to 1.6

From this table we may conclude that speech and normal hearing are well
maFched; the modulations present in speech cover the frequency range over
whxc}'n the ear is able to follow these modulations.

This agreement is disturbed in the case of hearing impairment. The right

most column of the table gives average values for a group of 22 hearing-im-
palred.subjects with moderate hearing losses (30 to 60 dB for 1000 Hz) of
sensorineural origin. These recent data from Festen and Plomp (1983) were
gathered with the same experimental procedures as used in the case of
normal hearing.
We see that hearing-impaired subjects are, on the average, unable to hear the
fast temporal intensity variations present in speech. According to the TMTF
curves of Fig. 3, their hearing handicap in a reflection-free room is , in this
respect, comparable with the situation for normal-hearing listeners ina room
with a reverberation time of about 0.4 sec.

The table shows that not only the ear’s TMTF but also its SMTF is reduced
by the hearing impairment. This reduction is much stronger for the nonsi-
multaneous condition than for the case of simultaneous masking resulting in
glmost equal values in periods/octave. This suggests that lateral suppression
is rather susceptible to hearing loss.

Itis well—'known that hearing-impaired subjects have special difficulties in
un’derstandmg speech in noisy and reverberant environments (cf. Plomp and
Mimpen, 1979; Plomp and Duquesnoy, 1980; Duquesnoy, 1982). We may
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conclude that, at least partly, these difficulties are due to the reduction in the
ear’s upper limits for the detection of temporal and spectral modulations.
There are indications that by compensating for the ear’s decrease in sensitivi-
ty to temporal modulations, speech intelligibility can be enhanced (Lewien,
1982; see Schroeder’s contribution to this congress).
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Speech and Hearing: Some Important Interactions

Manfred R. Schroeder
Gértingen, FRG and Murray Hill, USA

Abstract

I will discuss the following three topics at the interface of speech and hearing:

1. The importance of auditory masking by the speech signal on the percep-
tion of speech itself. This ‘self-masking’ of speech is also important in the
synthesis of speech and its digital encoding. In particular, the sizable
quantizing noise at the low bit rates desirable for efficient digital transmis-
sion and storage of speech signals can be made nearly inaudible by
exploiting the masking properties of the human ear. (Collaborators: B.S.
Atal and J.L. Hall)

2. Work at Goéttingen on processing of speech signals to enhance their
intelligibility for the hard-of-hearing, particularly those suffering from
sensorineural hearing loss and recruitment. (Collaborators: W.H.
Strube, T. Langhans and T. Lewien)

3. Effects of phase on the perception of speech, including the possibility of
creating intelligible speech from signals with time-invariant flat power
spectra solely by controlling monaural phase. These results point to the
importance of temporal cues in the perception of speech beyond presently
accepted limits. (Collaborator: S. Mehrgardt).

1. Introduction

I was raised as a physicist and thus, I feel a bit out of place at a Phonetics
Congress - but not entirely. In 1953 - 30 years ago - Prof. Werner Meyer-Ep-
pler from the Phonetics Institute in Bonn gave a colloquium talk at the
University of Géttingen and I (a young student then) was much impressed by
what he had to say about speech and hearing, about linguistics and informa-
tion theory. My physicist friends pretended that they did not understand
what Meyer-Eppler was talking about, but I was so taken with his message
that a year later - upon joining Bell Laboratories - I changed my primary
research field from microwave physics and physical acoustics to speech.

[ remember building the first voice-excited vocoder (VEV) - not from
integrated circuits, but from individual components, soldering iron in hand.
We discovered that the cepstrum technique - originally suggested to distin-
guish earthquakes from nuclear explosions - was an ideal tool for the
detection of the fundamental frequency of speech.
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We manipulated formant frequencies, segmental durations and pitch of
natural speech to create the most unnatural speech signals anyone had ever
heard. In fact, taking a leave from the great Creator, we tried to change a
male voice into a female voice and discovered there is more to the male-fe-
male dichotomy than pitch and formant frequencies. (Even after getting
formant bandwidths right, our female creations did not sound very inviting -
say for sharing an evening at the opera.)

In our work on analyzing and synthesizing speech we were constantly
reminded how important hearing - or more generally: auditory perception -
is. Let me give you just one small example. At some point in my speech career
it occurred to me that the signal-to-noise power ratio (SNR) of voiced speech
contaminated by white noise could be enhanced a hundredfold by a pitch-
tracking comb-filter. And the physical measurements on a noisy speech
signal so processed showed that, indeed, the SNR was improved by more
than 20 dB. But when it came to assessing the improvement in speech
intelligibility - a subjective measure - the result was nil: the processed speech,
although sounding less noisy, was not a bit more intelligible than the unfilter-
ed signal. In other words, whatever my pitch-tracking comb-filter did, the
listener’s brain could do just as well, using its own biological ‘software’.

2. Auditory Masking by Speech Signals

While this early lesson on the interaction of speech and hearing was negative
from the point of view of a practical application (enhancement of intelligibi-
lity) another interplay between speech and hearing has paid off very handso-
mely: the exploitation of auditory masking to reduce the audibility of
quantizing noise in digital speech. When we first started to apply the princi-
ple of linear predictive coding (LPC), everybody was gratified by the resul-
ting high speech quality. Only at very low bit rates some distortion, caused by
quantizing noise, could be heard. Then it occurred to me that even this
distortion could be eliminated by sweeping the quantizing noise under the
‘formant rug’, so to speak. Quantizing noise in linear predictive coding
typically has a flat spectrum as shown in Fig. 1. But by computing the
loudness of the noise in the presence of the speech signal and then minimizing
it, resulting in a noise spectrum as shown in Fig. 2, we can make the noise
practically inaudible. Even at 1 bit/sample for the prediction residualsignal,
the quantizing noise is inaudible and input and output speech signals are
virtually indistinguishable. Fig. 3 shows some of the steps of this computa-
tion. Most of this work was done in collaboration with J.L. Hall and B.S.

Atal of Bell Laboratories and P. Calavrytinos at Géttingen (Schroeder et al.,
1979a, 19795, 1982).
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SPECTRAL ANALYSIS S(t) —= S(f)

RELATION BETWEEN

- inh (X
FREQUENCY AND TONALNESS f = 650 sinh ()

TRANSFORMATION .

FROM Hz to Bark S{f) —= S(x)

NEURAL EXCITATION

FOR SPEECH SIGNAL E(x) = S(x) * B(x)
A

NEURAL EXCITATION Q) = NG x Bx]

FOR QUANTIZING NOISE

Fig. 3. Some of the steps in the computation.

3. Enhancement of Temporal Cues

I'rpemioned Meyer-Eppler before and will mention him again. When I
visited his Institute at the University of Bonn in 1958, he showed me - among
other things - an old German patent of his: a kind of vowel-consonant switch
that would increase the power level of consonants in connected speech to
prexfent.them from being masked by preceding vowel sounds in a reverberant
auditorium. A beautiful idea - except it did not work. The constant switching
mac‘ie the original speech signal rather unintelligible even before it was

subjected to reverberation.
hLat;r, when 1 learx}ed about thF modulation transfer function (MTF), 1
thought I c.ould outwit reverberation by increasing the modulation envelope
of speecl? signals - but to no avail. Nevertheless, manipulating the envelope of
§peec_h .SI‘gpals has led to success in another application - improving speech
\rr;telh_gnbmty for the n?urally deaf - more specifically, people who suffer from
thi:}lxt:ll;:tc;fsl?:h patients }}ave only a very narrow level range between the
s amplitude haazmg afr}d dxs‘comfort. If speech is to be intelligible to them,
P s to be 1.tted into the narrow level ‘window’. This would call
alread;)mar i:;‘?PrTS‘Slf)I}.'However, such compression would decrease an
not in stati gnar inte hlg"blllty, because much speech articulation is reflected
ransitions beth amplitudes and spectra, but in temporal cues and fast
modulation roccn stationary states. Thus, a more sophisticated kind of
different moc‘i)ulateics')smg is called for as illustrated in Fig. 4, which shows
compression, in which all modulati an Pan612'1llustrates ordinary dynamic
about 12 dB | : odulation frequencies are equally attenuated (by
in the illustration). The third panel shows a reduction of the
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Fig. 4. Different modulation transfers (M) vs. modulation frequency.

modulation at low modulation frequencies (below 5 Hz). The fourth panel
shows both this reduction and an increase in the modulation at high modula-
tion trequencies, thereby both compressing the dynamic range (determined
mostly by the low modulation frequencies) and enhancing the transients.
(The corresponding operation in vision is called edge enhancement.)

The modification of the modulation spectrum of speech is done separately
for each critical band of hearing. The success of this method in enhancing
speech intelligibility, both in noisy environments and for recruitment pa-
tients, was demonstrated by H.W. Strube, T. Lewien, and T. Langhans and
described at the 1982 FASE/DAGA Congress in Géttingen.

4. The Importance of the Time Waveform of Speech Signals

In the 1950s, when I first became interested in speech synthesis, I was almost
immediately intrigued by the problems of subjective quality of synthetic
speech. Vocoders had a reedy, ‘electronic’ accent and I thought that the
excitation waveform, consisting of sharp pulses for voiced sounds, was per-
haps to blame. To investigate this question more deeply, I built a generator
for 31 coherent harmonics of variable fundamental frequency. The phase of
each harmonic could be chosen to be either 0 or n-a total of 230=1,073,741,
824 different waveforms, each of which appeared to have its own intrinsic
timbre - their identical power spectra notwithstanding. (I wish Seebeck, Ohm
and Helmholtz had had a chance to listen to these stimuli!)

For all phase angles set equal to 0, one obtains a periodic cosine-pulse, see
Fig. 5. When this waveform is used as an excitation signal for a speech
synthesizer, the result is the reedy quality already mentioned. By contrast, if
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Fig. 5. A periodic cosine-pulse, with phase angles set equal to 0.

one randomizes the phase an
and a mellower sound (Schr

the phase angles (one that
formula

gles, one gets a less peaky waveform, see Fig. 6.
oeder, 1959). A better-than random choice for
gives an even less peaky waveform) is given by the

¢ = mn?*/N

where n is the harmonic number and N the total number of harmonics in the
flat spectrum stimulus. More general formulae, for arbitrary and phase
angles restricted to 0 or T, are given in Schroeder, 1970.

Many of the waveforms generated by phase manipulation, although they
had smooth spectra without formant structure, had a vowel-like quality; I
shall return to this astounding observation in a moment. Let me first describe
an auditory masking experiment performed by Sénke Mehrgardt at our
Institute, which gave an astonishing monaural phase effect.

Mehrgardt took a harmonic tone complex with a speech-like power spec-
trum. The phase angles of the individual harmonics were either constant or
random. The two resulting signals, one reedy sounding, the other with a
vowel-like quality, were used to mask a 1200-Hz pure tone. The masked
thresholds are shown in Fig. 7. For the random-phase masker, the masked
threshold increases with decreasing fundamental frequency of the masker -

|
\AWA\]AVAVAVNVA""WA'A VAVAUAVA\/AWMWAVnVAV“VAvA'“W nunvwanf

Fig. 6. A periodic cosine-pulse, with randomized phase angles.
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Fig. 7. Direct masking threshold of test tone (1200Hz) masked by a harmonic complex.

as expected, because more masker harmonics fall into the critical band
around the maskee (the test tone). By contrast fOI.‘thC consta.nt-phase maskei
(open circles) the masked threshold decre;ue; WIthf?ectr'eaSlng fundamenta
requency. A paradox, a 40-dB monaural phase effect!
; eI(-]Il:)w i); thisp possible, considering that G.S. Ohm and H.v.? Helmhfg;z
argued about whether there are any monaurgl phase effect at all? A p}(l)ss¥ e
explanation is illustrated in Figs. 8 and 9, whlcl} sho'w .the effects on tl ¢ tlmhe
waveforms of doubling the 7th harmonic. While this is c!early visib e m; e
case of the constant-phase spectrum (Fig. 8) no such obvious extra signa _at
the 7th harmonic is detectable in the case of the ‘random’-phase masker (Fig.
9)‘But it might be argued that higher centers in the aud?tory pathway do not
‘see’ the waveforms shown in these two figures. The inner ear performs a
critical-band analysis, resulting in signals as illustrated in F{g. 10. 4
However, after this bandpass filtering by the ear there remain pronounc;
waveform differences between constant and ‘randor_n’-phase signals. ForF e
constant-phase masker, there are still time gaps in the wgveform durlmg
which the presence of a test-tone could be be detecFed, espec.lally at very low
fundamental frequency, confirming the result of Fig. 7. If this explanation is
to hold water, then a short tone pulse used as a signal sh01'11d show characte-
ristic variations of the masked threshold with time‘reﬂectmg the envel;)ggzqf
the masker. This is indeed observed as shown in_ Fig. ll' (Mehrgardt, ‘ t).
I will not pursue here the possibility of using this e)fpenmental parad;gm c:
explore the temporal response characteristics of the 1nr}er ear. Rather, T\;'lan
to stress the importance of temporal detail in speech-llke wavaorms. ese
results suggest the existence of short time-windows durmg which the humfan
ear can ‘look’ at waveforms and perceive important dlfferepces even for
given amplitude spectra. If this is true, it should be pos§1ble to creatt:
speech-like percepts for signals having smooth spectra without forman
structure.
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Fig. 8 Waveform of 31 harmonics in zero phase. a) amplitudes Hamming-weighed; b) ampli-
tudes as in a), but amplitude of seventh harmonic doubled.
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Fig. 9. Waveform of 3] harmonics with «

rand ” . el d;
b) amplitudes as in a), om " phase. a) amplitudes Hamming-weighe

but amplitude of seventh harmonic doubled.

% Fundamentat
frequency 80Hz

vﬂ'lvﬂ, Av | 'AV.A'A'A W Fundamental

frequency 4OHz

o Fundamentaql

frequency 40Hz

. Phase "Random*
Fig. 10. Bandpass fi

l .
tered harmonic complex (1/3 octave bandpass, centered at 1500Hz).

Schroeder: Speech and Hearing: Some Important Interactions 49

/ N
\ )___D—O'.-u
—'Q\\ .’ -’

. io- e
A ol
— Phase “Random” \m

10 15 ms

Delay test tone
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Such an experiment was performed by Dr, Strube at our institute who
synthesized flat-spectrum signals corresponding to the three diphthongs
/au/, /ol/, and /al/. This is accomplished by adjusting phase angles below
and above the drawn-in vowel spectrum as shown in Fig. 12. All three signals
sound clearly speech-like, although there is no formant structure. In fact,
they clearly sound like the diphthongs underlying the synthesis. As expected,
the diphthongs-like percept is more pronounced at lower fundamental fre-
quencies, consistent with the time-window model.

But is this time-window a complete explanation? More recent re.sults by
Mehrgardt hint that it is not. The different maskers illustrated in Fig. 13 all
should give the same threshold for the test-tone pulse; l'{ut they do not, as
shown in Fig. 14. Rather, as the random frequency shifts of the masker
components are increased, the threshold increases by about 18 dB although
the time gap during which the test tone occurs is clearly defined for all
conditions. No such increase of threshold is observed if all frequency compo-
nents are shifted by the same amount. These results suggest that the ear needs

| Spectrum

.

+90°
0° \\\ ///

Fig. 12, Flat spectrum signal with adjusted phase angles.
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many time gaps (and not just a sin
test-tone pulse!

'It looks as if waveform memory is involved. Is this possible, or even
thinkable? We haye reached a point where only further experiment; can help
us. We kn(?w quite a bit about the auditory periphery, but woefully little
a‘bout the hlgher interpretive functions of hearing. Why do two voices sound
like two voices under most conditions? How does our brain integrate the
separate harrr}onic components of a given speech signal into a single vowel
percept? Precisely under what conditions does such integration take place?
Here are some of the most interesting questions for future research. .

400
Af 0] Af L
F=—20
%10ms,1000Hz
, T T I
0

dB

=10 - ./ .
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Fig. 14. Increase of threshold with increased random frequency shift of the masker

gle one) to optimally detect a single
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What, in speech perception do we hear as ‘figure’ and what as ‘back-
ground’, to use terms familiar from visual perception. Let me illustrate from
an example from language comprehension: There are hundreds of words
spelled alike in English and German but having different meanings. I once
wrote a little German story using only such words and showed it to a
German-speaking friend in the United States and asked him what he thought
of it. Answer: ‘Nothing, a random collection of words’. Half a year later in
Germany I showed the same friend the same story and asked him again what
he thought of it. The answer this time: ‘Quite an interesting story, who wrote
it? When I asked him whether he saw anything unusual in the words, the
answer was: ‘No, [ don’t see anything.’

As an example of a possibly interesting figure background experiment in
speech perception let me sketch Fig. 15. Again we have a flat spectrum with a
vowel contour drawn. The harmonic frequency components below and
above the vowel line are altered either randomly or more or less coherently
along the frequency axis, either by fixed amounts or in a time-varying
manner (jitter). At what degree of coherence or jitter do we hear a vowel-like
sound? Or will we hear two vowels - or none?

| Spectrum

e

N o

FrequenE;

Fig. 15. Flat spectrum signal with random alternations below and above vowel line.

5. Conclusion

What is our main conclusion? We have reaped nice benefits on the basis of
our present knowledge. We have made quantizing noise in digital speech
practically inaudible even at very low bit rates. We have manipulated the
modulation of speech intelligibility in noise and for certain kinds of hearing
disorders. And we have shown the importance of temporal cues, beyond
prior expectation. But there are still large blank areas on our map of
understanding and our most interesting insights into speech and auditory
perception are yet to come.
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Relation between Speech Production and Speech Perception

L.A. Chistovich
Leningrad, USSR

1. Introduction

The problem of relations between auditory representation of speech unit and
the ‘goal’ in the program for this unit production is highly important for both
speech production and speech perception theories. Auditory control of
timing in execution of motor program is another aspect of the problem. It
was supposed that the acoustical events arising at the onset of speech sound
production might trigger, after prescribed delay, the execution of the next
speech unit (the ‘chain’ model of production).

Neurophysiological studies of the central auditory system suggest the
extraction of two kinds of information from the peripheral auditory pattern -
one, most appropriate for timing control (short ‘phasic’ responses to rapid
spectral and amplitude changes) and the other one, more appropriate for
specification of the goals (selective responses to specific spectrum shapes,
direction of spectral peak transition and so on). It is important to note that
auditory neurons seem to have only a primitive memory: they can integrate,
with some time constants, the incoming excitations and inhibitions and they
can become temporarily blocked after firing. The time window of processing
appeared to be different for different neurons but it did not exceed 200 ms.

The aim of this paper is to review some experiments where external speech
stimuli were used to control speech production. In speech-by-speech syn-
chronization experiments the subjects produce the prescribed response, only
the timing might be controlled by the stimulus. Experiments on mimicking
concern the goals formation. Both the goals formation and the timing are
involved in shadowing.

2. Speech-by-speech synchronization

The subject can synchronize the production (response) with periodically
presented stimuli (clicks, tone pulses) and make stimulus and response
overlap in time. It was speculated that if speech stimuli were to be used for
synchronization, the speech execution mechanism might mistake the mar!cer
of the speech sound onset in the stimulus for the marker of the corresppndmg
onset in the response. It was found: Chistovich et al. (1972) that the interval
between V, onset in VCV-stimulus and V, onset in VCV-response was really
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more s}gb]e than the .interval between V, and V, onsets in the response. The
variability of the last interval (between V,and V, in response) appeared to be

lg

3. Mimicking of isolated sounds

f;é);rlments on milmlckm.g thg loudness of fricative sound (Malinnikova,
), vowel dl.xratlon (Chistovich et al., 1966) and tone pitch (Lublinskaja
1968) were at first ajmed to test whether the subject’s goal was to match the’
:Ve:feo::re thhdtl?e snmulu.s. Clear negative results were obtained: the subjects
pere );Igoo Inpreserving in responses the orderly relations among stimuli
e bey id pot reprgduce the absolute values of the stimuli. (Mimicking of
;)(:acles ylm951cally tralped subjects was an exception). This points to wired up
effortsr;::lenfithedauleor)'l system outputs to motor control parameters. The
s med at fmdxgg out whether these scales are fixed or adaptive
when the last alternative appeared to be true, to study the variables
controlll‘ng the scale adaptation (Malinnikova, 197,1). ’
Ofltiggir:?:;ttsrzntmlmlckmg synthetic vowel by subjects with different sizes
that the e cts (males, females, children of different ages) have shown
frequenciessj ] ;t))reserve the orderly relations among stimuli in formant
i aeneie Stilr);lcle ut they do not match the spectrum of the response with
vowel e an u us (K?m, 1978; Kefn etal., 1979). There are indications that
e COm’mg 1san innate behavior. The important problem is to find out
i Cllr1u0u§ or discrete scales relgte responses to stimuli in vowel
o dg. .uste.rmg of responses predicted by categorization has been
rve (Chistovich et al., 1966; Kent, 1973; Kent 1978) but far more
éxtensive data are needed for a reliable conclusion. ’ r

4. Shadowing

Zr,h;c;bilsll;ywce)ﬁ ZUbJCCtS to rapidly imitate (shadow) natural and synthetic
VoV ocumex?ted fact.. The data on shadowing stop consonants in
bls imuli are bes't sx.med to discuss the implications of the effect and the
t)hr:t elrtr}l]s Involved in its ana!ysis. Identification experiments have shown
although some information about consonant identity is conveyed by

dCClSlOl'.l on the events following the release of closure. In shadowing VCV
the sgbjects start the consonant production before the release of clofu i

the §t1mu'lus (Kozhevnikov et al., 1965; Porter et al., 1980). That meansrt;”:
auditory information corresponding to closure transition is transformed i ta
motor representation (goal or the set of goals) and could be stored in tl:i'o
fo'rm till new auditory data arrive. It was found that consonant re .
might begin with erroneous articulation, which could be correctedsipnc?lje
course of production. It was tempting to speculate (Kozhevnikov et al l965§
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that response modifications in shadowing reflect the temporal process of
phonetic interpretation. I shall present some arguments against this view and
in favour of the idea that the execution of the motor program observed in
shadowing and the formation of this program might appear to be two
parallel processes controlled by a different kind of auditory information. The
latencies of shadowing are equal to simple reaction time. It was found that
the actual signal eliciting the response in experiments on simple reaction time
to tone is not the tone but the event of onset (presumably on-response).
Substitution of the stimulus with the tone of far different frequency results in
the same response with just the same latency (Chistovich, 1956). If shadow-
ing resonse to vowel is also triggered by the onset of the stimulus, then by
cutting out the late parts of the vowel we might influence the quality but not
the latency of the response. The experiments on shadowing the natural whole
and truncated vowels confirmed these expectations. The critical stimulus
duration determining the initial part of response appeared to be between 50
and 100 ms (Chistovich et al., 1962).

The experiments on shadowing synthetic /ao/, /az/ and ai/stimuli with
long and variable /a/ duration (Porter et al., 1980) have shown that subjects
start correct response to second vowel with a latency of 150 ms from the onset
of the formant transitions. The same or a little longer latencies were observed
in simple reaction time situation: subjects had to respond by /ao/ to all three
kinds of stimuli. This also suggests that the same events trigger the response

execution in both tasks.

5. Mimicking of simple sequencies.

Comparison of mimicking response to isolated stimulus with the response to
the same stimulus in contest seems to be a good approach to study contextual
rules. Pronounced contrast effect has been observed in formant patterns of
the second vowel produced in mimicking VV-stimuli with different first
vowels (Kent, 1974). It was also observed in vowel durations produced in
mimicking VV with different durations of the vowels in the stimulus (Zhu-
kov, 1971). Pitch contrast effect was studied on musically trained subjects,
who were instructed to listen to a tone pair and precisely reproduce both
stimuli. The subjects followed the instruction when the frequency difference
between stimuli was large. When it was small, they made one response higher
and the other one lower than the corresponding stimulus. It seems that the
subjects tried to preserve the average to the pair pitch and to increase the
difference between components of the pair (Lublinskaja, 1970). It is clear
that this kind of processing is not compatible with the facts concerning the
auditory system. True memory and the ability to read out and modify the
previously recorded item are necessary.
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6. Concluding remarks

It is obvious that the brain must possess some ‘language’ to trans(ljatteat(l)lf1
auditory information into information to the rpotor system. Th;d :es -
shadowing suggest that the translation occurs wm'\ sl‘xor't delay an e this
require long auditory memory. The results on mm}lckmg gugges . late
audio-motor ‘language’ is at least partly innate. It is tempting to spe o
that several phonetical effects and regularities reflect in fact the structure

ination in
the rules of this ‘language’ and could be found under close examinati
various perceptual-motor skills.
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Relation between Speech Production and Speech Perception

L.A. Chistovich
Leningrad, USSR

1. Introduction

The problem of relations between auditory representation of speech unit and
the ‘goal’ in the program for this unit production is highly important for both
speech production and speech perception theories. Auditory control of
timing in execution of motor program is another aspect of the problem. It
was supposed that the acoustical events arising at the onset of speech sound
production might trigger, after prescribed delay, the execution of the next
speech unit (the ‘chain’ model of production).

Neurophysiological studies of the central auditory system suggest the
extraction of two kinds of information from the peripheral auditory pattern -
one, most appropriate for timing control (short ‘phasic’ responses to rapid
spectral and amplitude changes) and the other one, more appropriate for
specification of the goals (selective responses to specific spectrum shapes,
direction of spectral peak transition and so on). It is important to note that
auditory neurons seem to have only a primitive memory: they can integrate,
with some time constants, the incoming excitations and inhibitions and they
can become temporarily blocked after firing. The time window of processing
appeared to be different for different neurons but it did not exceed 200 ms.

The aim of this paper is to review some experiments where external speech
stimuli were used to control speech production. In speech-by-speech syn-
chronization experiments the subjects produce the prescribed response, only
the timing might be controlled by the stimulus. Experiments on mimicking
concern the goals formation. Both the goals formation and the timing are
involved in shadowing.

2. Speech-by-speech synchronization

The subject can synchronize the production (response) with periodically
presented stimuli (clicks, tone pulses) and make stimulus and response
overlap in time. It was speculated that if speech stimuli were to be used for
synchronization, the speech execution mechanism might mistake the mar!cer
of the speech sound onset in the stimulus for the marker of the corresppndmg
onset in the response. It was found: Chistovich et al. (1972) that the interval
between V, onset in VCV-stimulus and V, onset in VCV-response was really
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more. s}gb]e than the .interval between V, and V, onsets in the response. The
variability of the last interval (between V,and V, in response) appeared to be

lg

3. Mimicking of isolated sounds

f;é);rlments on milmnckm.g the' loudness of fricative sound (Malinnikova,
), vowel dl.xratlon (Chistovich et al., 1966) and tone pitch (Lublinskaja
1968) were at first ajmed to test whether the subject’s goal was to match the’
:Ve:feo::re thhdtl?e snmulu.s. Clear negative results were obtained: the subjects
pere );Igoo Inpreserving in responses the orderly relations among stimuli
e bey id pot reprgduce the absolute values of the stimuli. (Mimicking of
;)(:acles ylm951cally tralped subjects was an exception). This points to wired up
effortsr;::lenfithedauleor)'l system outputs to motor control parameters. The
oo med at fmdxgg out whether these scales are fixed or adaptive
when the last alternative appeared to be true, to study the variables
controlll‘ng the scale adaptation (Malinnikova, 197,1). ’
Ofltiggir:?:;ttsrzntmlmlckmg synthetic vowel by subjects with different sizes
that the e cts (males, females, children of different ages) have shown
frequenciessj ] ;t))reserve the orderly relations among stimuli in formant
haaeneie Stilr);lcle ut they do not match the spectrum of the response with
vowel e an u us (K?m, 1978; Kefn etal., 1979). There are indications that
e COm’mg 1san innate behavior. The important problem is to find out
it Cllr1u0u§ or discrete scales relgte responses to stimuli in vowel
o dg. .uste.rmg of responses predicted by categorization has been
rve (Chistovich et al., 1966; Kent, 1973; Kent 1978) but far more
éxtensive data are needed for a reliable conclusion. ’ r

4. Shadowing

Zr,h;c;bilsll;ywce)ﬁ ZUbJCCtS to rapidly imitate (shadow) natural and synthetic
VoV ocumex?ted fact.. The data on shadowing stop consonants in
bls imuli are bes't sx.med to discuss the implications of the effect and the
t)hr:t elrtr}l]s Involved in its ana!ysis. Identification experiments have shown
although some information about consonant identity is conveyed by

dCClSlOl'.l on the events following the release of closure. In shadowing VCV
the sgbjects start the consonant production before the release of clofu i

the §t1mu'lus (Kozhevnikov et al., 1965; Porter et al., 1980). That meansrt;”:
auditory information corresponding to closure transition is transformed i ta
motor representation (goal or the set of goals) and could be stored in tl:i'o
fo'rm till new auditory data arrive. It was found that consonant re .
might begin with erroneous articulation, which could be correctedsipnc?lje
course of production. It was tempting to speculate (Kozhevnikov et al l965§
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that response modifications in shadowing reflect the temporal process of
phonetic interpretation. I shall present some arguments against this view and
in favour of the idea that the execution of the motor program observed in
shadowing and the formation of this program might appear to be two
parallel processes controlled by a different kind of auditory information. The
latencies of shadowing are equal to simple reaction time. It was found that
the actual signal eliciting the response in experiments on simple reaction time
to tone is not the tone but the event of onset (presumably on-response).
Substitution of the stimulus with the tone of far different frequency results in
the same response with just the same latency (Chistovich, 1956). If shadow-
ing resonse to vowel is also triggered by the onset of the stimulus, then by
cutting out the late parts of the vowel we might influence the quality but not
the latency of the response. The experiments on shadowing the natural whole
and truncated vowels confirmed these expectations. The critical stimulus
duration determining the initial part of response appeared to be between 50
and 100 ms (Chistovich et al., 1962).

The experiments on shadowing synthetic /ao/, /az/ and ai/stimuli with
long and variable /a/ duration (Porter et al., 1980) have shown that subjects
start correct response to second vowel with a latency of 150 ms from the onset
of the formant transitions. The same or a little longer latencies were observed
in simple reaction time situation: subjects had to respond by /ao/ to all three
kinds of stimuli. This also suggests that the same events trigger the response

execution in both tasks.

5. Mimicking of simple sequencies.

Comparison of mimicking response to isolated stimulus with the response to
the same stimulus in contest seems to be a good approach to study contextual
rules. Pronounced contrast effect has been observed in formant patterns of
the second vowel produced in mimicking VV-stimuli with different first
vowels (Kent, 1974). It was also observed in vowel durations produced in
mimicking VV with different durations of the vowels in the stimulus (Zhu-
kov, 1971). Pitch contrast effect was studied on musically trained subjects,
who were instructed to listen to a tone pair and precisely reproduce both
stimuli. The subjects followed the instruction when the frequency difference
between stimuli was large. When it was small, they made one response higher
and the other one lower than the corresponding stimulus. It seems that the
subjects tried to preserve the average to the pair pitch and to increase the
difference between components of the pair (Lublinskaja, 1970). It is clear
that this kind of processing is not compatible with the facts concerning the
auditory system. True memory and the ability to read out and modify the
previously recorded item are necessary.
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6. Concluding remarks

It is obvious that the brain must possess some ‘language’ to translate the
auditory information into information to the motor system. The data on
shadowing suggest that the translation occurs with short delay and does not
require long auditory memory. The results on mimicking suggest that this
audio-motor ‘language’ is at least partly innate. It is tempting to speculate
that several phonetical effects and regularities reflect in fact the structure and
the rules of this ‘language’ and could be found under close examination in
various perceptual-motor skills.
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Relation between Speech Production and Speech Perception

Hiroya Fujisaki
Tokyo, Japan

1. Introduction

It is apparent that the mechanisms and processes of speech production and
those of speech perception are essentially different. Functionally, speech is
produced by successive execution of prestored motor programs, while speech
is perceived by categorization of successive linguistic units and by recog-
nition of their hierarchical structure. The acoustic characteristics of speech
perceived by a speaker are not necessarily identical to those of speech which
he/she produces, because of various contextual, idiosyncratic, and dialecti-
cal variations. On the other hand, it is quite natural to assume that the
original message to be uttered by a speaker and the ultimate message to be
received by the same person as listener would have the same form of
linguistic representation in his mind. Moreover, many people tend to assume
the existence of a further link between speech production and speech percep-
tion. In fact, several theories or models have been presented on their possible
relations, such as the articulatory reference theory, the analysis-by-synthesis
model (Halle and Stevens 1959), the motor theory of speech perception
(Liberman et al. 1962), the auditory pattern model (Fant, 1967), the audito-
ry-motor theory of speech production (Ladefoged et al., 1972), etc. Experi-
mental evidences in support of these theories or models, however, have been
rather scarce and indirect.

In this paper I will not try to review nor to criticize these theories or
models, but will try to review some recent findings that will lead to a more
concrete understanding of the possible links between speech production and
speech perception. The works to be reviewed here can be classified into the
following four areas:

1. Influence of speech production upon speech perception,

2. Influence of speech perception upon speech production,

3. Relation between production and perception in language learning and
4. Speech productions and perception by nonhuman vertebrates.

2. Influence of Speech Production upon Speech Perception

The human process of speech production is constrained by the physiological
and physical properties of the mechanisms involved. Thus considerable
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variations can be found in the realization of the same linguistic unit due to
context, changes in speech rate, and other factors such as speaker idiosyncra-
sy. The process of speech perception has to separate these extraneous factors
and extract the relevant linguistic information.

The use of contextual information in speech perception has been well
known, but has recently been explicitly observed and measured quantitative-
ly. For example, the presence of a vocalic context was found to modify the
identification of the neighboring voiceless fricative consonant in such a way
that the coarticulatory influence is compensated for in perception (Kunisaki
and Fujisaki, 1977, Mann and Repp, 1980; Whalen, 1981). In the case of
Japanese, anticipatory coarticulation by the vowel immediately following a
fricative consonant is much stronger than perseveratory coarticulation by
the preceding vowel, and the magnitude of perceptual compensation also
reflects their difference.

Speech rate is another factor exerting influence on the acoustic character-
istics of segments, especially on segmental duration. The existence of per-
ceptual compensation against changes in speech rate has also been studied
(Fujisaki, Nakamura and Imoto, 1973, Nooteboom, 1974, 1978: Johnson
and Strange, 1982). The range of context used in perception has been found
to extend beyond the immediately neighboring phonemes and syllables
(Fujisaki, Nakamura and Imoto; 1973, Nooteboom and Cohen, 1975; Mar-
tin and Bunnell, 1981).

Another constraint imposed by the production mechanism is that of
speaker idiosyncrasy or individual differences in the size and properties of
speech organs due to age, sex and other factors. In a study using 3 male and 3
female speakers of American English, Fox (1982) reported a consistent
perceptual structure difference of vowels among these subjects as listeners,
and also found a high degree of correspondence between perceptual diffe-
rences and articulatory differences among the subject. In view of the fact that
speakers differing widely in the physical size and shape of their vocal tract
(e.g. adults and children) can communicate reliably in ordinary situations,
however, the above-mentioned influence from speech production to speech
perception could not be of any significant magnitude. In fact, Paliwal et al.
(1983), in a separate study using 10 speakers of British English, did not find
any significant correlation between production and perception of vowels.

3. Influence of Speech Perception upon Speech Production

A syllable-timed language like Japanese imposes perception-based
constraints on the temporal organization of speech production. As suggested
by Lehiste (1977), isochrony is found to be a perceptual phenomenon, and is
manifested as an approximate uniformity of perceived duration of syllables
at least in the case of Japanese (Fujisaki and Higuchi, 1979). In a study of
production and perception of dissyllabic words consisting of only two vo-
wels, it was demonstrated that the perceived durations of the first and the
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second vowels tended to be almost equal regardless of vowel combinaFions
but that the articulatory onset of the second vowel, estimated by using a
quantitative model of coarticulation varies rather widely depending on
specific vowel combinations. There was a clear tendepcy. thgt a slower
articulatory transition is initiated earlier and vice.' versa, indicating that the
apparent variability of onset of vowel ar~ticu1atlon is the consequence of
pre-programming to maintain the uniformity of percelved syllable Quratlon.
Even though the results could be explained both in terms of the chain mo.del
(i.e. assuming a closed-loop control) and in terms of tl?e co.mb model (1.?.
assuming an open-loop control, Kozhevnikov and Chlstov1ch., 1965) it is
more likely that such a perceptual isochrony should be achlev?d l?y an
open-loop control based on well-prepared program for syllabic timing
control (Allen and Tsukahara, 1974). .

While the above-mentioned requirement on perceptual 1sochrony repre-
sents a form of perceptual constraint imposed on speech production, .the
existence of an immediate link from speech perception to speech production
has also been suggested by an interesting experiment on perceptuo-motor
adaptation (Cooper, 1974; Cooper and Nager,. 1975). The result, how'everCi
was not replicated in a recent study by Summerfield et al. (198Q). A§ I pointe
out elsewhere (Fujisaki 1980), the selective adaptation para.dxgm. is a useful
tool, but the results have to be interpreted with caution smc.e 1t‘creates a
situation never to be encountered in natural speech communication.

4. Speech Production and Perception in Language Learning

The process of second-language learning provides anpther area of interest
where the relation between production and perceptn.on of.speech can.be
investigated. In a study on 72 native Spanish-sp.ez-akmg .ch.lldr.en l?arnmg
English, both production and perception of voicing dlstmc'txon in sto;;
consonants (in terms of VOT) have been analyzed from the point of view o
a) length of period of learning English, and b) the starting age (WllhaI.nS,
1979). The results indicated that significant changes oceur bothin ;?erceptlokn
and production of voicing toward the pattern of monohpgual Engllsh-s'pegf.-
ing children selected as the control, and that. the starting age had a signifi-
cant effect in production, but not in perception.

The relation between production and perception of vs{ord accent was also
investigated on 38 students of junior high school in Fukui learning the Tolfyo
dialect (Sugito and Fujisaki, 1980). The study revealed a strong corr'eclatlp_n
between the abibility of perception, as indicated by the accuracy of identifi-
cation, and the ability of production, as indicated by the relative frequency of
using correct accent types.

5. What do we learn from Experiments on Nonhuman Vertebrates?

A series of experiments have been reported on the perception of synthetic
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§pe§ch sounds by non-human animals (chinchillas and macaques), and have
indicated that these animals show human-like discriminability along certain
consonantal continua (Kuhl and Miller, 1978; Kuhl, 1981, 1983), and also
can be trained to identify certain vowels (Burdick and Miller, 1975). These
results suggest that certain phonetic categories of human speech sounds are
based on some psycho-acoustic properties that can be detected also by
non-hur.nan animals, and provide a basis for an interesting hypothesis
concerning the evolution of the human language. One might even say that
speech perception takes place in the total absence of the ability of speech
producpon. Similar arguments could also be made on speech production on
the bas.ls of'the ability of mynahs and parrots which can produce excellent
approximations to human sounds. The validity of these arguments will
depend, not so much on the facts themselves, but rather on one’s definition of
speech production and speech perception.

. In my ppinion, the data on speech perception by animals and prelinguistic
infants simply tell us that certain sounds of human languages are selected in
such a way as to take advantage of some basic psychoacoustic properties of
the. sound continuum which can be generated by the human vocal apparatus.
It is to be noted, however, that these experiments do not explain, at least up
to the present, the origin of all existing categories of speech sounds,, especially
the categorization of the vowel continuum which is so much language-speci-
fic and can hardly be related to any basic psycho-acoustic properties.
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Can the Models of Evolutionary Biology be Applied to
Phonetic Problems?

Bjérn Lindblom
Stockholm, Sweden

1. A Biological Style of Inquiry

By way of introduction I would like to make two points. First, ‘How do we
characterize a biological style of inquiry’? From among the several possible
ways of answering such questions I shall choose a formulation that I found in
a paper by one of the leading figures in the development of modern biology,
Dobzhansky (1965) who says that, confronting any phenomenon in living
organisms, the Darwinian biologist has to ask three kinds of questions: The
question of (i) mechanism: ‘How does it work?’; the question of (ii) function:
‘What does it do for the organism?’, and the question of (iii) origin: ‘How did
it get that way? (both for ontogeny and for phylogeny).

The point is here that the ideal biologist envisioned by Dobzhansky uses
an interactive strategy. He uses the three viewpoints in parallel. He asks both
HOW- and WHY-questions to elucidate a given problem.

Suppose we apply this thinking to a phonetic problem. Take the problem
of speech units. Let us examine the available experimental evidence on the
production of speech and moreover let us suppose that we are unable to find
any facts seriously contradicting the idea that speaking involves the conver-
sion of discrete psychological units into continuous physical signals. If we
were to apply Dobzhansky’s program to that particular problem it would not
be sufficient to provide a description - no matter how detailed - of what.
human speakers actually do when they carry out the transformation from the
discrete to the continuous. Our account must a/so address the other two
issues, viz. the question of purpose and the question of origin of the proposed
mechanism.

It appears clear that this three-criterion method is a powerful one in that it
imposes rather severe constraints on the class of possible accounts that we
might come up with for any given phenomenon. In other words, it could in
principle help us choose between competing theories. Clearly, this is a
valuable aspect that should contribute towards making a biological ap-
proach interesting to us.

For the purpose of our discussion we also need to define what we are going
to mean by biological explanation. How do biologists deal with the question
of function and origin?. As a second point of introduction let us briefly
review some aspects of modern theories of evolution that are essential to our
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theme. According' to one widely accepted school of thought - the so-called
neo-darwinian ‘modern synthesis’ (Mayr 1978) - new species have evolved as
a result of natural selection operating on the variation of existing lifeforms.
This variation accumulates continually and arises from dynamic genetic
processes such as mutation and recombination. The genes of those indivi-
duals who survive sufficiently long to have offspring are transmitted to new
generations. Genetic material not compatible with survival and propagation
tends to be filtered out. Thus natural selection acts as a sort of editor testing
the environmental fitness of new genetic messages.

Using a terminology from our own field we could conceive of evolution as
a source-ﬁlter process in which the properties of the ‘source’ as well as the
characteristics of the ‘filter’ vary in space and time. This ‘modern synthesis’
thus teaches us that it is as a result of interaction between an extremely rich
source of genetic variation and selective environmental filtering that the
morphology and behavior of many organisms have become so remarkably
well adapted to their environments and often exhibit great adaptability to
changing conditions,
Deliberately simplifying let me summarize our review of evolutionary

theory and state the basic formula for biological explanations:

BIOLOGICAL FACTS =

f(GENET SE-
LECTION) ( IC VARIATION * NATURAL

)

It says: Biological facts are ex
genet.ic variation and natural $

_Thns is a deceptively simple
b'xologists have been successful
life forms by developing genetic
follow in their footsteps and

plained in terms of an interaction between
election.

but enormously powerful principle. Now if
in accounting for the enormous diversity of
sand the Darwinian idea of selection why not
try to account for the likewise enormous

r PROPAGATION ==y

GENETIC
ProcEssgs [ VARIATIY —p1 ML 1 Boue
SELECTION LIFE FORMS
E G MITATION,
RECOMBINATION

Figure 1. A Modei of biological evolution
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diversity of speech sounds along similar lines? I will come back in a moment
with some specific examples. Let me first invite you all to reflect on the
analogous claim for phonetics:

SPEECH SOUNDS = f(PHONETIC VARIATION * SELECTION) (2)

It reads: Phonetically as well as phonologically, speech sounds can be
explained as arising from an interaction between phonetic variation and
selection mechanism.

I agree with Peter Ladefoged that it is not immediately obvious how the
data that he represents (Disner 1983, Linker 1982, Nartey 1982) can be
explained in any simple way by applying ‘biological principles’>. However,
before we assign to them a secondary role or dismiss them totally we must
begin to define them and systematically study their interplay with other
factors. That is what I would now like to do by considering, in a preliminary
way, the nature of speech units.

2. Speech units, Self-Organization and System-Generated Structure

In his abstract Ladefoged (1983a) states that the ‘units of abstract linguis-
tics - things such as phonemes and features - are of little relevance for
speakers and listeners’. He regards such units as social, but not as psycholo-
gical realities. He returns to such ideas in the proceedings paper (1983b). We
can put Ladefoged’s claim - a classical topic - in a biological context by
introducing the notions of self-organizing and system-generated structure.
The theory of self-organizing systems is a relatively recent paradigm that
aims at formulating general laws governing the spontaneous occurrence of
order in nature (Jantsch 1981). It can be demonstrated that, wherever there is
interaction between subprocesses, this interaction obeys principles of consid-
erable generality and will inevitably impose structuration e.g. on such diverse
things as matter, behavior or information.

To convey to you the concept of self-organization more clearly I need to
digress for a moment and discuss a distinction which is well known to all of
us, viz. the idea of form and substance. However, I shallillustrate it with some
examples from other disciplines. For instance consider the form of snow
flakes (and crystal formation in general), the splash of.a drop of milk as
displayed in an instantaneous photograph. Or a chem1c§l reaction: The
gradual development of so-called spiral waves in a shallow dlSl"l. The h.exago-
nal shape of bee honeycomb cells. (For lack of space I omit the pictures
shown during the oral presentation and replace them.here‘ by referring the
reader to my sources: D’Arcy Thompson (1961) and Prigogine (1976, 198Q)).
I could add many more cases but it is not necessary. They would all exemplify
the same thing: the notion of self-organizing system. The){ also represent
phenomena which would be difficult to describe on the basis of an explicit
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and clear-cut dichotomy into form on the one hand and substance on the
other. Form and substance are inextricably interwoven. And there is no
advance specification of FORM. Let me clarify the relevance of these
seemingly far-fetched phenomena to linguistics. I shall do so by telling you
how termites build their nests. The behavior of these insects has been
mathematically analyzed as a self-organizing system by Prigogine (1976) and
I am indebted to Michael Turvey (cf. Kugler, Turvey and Shaw, 1982) for
bringing this work to my attention.

Termites construct nests that are structured in terms of pillars and arches
and that create a sort of ‘air-conditioned’ environment. The form of these
nests appears to arise as a result of a simple local behavioral pattern which is
followed by each individual insect: The pillars and arches are formed by
deposits of glutinous sand flavored with pheromone, a chemical substance
that the animals are sensitive to. Each termite appears to follow a path of
increasing pheromone density and deposit when the density starts to de-
crease. Suppose the termites begin to build on a fairly flat surface. In the
beginning the deposits are randomly distributed. A fairly uniform distribu-
tion of pheromone is produced. Somewhat later local peaks have begun to
appear serving as stimuli for further deposits that gradually grow into pillars
and walls by iteration of the same basic stimulus-response process. At points
where several such peaks come close, stimulus conditions are particularly
likely to generate responses. Deposits made near such maxima of stimulation
tend to form arches. As the termites continue their local behavior in this
manner the elaborate structure of the nest gradually emerges.

The nest building can be described simply in terms of three rules: To
initiate deposit at random! Next time deposit where scent density is maximal!
Apply recursively! Note that in this theory there is no explicit mention of the
structure of the finished product. No doubt you will agree that we should not
attribute to the insects a ‘mental target or blue-print’ specifying the final form
of the nest. This form is implicit in the local behavior of each individual.
Consequently the form-substance dichotomy does not apply.

After this digression let us return to Dobzhansky’s three questions and the
source-filter model in an attempt to apply them to the topic of speech units.
Suppose that we try to shed some light on how the mechanism of converting
discrete units into continuous signals operates by investigating also the
purpose and the origin of this mechanism. If there are such things as
phonemes what purposes do they serve and where do they come from? The
ontogeny of phonemic coding seems to be a case that clearly calls for a
self-organizing model since children proceed from holistic vocalizations to
adult segment-based speech as a result of circumstances that they have no
direct or conscious control over.

This is work that Tam currently doing in collaboration with Peter MacNei-
lage and Michael Studdert-Kennedy. It will be in one of the chapters of a
forthcoming book of ours on The Biological Bases of Spoken Language. We
explore a hypothesis an early version of which is due to Hockett and which
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suggests that phonemic coding arose in a ‘self—organizing’ way from a,n
interaction between vocabulary growth and phonetic constramts: As man’s
conceptual development was dramatically acceler-ated a solution to the
problem of efficient signal generation and reception seems to have been

obtained in parallel.

The basic idea underlying a series of computational experiments is shown in
Fig. 2. We begin on the left by specifying a number k that repres?nts
vocabulary size. We feed this number into a computer program that assigns
phonetic shape to these elements in a sequential manner anfi in the p'resence
of certain performance constraints. The selection of phone_tlc sngngl§ }s'maci:
from a larger inventory representing univ.ersal phonetlc p0551b111t1es.B
phonological analysis of the k phonetic signals is Ehen undertakerl]).1 y
systematically varying the variables of this ‘wprd game’ we hope to ble)a eto
investigate whether speech-like units could arise frc?m aninteraction etw;en
vocabulary development and production/ percepthn constrax’nts. Note that
the backbone of the theory is the ‘variation-selectlop model’. ' )
Suppose we attempt to derive the phonetic propertles’of asmall lexxcoq o
k words in a manner roughly analogous to the termite story. Replacing

deposits by syllables we have:
1. Select first syllable at random! . o
2. Select next syllable so as to optimize a performance constraints criterion.

3. Apply recursively until k syllabes have been obtained!

We shall develop this analogy in three steps:

1. First we define ‘possible vocalization’ or ‘possible syllable’:

THE SELECTION THEORY OF PHONOLOGICAL PATTERN FORMATION
R

PERFORMANCE CONSTRAINTS,
OPTIMIZATION CRITERIA

VOCABULARY SELECTION SYSTEM
JH -— oF o POOmOL |y
Eswm.ns PHONETIC —pneTIC ANALYSIS

£ SHAPE SIGVALS

"POSSIBLE PHONETIC W

ivi etic
Figure 2. Schematic diagram showing components of procedure for denvmg systerr:s qt;llzjon
signals as a result of interaction between vocabulary growth and phonetic constraints.
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2. Secondly we define the selection process:
3. And finally we define the performance constraints and the criterion of
optimization.

We make the assumption that the syllable is an axiomatically given primitive
of our theory. It is a gesture starting from articulatory closure and ending in
an open configuration,

In principle there is an infinite number of places of closure and open
configurations. For computational reasons it is necessary to quantize these
possibilities into a certain number of discrete points. We decided that a
sufficiently finely graded sampling of the universal phonetic space would be
obtained by using the 7 closure onsets and the 19 open configurations shown
in Fig. 3. This yielded a total of 7 * 19 = 133 syllables.

By definition each such vocalization is a holistic pattern that would
resemble a CV sequence if presented on a spectrogram.Note that this resem-
blance does not in any way imply that it is analyzed as a sequence of two
segments! It should be regarded as a Gestalt trajectory coursing through the
atrticulatory/acoustic/perceptual space!

Now let us proceed to the definition of the selection process. The assign-
ment of phonetic shape to k distinct meanings can be seen as making k
choices from a larger inventory of n possibilities, that is from the possibilities
that the universal phonetic space makes available. For our present purposes
we are considering a fragment only of that space viz. with n equal to 7x 19 =
133 syllable trajectories.

Given these simplifications we have a combinatorial problem, namely:

SELECT k SYLLABLES FROM n POSSIBILITIES IN THE PRESENCE
OF CERTAIN PERFORMANCE CONSTRAINTS 3)

We chose the performance constraints according to Fig. 4. It is important to
note that optimization takes place at two levels: With respect to individual
syllables as well as with respect to pairs and systems of syllables. In the
present simulations we explored the following conditions: Perceptual salience
is qualified as extent of syllable trajectory calibrated in auditorily motivated
dimensions: To exemplify, [.Ji] comesout as less salient than [ju]. Extremeness
of articulatory gesture applies both to static configurations and to dynamic
events: [d] - closures more extreme than [dF's. [u] represents a more exten-
sive movement than [4]. '

Articulatory distinctiveness and perceptual distinctiveness are systems para-
meters. The articulatory dimension is interpreted as sensory discriminability
and is computed in terms of ‘articulatory distance’ as specified by anarticula-
tory model. Perceptual distinctiveness is derived by generalizing results on
distance judgements for vowels to holistic syllables. For both of these
parameters our metric implies that [ddd]} form a less distinctive system than

[bdG].
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TIME
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Figure 3. Definition of phonetic primitives of the theory.

For a given arbitrary syllable we obtain numbers in the top row. For a
given pair of syllables we generate numbers in all four cells. Thos.e four valuﬁs
are combined into a single number whose meaning can'be dgscqbed via'rlzlaf y
as perceptual benefit per articulatory cost. The formula is which is applied for
each additional syllable is:

k i-1 (4)
£ T 1/ yT;)° < THRESHOLD
i=1 j=z
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LEVEL PERFORMANCE  CONSTRAINT
oF
OPTIMIZATION PERCEPTION ARTICLLATION
+ + +
IDIVIDIAL HOW SALIENT ? HW EXTREE 7
- 6], G | 149, T4il.
“SYSTEM": ALL HOW DISTINCTIVE ? HOW DISTINCTIVE ?
K onusass dd1/rvd 6] |tdd 41464 €]
v
PERCEPTUAL BENEFIT
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Figure 4. Performance constraints.

Note once more that both individual syllables and the whole system are
evalgated. Recall now that to simulate the development of the ‘lexicon’ we
applied the formula repeatedly for each new syllable and continued this
procedure.until a system of k syllables had been obtained. We chose k to be
24, a frgctlon of the total set. Since this method gives results that depend on
the initial syllable we repeated the simulations 133 times each time starting
from a new syllable. One way of presenting the results is obtained by
answering the following question: For a specific configuration of constraints
what is the probability of finding a given syllable in the pooled subsets?

We poot all the subsets and plot the trequency of each syllable in the
pooled set. We find that the results deviate markedly from a pattern of
completely uniform preferences which is the result we would have expected
ha}d the derivations taken place in a completely unbiased fashion, that is
without any performance constraints at all.

In 'Fig._ 5 the results have been arranged in the form of a two-dimensional
matnx with rows representing onsets and columns endpoints. Syllables that
did occur (at least once in 133 runs) have a black cell. Syllables that did not
occur at all have empty cells.

It is immediately apparent that certain rows and columns have more than
one entry. This means that syllables suc as [bu, du, gu] etc. contrast. Rows
and columns with multiple entries contain syllables that keep one segment
constant while varying the other. They identify minimal pairs. Since by
definition all syllables have distinct meanings we might conclude that
according to standard procedures these minimal pairs contain distinct pho-

nenhles.'The existence of [bu, du, gu] thus appears to suggest that in these
derivations /b, d, g/ come out as separate phonemic segments.

Lindblom: Evolutionary Biology and Phonetic Problems 75
SYLLABLE END-POINTS
iyﬁuwuc‘a:otck:»a-ua
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Figure 5. Matrix indicating distribution of derived phonetic syllables in terms of onsets an

endpoints.

How is that possible? At no point in the derivatiqns have we arll.azl;'tzi(:)ctl1 ;k;:
syllables as a sequence of two segments. We have def tned our v<l)f:§ i tlons &
holistic events. Our theory does not invoke ‘segment’ as an explicit 30 rtair;
Neither does it use explicit ‘features’ although the use qf[b, g, glanda creo un
subset of vowels implies a systematic favoring of certain articulatory prop

i ‘feature’ dimensions. . ‘
“eitosfhcffjcti {)e clear from these considerations that tber? art; nex:ihte;a‘sietgi;
ments’ nor ‘features’ on the generation of these phonetxc‘mgna s 211;1, R e
ourprcsding inguistc snayss 181 MU SEE L enviorof e

s to them. Just as ‘arches’ and “piiiars ! ofthe

:lelrr:itte: :he ‘segments’ and ‘features’ represent phonololglca.l strtxl:;ur; ;mnstlilc
citly and non-discretely present in the process c:f se e(;tlxlng tmct;; o
system. It is as if the phonetic space bgcomes quantally s
phonetic constraints interact with a growing vocabulary. e, Suppose we

What do we conclude from these results? Let me extrapolate. : F}Fe ose e

retain the notion of self-organization and mz.mage to elaborate t :1: he 3}]111
that more realistic and language-like phoneuc'systems can be pro um em.s "
we find that our procedure will eventually derlv.e ful.ly'dlscrete 'Sevgorwm nc
features similar to the ones now postulated by linguistic apal1)151s '1'(35 bt
model instead reinforce the notion of implicit psycholofgxcg reall :hat o
on-line speaker-listener behavior but rather structures mdu;:atmg.stic Nl
nemes and features are products of some introspective, meta mgme o
that we possess as speakers and listeners? Clearly these are qt;em N e
future research. For the moment let us concludg that th'e prlef o o
although highly preliminary appear to encourage interest uk\] se -10 %cal ine
models and further search for biological precursors of phonolog
phonetic structure.

3. Role of Socio-Cultural Factors

In response to Ladefoged’s remarks on the role of cultural factors ‘an‘d thef
whims of fashion’, 1 would like to make two comments. The description O
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the phonetic facts we are considering can be seen as an optimization pro-
blem. In accordance with that point of view the phonetics of a given language

is the result of optimizing a great many dimensions which interact to yield an
overall system value:

OVERALL SYSTEM VALUE < THRESHOLD (5)

Assume furthermore that the observed systems need not exclusively repre-
sent optimal systems but are simply those systems that are sufficiently optimal
with respect to the threshold criterion. We then realize that there must be
many solutions to a given optimization problem. Thus we conclude that also
without social factors the biologically based conditions would give us diversi-
ty and non-uniqueness.

My second point is the following:

Suppose we now postulate that the optimized parameter is social and

per.ceptual effect per articulatory cost rather than just perceptual effect per
articulatory cost;:

e * . . - .
S *Lij /Ty (6)
In Fig,. 6 we present this idea schematically. Universal phonetic possibilities
are discretely represented and compared among themselves three times in the

PHONETIC UNIVERSALS

DN

SOCIAL PERCEPTION

PRODUCTION  COST-BENEFIT
MATRIX MATRIX MATRIX MATRIX
SIZE
Syt by /T, OF pl SELECTION
VOCABULARY PROCESSES

DEDUCED SYSTEMS
OF
PHONETIC SIGNALS

Figure 6. Schematic diagram showing a possible extension of model to accommodate 3] i

factors. The rows and columns of the matrices are labeled identically and refer toa SO'SOClal
phqnetic possibilities. For any given phonetic contrast - that is given cell - the modelumve'rsal
social, perceptual and production-based coefficients which are combined intoa sin ]eprowdes
and stored in the matrix to the right. This matrix forms the basis of system se]ecﬁonrslumber
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cells of the matrices the rows and columns of which are labeled identically.
For a given cell, or comparison, or contrast if you like, the model provides
one social, one perceptual and one production-based value all of which are
combined into a single cost-benefit number according to the formula. The
cost-benefit matrix on the right serves as the basis of system selections.

Ladefoged emphasizes the important role of the social matrix, and his
point is well taken. But however we place our bets on social or biological
factors dominating, the problem will be to find ways of determining their
relative importance. Fig. 6 illustrates one way of how we might approach
such evaluations. Above all I would like to claim that the model described
earlier can be extended to accommodate also social factors. Note two things.
This extension is still compatible with the source-filter selection model.
Secondly, the examples that Ladefoged presents on economic systems, moral
codes etc. are discussed in terms of a mechanism applicable also to biological
phenomena viz. the principle of self-organization. In view of recent results
from research on cultural evolution (Cavalli-Sforza and Feldman, 1981) we
may be quite wrong in making too sharp a cut between biology and culture.
They seem to share many aspects e.g. self-organization and selection by
consequences (Skinner, 1981) 3

4. Deductive vs. Axiomatic Theories of Phonology

My next comment concerns Ladefoged’s pessimism about our being able to
formulate a phonetically based, deductive theory of phonology. To be sure
we can have no illusions about the magnitude of such a task. But the
existence of difficulties does not convince me that there are easy and accepta-
ble short-cuts.

One reason for insisting on a deductive account is based on the fact that the
child can be said to derive its phonology deductively. Here is a comment on
language development from Rules and Representations by Chomsky (1980,
66-67): ¢ what we should expect to discover is a system of universal grammar
with highly restrictive principles that narrowly constrain the category of
attainable grammars, but with parameters that remain open to be fixed by
experience. If the system of universal grammar is sufficiently rich, then
limited evidence will suffice for the development of rich and complex systems
in the mind, and a small change in parameters may lead to what appears to be

~aradical change in the resulting system. What we should be seeking, then, isa

system of unifying principles, that is fairly rich in deductive structure but with
parameters to be fixed by experience. Endowed with this system and exposed
to limited experience, the mind develops a grammar that consists of a rich
and highly articulated system of rules, not grounded in experience in the
sense of inductive justification, but only in that experience has fixed the
parameters of a complex schematism with a number of options. The resulting
systems, then, may vastly transcend experience in their specific properties
but yet be radically different from one another, at least on superficial
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examination: and they may not be comparable point-by-point in general’
(Italics ours).

Personally I see a favored role for phonetics within Chomsky’s program of
universal grammar but I think it is too early for phoneticians to share
Ladefoged's and Chomsky’s interest in primarily those aspects that must be
described in purely formal terms and are said to make language a unique and
specialized structure.

It is true that claiming that language is in part an autonomous biological
structure should make perfect sense from the biological point of view. After
all specialization is in one sense what evolution is all about.

However, our quarrel with the proponents of uniqueness and autonomy
views is a methodological one. Again, let us follow the example of professio-
nal biologists who seem to prefer accounts of evolutionary changes that play
down ‘quantum leaps’ as much as possible and that manage to interpret
changes in terms of a minimum of de novo developments. This is a parsimo-
nious null hypothesis that can be called the continuity or the tinkering
principle (Jacob, 1977). Applied to our own field its contents would be:

DERIVE SPOKEN LANGUAGE FROM NON-LANGUAGE M

Claiming that language is special as Ladefoged and Chomsky do prejudges
the issue. For any given phenomenon, it should be preceded by an exhaustive
search for preadaptations. Before giving up that search and joining the
‘formalist’ camp we should make sure that, for example, we have not
underestimated the structure-forming power of principles operating in the
self-organizing systems subserving language. Although clearly untrue (e.g.
speciation) the formulation of Linnaeus remains an efficient null hypothesis
of biological inquiry: Natura non Jacit saltum.

S. On Explanation

Formal and functional approaches are often regarded as incompatible in
current debates among phoneticians and phonologists (Andersen, 1981,
Ladefoged, 1983b). In biology, this issue of functional explanation seems t0
have an _ana!ogy in the question: “Is all evolution adaptive?’.
Functionalism in linguistics if often based on ‘utility’ arguments. Since
many fea't}xres of both language use and language structure no doubt lack
direct utility it appears advisable to take aydir‘rvl view of such functional
arguments. Given the strong empbhasis on adaptation by natural selection the
reader may ‘at first find such remarks inconsistent.
, My point is this: To be able to put linguistic functionalism on a solid basis
:i:\:i:\ed' to }lleg‘m our biology lessons well and avoid caricatures SUfIh as
& ‘each bit of morphology, each function of an organ, each behavioras

a i . ) .
bgl?e?it?“on’ a product of selection leading to a ‘better’ organism’. Darwin
ed 1n adaptive ang nonadaptive change and pointed to two principles
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underlying the latter:’ (1) organisms are integrated systems and adaptive
change in one part can lead to non-adaptive modifications of other features...:
(2) an organ butlt under the intluence ot selection for a specitic role may be
able, as a consequence of its structure, to perform many other, unselected
functions as well.” The current utility, or inutility, of a structure permits no
assumption that selection did, or did not, shape it in a direct way. It may have
been selected indirectly as a part of a larger system or through a cumulative
action of collective subprocesses. (Quotations from an essay on the human
brain (Gould, 1980, 50).

Applying this thinking to our own field a lesson for the phonetician would
be that some linguistic phenomena are truly the results of ‘adaptive changes’
and could thus in principle be explained in functional terms whereas others
have arisen nonadaptively and have to be accounted for on a purely formal
basis.

In order to arrive at both functional and formal interpretations it would
seem that our biologically inspired approach must obey the continuity
principle and first lead to exhaustive investigations of all kinds of functional
arguments (cf. above). The lesson for the phonologists would in the light of
such reasoning be that the very existence of non-adaptive mechanisms in
evolution would not a priori make formal, ‘non-adaptive’, accounts of
linguistic observations legitimate until the search for pre-adaptations had
been reasonably thorough.

Ladefoged (1983a) states that ‘much of our work as phoneticians is simply
to provide good descriptions of linguistic events’ and that ‘phoneticians must
be able to document’ language ‘differences without expecting to explain
them’.

His comments are reminiscent of an often quoted remark by Martin Joos
(1958; 96) who wrote: ‘Trubetzkoy phonology tried to explain everything
from articulatory acoustics and a minimum set of phonological laws taken as
essentially valid for all languages alike, flatly contradicting the American
(Boas) tradition that languages could differ from each other without limit
and in unpredictable ways, and offering too much of a phonological explana-
tion where a sober taxonomy would serve as well.’ ‘

To be sure there will be limits to what we may be able to explain butin my
opinion we are still far from having reached the end of our resources. We
have a long way to go before phonetics ceases to be an interdisciplinary field
and achieves a synthesis of its subfields. That development is under way as
evident from this conference and will no doubt bring us closer to some of the
long-term explanatory goals.

Secondly, as an inhabitant of a sometimes dark and cold country, let me
point to an American tradition different from the one that Joos talks about,
viz. the power of positive thinking. Believing or not believing in long-term
explanation is clearly going to make a big difference for how we choose our
short-term goals. . ,

Thirdly, the issue of explanation is closely connected with the practical use
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of phonetics. All over the world to-day scientists including phoneticians feel
an increasing pressure of having to produce practically useful. results. One
way to meet this legitimate challenge is to work for better theories and bet.ter
explanations as a basis for improved applications. When a speech therapist,
an engineer or a language teacher turn their backs on theory we should
interpret such behavior more as an indication of the quality of our present
explanations than as a confirmation of theory being in principle irrelevant.

The issue of explanation need definitely not be an academic ivory tower
pastime.
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1. Current evolutionary theory is a dynamic field full of controversies such as the sociobio-
logy issue (Rose 1982a, 1982b)and the criticism leveled at the *‘modern synthesis’ by Stephen Jay

Gould and others (Gould 1982). For a detailed review of those questions I must refer the reader
to the bibliography.

2. Thedifferent distributions of vowel qualities in Yoruba and Italian might conceivably be

correlated with other factors in the two phonologies e.g. functional load patterns of contrast. AR
‘uneven distribution’ of vowel qualities as in Yoruba does not immediately invalidate all
possible ‘biological explanations’.

3. For a recent discussion of the role of biological and cultural factors in language change
and evolution, see Wang (1982a, 1982b).
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‘Out of Chaos Comes Order’;
Physical, biological, and structural patterns in phonetics

Peter Ladefoged
Los Angeles, USA

Science is always seeking order; and fortunately for us Nature is always
producing patterns out of chaos. In speech this happens at three levels, which
we must be careful to keep distinct. At the lower level we can observe the
physical patterns, such as the repetitively organized variations in air pressure
that arises when sounds are generated. Next there are the patterns that are
due to our human biological endowment, such as the tendency for vowels to
be dispersed in symmetrical ways. Finally, there are characteristics that are
generated by language being a self-organizing social institution. As T will
show, these include the appearance of units such as phonemes.

fhere is not much that need to be said about the physical patterns. We can
all appreciate the laws of physics that generate regular movements of the
vocal cords when the outgoing breath passes through the suitably adjusted
glottis. We can also appreciate the way these same laws generate the complex
patterns of air pressure that are produced in the vowel tract as a result of the
glottal pulses. The elasticity of the vocal cords, the harmonic structure of
formants, and a host of other similar patterned phenomena are now reasona-
bly understood.

At the biological level our knowledge is more meager. But we can explain
some of the patterns that occur in language by reference to general principles
of human behavior. As a general biological principle, organisms achieve
their goal with the least possible effort. We can state this principle equally
well the other way round: behaviors that are reinforced and survive are those
that use the fewest resources. The notion of intent in achieving a goal is not
critical to anything that follows.

Languages exist so that humans can communicate (and so that they can
categorize their experiences; this is no doubt important in cogsidermg
human biological pressures in syntax and semantics, but it is of little ‘rele*
vance in considering the sounds of language). The speaker’s goal is to
communicate as efficiently as possible. This involves producinga sufﬁcnex.mtly
distinct sequence of sounds for the listener to be able to get the message in a
sufficiently short length of time. Within this aim there are a number of trade
offs possible between articulatory effort, auditory distinctivefless, apd rat.e
of speech. Usually the speaker is able to take the initiative in setting this
balance. Only occasionally does the listener have to interrupt and ask for
clarification in some way.
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The balance between the conflicting forces is clearly different in different
circumstances. Two close friends exchanging information may be able to talk
fast, and with a considerable reduction in the degree of precision of the
articulatory movements. A speaker addressing an unfamiliar audience ona
complex topic may talk more slowly with a more careful articulation. On
some occasions, when the listener almost certainly knows the words to
expect, virtually no distinctive articulations may be needed. Soldiers on the
parade ground can interpret the wordless bellowing of the drill sergeant
with great rapidity.

In general, as listeners become more familiar with particular words or
phrases, speakers will be able to use more articulatory assimilations. This
topic has been well enough covered in the vast literature on historical
phonology to need little further documentation here. We might, however,
note that as well as obvious assimilations that occur in pronouncing items
such as ‘handkerchief and ‘in between’ as ["haepkartfif] and [tmbatwin],
many cases of apparent dissimilation are actually examples of economy of
effort. For example, this is the case for Grassman’s law, which states that the
first of two aspirated stops in a word will become deaspirated (so that, for
example Indo-European *thrikhos becomes classical Greek trikhos ‘hair’).

This can l?e Interpreted as dissimilation, the consonants in a word becoming
more unlike one another. But it

Aspirated consonants are very di
Black, 1966); but they are also cost
energy. A word with two such so
date for pruning in any attempt t
utterance. Ohala (1981) has give
terms of the listener as the sourc
account that the conditions are

biological drive for economy of ¢
that way).

s I:;sr?fl :als;s] l::’hwh the pressure fqr auditory distinctiveness affects the
achieved Withargelatg'e 211rel those in whx.ch an increase of this kind can be
language paradi ma:Ye ?’1 OW costin artfculatory effort. Many of these affect
ina phonologicagl strlca yaltering the items that can occur at a given place
sequence as a result ;lfCtur?, r.a”fer than syntagmatically, altering items in 2
for auditory distinct; assm.“]athIl.S. Th.e best documented case of the drive
in the most emCiemVeness ‘? the dispersion of vowels to fill the vowel space
number of comrastinway (Lln§b10m, 1983). Given that there are a certain
articulatory effort g vowelsin a particular language, it takes little added
. rtto mcrea.se.tl_le distinctiveness of these vowels by dispers-
. his principle is far from sufficient to account forall
n languages with similar numbers of vowels. But it
ful underlying force.

m;atnve efficiency is not the only source of phonetic
cribed to the behavior of individual speakers and

s also an example of economy of effort.
stinct from all other sounds (Singh and
lyinthat they use considerable respiratory
unds is very costly, and an obvious candi-
o reduce the overal] effort required for an
n a convincing account of dissimilation in
e of sound change. I would only add to his
ripe for it to occur because it satisfies the
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listeners. Whenever people speak they identify themselves as belonging to a
certain speech community. Every accent of every language is a peculiar set of
sounds that is distinguished from all others sets of sounds of all other accents.
One cannot speak without an accent of some kind. Part of the function of
language is to convey information, part to categorize experience, and part to
convey this accentual, sociolinguistic information.

For each of us there is a biological drive to identify oneself as belonging to
a particular group, as well as to have one’s own idiosyncratic characteristics.
My accent is not right for me unless the words have a British RP accent tinged
with small Americanisms, and my own particular voice quality. Speakers of
every language have to use exactly the right vowel and consonant qualities,
intonations, rhythms, etc. on pain of being wrongly labeled if they do not.
There can be very subtle phonetic differences among languages resulting
from this drive to be correctly identified as part of a group; but these phonetic
phenomena are important to speakers and listeners. They cannot be ascribed
to any general universal principles; they are due to the vagaries of local
history and personal desire. But their maintenance can be regarded as
ascribable to the behavior of individuals.

We can illustrate the explanatory power of these notions by reference to
some recent cross-linguistic studies. In one study of this kind Disner (1983)
showed that there were both similarities and differences between the vowel
systems of Italian and Yoruba, both of which have seven vowels. The
similarities can be ascribed to the fact that both Italian and Yoruba speakers
are subjected to the same human drive for greater communicative efficiency.
The differences are due in part to the physical laws of sound production
affecting speakers of Italian and Yoruba differently, and in part to the
biological drive for group identification.

Disner’s charts of the formants of a group of 25 Italian speakers and a
group of 10 Yoruba speakers are shown in Figure 1. Each vowel is represen-
ted by an ellipse (solid lines for Italian and dotted for Yoruba), with its center
at the mean for that vowel, its axes along the two principal components of the
distribution of the points, and the radii corresponding to two §tandard
deviations. Roughly speaking, therefore, we may say that the ellipses en-
close 95% of the points corresponding to each vowel.

Despite some obvious differences which we will discuss ina moment, there
is a great overall similarity in the pattern of the vowels in the two languages.
In each case the vowels are distributed in a V-shape that takes advantage of
the space available. The drive for communicative efficiency results in most of
the vowels of each language being fairly distinct from one another.

Some of the differences between the two languages are due to the shapes of
the lips of Italian as opposed to Yoruba speakers. The mean first formant
frequencies are similar in both sets of vowels, indicating that there are no
overall differences in headsize between the two groups ofsubjects.. But, with
the exception of /i/ and to a lesser extent /e/, the second formant s lowe'r for
the Italian vowels than for the Yoruba vowel. These differences are precisely
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Figure 1. Formant plots of the vowels of 25 speakers of Italian (solid lines) and 10 speakers of
Yoruba (dotted lines).

those that one would expect if Yoruba speakers, on the whole, used a larger
mouth opening than that used by the Italian. Rounding affects the third
formant rather than the second for vowels like [i]; and in other vowels the
second (as well as the third) formant is lowered by decreasing the lip
aperture. Accordingly, in the case of these two languages, there may be a
physical phonetic explanation for at least some of the differences in the
formant frequencies between the two groups of speakers. The possibility of
overall differences in mouth opening is certainly compatible with the appa-
rent facial differences between speakers of Yoruba and Italian. (This does
not of course, imply that a Yoruba could not learn perfect Italian. Any
individual speaker could compensate for the overall, statistical, difference in
headshape shown in Figure 1, and thus learn perfect Yoruba.)

However as Figure | demonstrates, these are far from the only differences
b?tween Italian and Yoruba. The most obvious differences are in the F,
dimension. The vowels of Italian are more evenly distributed than those of
Yoruba in which /e/ and /0/ are much closer to /i/ and /u/ thanto /¢/ and
/8/ respectively. The uneven distribution of the Yoruba vowels may be
attributed to historical facts concerning the way in which the vowels of the
original 9 or 10 vowel system have merged to produce the current 7 vowel
Yoruba system. But, nevertheless, this historical explanation does not dis-
guise the fact that present day Yoruba speakers choose to have vowels that
are evenly distributed. To some extent they resist the biological pressures for
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communicative efficiency that undoubtedly exist, and undoubtedly account
for phonetic phenomena that are widespread in the languages of the world,
preferring instead the uneven distribution of vowel qualities that characte-
rizes them as Yoruba.

A second illustration demonstrates even more clearly that differences are
subject to the whims of fashion. Some articulatory gestures can produce the
same sounds - the same acoustic structures - as other quite different move-
ments of the vocal organs; and some languages habitually use one way of
producing a given sound, and others another. The evidence on this point is
somewhat indirect, but it seems that some languages use one kind of the lip
gesture to procduce a high back rounded vowel of the [u] type and others
produce virtually the same vowel, using a different gesture, with less roun-
ding of the lips being compensated by other vowel gestures such as more
lowering of the larynx.

Linker (1982) photographed the lip positions of the vowels in the speech of
eight speakers of Cantonese and eight speakers of French. She examined the
correlation between formant frequencies and lip position in each of these
(and other) languages and showed that there are reliable, statistically signifi-
cant, differences in the articulatory-acoustic relations. As she says, ‘if ...a
(mean) speaker of Cantonese wanted to produce an [u] with a given set of
formant frequencies, he would have considerably less horizontal opening
than a speaker of French producing the same vowel.” She concludes ‘These
results indicate that languages differ greatly in the lip gestures they use to
make the same acoustic distinctions among vowels.’

Presumably children learning to become part of a particular group that
speaks a certain language, achieve this goal by watching as well as listening.
Children see the lip positions that are typical in their language and learn to
make these sounds in that way. There may be a physical explanation for the
difference between French and Cantonese associated with the different
anatomies of the different racial groups, but it seems unlikely. It is much
more likely to be a case of language specific behavior that can be ascribed
only to the whims of fashion, and the desire of speakers of each language to
maintain their group identity.

There is certainly no anatomical basis for another case in which visual cues
during language acquisition are probably the cause of adults having noticea-
bly different articulations when producing acoustically very similar sounds.
As has been shown by Ladefoged (1979) a considerably higher proportion of
American English speakers use an interdental fricative, as compared with the
dental fricative which is more common in British English. In Californian
English 75% of the speakers protrude the tongue between the teeth when
saying words such as ‘thief’, whereas virtually no speakers of British English
make the fricative in this way. Again, there are no reasons for this other than
the desire of British English speakers to do things one way, and American
English speakers to behave in another way.

The final illustration concerns coarticulation. We all know that in English,
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as in many other languages, the place of articulation of a stop is affected by
the articulation of the following vowel. Thus the velar stop in ‘keep’ has a
more forward articulation than in ‘cop’. But this difference in the stops is
only partially explained by claiming that there is coarticulation with the
following vowel. We cannot claim that this is a necessary thing that lan-
guages have to do. If this were so, it would be nice, not only from the point of
view of making biological explanations, but also from the point of view of
simplifying the theory of phonology. Life would be easier if there were a set
of universal, language independent, rules that took a string of segments
specified in terms of a narrow, allophonic, transcription (or a matrix of
distinctive features) and converted it into a sequence of continuously varying
parameters of the kind required for a complete description (synthesis) of the
utterances represented by the string. But there is no force compelling speak-
ers to have a given degree of coarticulation. As indicated in Ladefoged
(1972),it seems likely that French and English differ in the ways in which
coarticulations occur. The French velar stops in pigue [pik] and Pdques [pak]
coarticulate more with the preceding vowel than the corresponding stops in
the English words peak [pik] and pock [pak].

Recently Nartey (1982) has given a more rigorous demonstration of the
language dependent nature of coarticulation. He recorded (among other
data) eight speakers of Amharic and eight speakers of Navaho. Both lan-
guages have, among other fricatives, two sibilants which may be transcribed
/s,J/. They also have similar vowels that may be transcribed /i,a/. The
fricatives in each language were recorded in the context /i-i/ and /a-a/. The
acoustic spectra at the midpoint of each fricative was determined using the
UCLA WAVES computer analysis system. These spectra were then convolv-
ed with an auditory filter as suggested by Bladon and Lindblom (1981) to
produce representations of the auditory information.

T_he upper part of figure 2 shows the mean auditory spectrum of Amharic
[f}in the two vocalic contexts; the lower part shows Navaho [f]in similar
contexts. There are differences in the sharpness of the spectrum in the two
languages. But, over and above this, it may be seen that the Amharic sounds
ii(:i\zeigz;t;ri ge}fierc;se Z]f( ci:gi;]t'iculation with the vowelr the spectrum having a

! : is Bark scale representation when in the context
gi)g]l::t? whe; 11; t.he context of[a].'In Navaho there is very little coarticula-
of differe;inlznlsuzcatw; and the ad.Ja.cem yowel. Again we see Fhat Speakers
shonetic mechaiis n%est ;1: oose to dlstmgt.nsh themselves l}y using different
nicative efficiency bsut Ztrecalspnot be predicted frorp the prmf:lgle ofcommu-

) tmply learned behavior that distinguishes one
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I communicative efficiency and for group identity account for many rule
governed phenomena, But many other
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try to relate these linguistic observations to observable mental capacities. It
seems to me that the mental nature of language has been somewhat mislead-
ingly presented by Chomsky (1975). His notion that language is an organ of
the mind is not very helpful. It is somewhat like saying that digestion is an
organ of the body. Digestion is an ability that involves many components,
including some things that are normally called organs such as the liver and
the pancreas, as well as a number of other things such as saliva, mastication,
and bowel movements. Digestion is like language in that it is a system. But
neither of them is an organ in the usual sense.

A better way of describing a language is to consider it as an observable
social institution, without having to consider what goes on in people’s minds.
When we consider any social institution we find that it is governed by
different principles from those that govern the behavior of individuals.
Principles such as communicative efficiency and identification with a group
apply to descriptions of what people do. But a language considered as a
system where everything hangs together is to some extent self-organizing.

In order to make this point clear it is worth considering two other exam-
ples of self-organizing social institutions. We may begin by comparing a
la}nguage with a moral code - a system of value judgments applicable in a
given community. Any moral code is clearly a product of a society, and is
strongly influenced by the surrounding culture. Moral judgements that
originally had some utilitarian function rapidly become ritualized. Like
pronunciations of words they are as they are because that is the way things
are done a a certain society. But morality is also property of an individual, at
least to the extent that the individual can choose to perform moral acts.
Morality, or at least the capacity for performing moral acts, may even be like
language, or the capacity for language, in being innate. Certainly one way to
think of morality is as an over-developed herd instinct -- a self-organized,
innate drive for the preservation of the herd rather than the individual.

The moral code that we observe (or feel guilty about) is only one example
of a social institution. As another, very different, example consider the
economic system. There are obvious market forces affecting the price of
goods and the cost of labor (the far from inexorable ‘laws’ of supply and
demand). There are also Galbrathian forces such as the conflict between the
company management (whose aim is usually growth, which leads to bigger
managerial responsibility and salaries) and the company ownership (the
shareholders) who want bigger profits, which may well be achieved without
growth anq with less management). All these forces, and many more (go-
vernment, international affairs, and perhaps morality) add up to form a
social institution, the economic system, which nobody understands and
which is certainly not part of anybody’s competence. Without people there
would be no economic system. It is like language in that it takes at least two
to trade. Furthermore, just as people ‘know’ the rules of their language, in
the same sense everyone ‘knows’ their economic system. We all understand
what money can do. But it is obviously ridiculous to take a mentalist
approach. Nobody would call economics an organ of the mind.
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Many sound patterns are the result of language being a self-organizing
social institution, and are not generated at the level of individual behavior.
We may start by considering those that result from the filling of a gap in a
phonological system. It has often been observed that languages tend to fill
holes in the patterns of their segmental inventories. Thus Antilla (1972)
shows that Proto-Baltic Finnic had a system ‘in which the short vowels had
one degree of height more than the long ones, and contained the only front
rounded vowel in the whole system ... (Modern) Finnish has filled every
single gap and ended up with perfect symmetry.’ To take another example, it
is not at all surprising for a language such as English, which at one stage had
four voiceless fricatives /f, 8, s, [/ and three voiced ones /v, 8, 2/, to acquire
the missing voiced fricative [3], as we have done recently. But it should be
noted that this does not occur because of the biological drive acting on
individual speakers and listeners. Filling holes in an abstract phonological
system does not increase communicative efficiency for the individual. There
is no increase in ease of articulation or auditory distinctiveness for any
existing possible utterance. Nor, in general, does it help to identify the
speaker in any way. (The exception is when the new sound is being brought in
by borrowing from some other language or dialect. Using this sound may
mark the speaker as wishing to identify with the speakers of the other
language or dialect, as, for example, when a speaker of Southern British
English starts using a voiceless fricative /x/ in words of Scottish origin, such
as ‘loch’.)

The discussion of possible linguistic changes in terms of holes in phonolo-
gical patterns is sometimes formulated in a slightly different way. There are a
number of occasions when linguists talk about the segmental inventories ofa
language being such that they facilitate or hinder possible sound changes.
Thus Maddieson (1984) suggests that if a language does not have /v/ it is
more likely to develop a phonemically contrastive /p/ as aresult of phonolo-
gizing an intervocalic [f] allophone of /b/.

Adding a new sound is like the emergence of a new species in biological
evolution. It is possible to claim that it happens because God sees a gap and
wants it to be filled because it is easier for the world to be that way. Butan
equally good claim is that if there is an ecological niche to be filled, events
(the random mutation of genes, evolution is not purposive) will conspire to
fill it. In the same way a new phoneme is more likely to occur (to be borrowed
or to be phonologized from an existing allophone), if it fits nicely into an
existing pattern. Note that this cannot be explained in terms of the behavior
of individual speakers and listeners, just as the development of a new species
is not due to the action of individuals. The communicative efficiency princi-
ple does not apply to how languages organise their sounds. When we discuss
phonological systems we have moved to considering language not as part of
an individual’s behavior, but as a self organizing institution.

Many of the patterns currently described by linguists are patterns that
occur simply in language considered as a social institution. In additionto the
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hole in the pattern phenomena, there are what Kisseberth (1970) calls
phonological conspiracies. Dauer (1983) has assembled an excellent case for
regarding stress timing in English in this way. Many people have observed an
apparent tendency in English for stresses to recur at regular intervals of time.
But it seems that this may be due to a fortuitous combination of circum-
stances. The fact that English words have a somewhat regular stress pattern,
the possibility of alternative stress patterns in some words, and of dropping
stresses in some sequences of words, the reduction of weak syllables, and the
clitic-like nature of many grammatical formations, all these things and more
combine to lead to the occurrence of stresses at appropriate intervals.

Perhaps the most startling conspiracy - one that seems to have deceived by
far the majority of linguists - is the appearance of phonemes. Accounts of
human behavior in terms of phonemes are nearly always examples of what
has been called the psychologist’s fallacy - the notion that because an act can
be described in a given way that it is necessarily structured in that way. As far
as I can see, phoneme size units play only a minor role in human behavioral
acts such as normal speaking and listening. I have argued this point else-
where (Ladefoged 1980) and will not consider it in detail here. All that is
necessary is to examine some apparent counter arguments.

The first concerns children babbling, playing with newly discovered
sounds. Typically they make sounds such as [babababa....dadadada] but
sometimes they will produce sequences such as [bibibebe]. Does this mean
that they have discovered the notion of a segment, and are trying out
different vowels? I doubt it. I think it is much more likely to be random,
uncontrolled behavior, and it is only the linguist who hears it as a set of
different vowels. But in any case I do not want to deny that there is a strong
commonality among all syllables beginning with the same consonant. After
all the Aramaic scholars and others who invented syllabaries spotted this and
wrote syllables such as [bi, ba, bu] with the same symbol. But the important
point is that no child ever babbles sequences such as [badaga badaga]. And
for hundreds of years the Aramaic scholars never noticed that there was
something in common between syllables such as [ba da ga]. According to
Gelb (1952), writing has been invented many times, and there have been
many independent developments of syllabaries. At least in some languages
the syllable is a clear, intuitively apprehended, concept. But only once in the
whole history of writing has it occurred to people to break syllables into
separate segments that can be recombined to form other syllables; and that
occurred because of fortuitous circumstances. It took the happy chance of
the coming together of speakers of Semitic languages, who had symbols for
syllables beginning with pharyngeal and other non-IndoEuropean conso-
nants, and Greeks, who did not need these symbols with their original values
and chose to use them for vowels. The Greek writing system, the only
original alphabet, was produced out of the spare symbols of a syllabary. If
phonemes are behavioral concepts, it is difficult to see why the alphabet was
invented only once; and, for that matter, why children do not alternate
phonemes and babble [badaga badagal.
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Speech errors are sometimes cited as another piece of evidence against the
claim that phoneme size units play only a minor role in speech production
and perception. One of the commonest errors in rapid speech is transposing
two elements as in a spoonerism, saying, for example, ‘fast pew’ instead of
‘past few’ (Fromkin 1973). In such cases it is often apparently segments that
are transposed. But note that it is not just any two segments that get out of
order. The previously cited phrase could never have appeared as ‘paf stew’
with the final element in one syllable becoming initial in another. The
segments that move always have to be in the same positions in different
syllables. I do not know how speech errors involving transpositions occur.
But it is no way obvious that they are simply transpositions of segments.

A final piece of seeming counter-evidence is the existence of a number of
language games and secret languages that can be described in terms of
phonemic interchanges. For example, Cantonese speakers who are unfami-
liar with alphabetic notions can nevertheless produce a form of secret speech
in which vowels and consonants are reversed (Wu, personal communica-
tion). In this speech words such as [ma] are produced as [am], but this is still
not a truly segmental approach; words such as [tfag] come out as [apt[].
Speakers do not produce [gtf] (the reverse of the phonemes), and do not
even recognize [gaft] as the true reversal of the phonetic segmental order.
Again what is even more important is that in all the language communities I
know of that have secret languages or games of this kind, there are always
some speakers who find it very difficult, or even virtually impossible, to
follow rules involving segments. (Fluent speakers of Pig Latin often fail to
understand how difficult it is for those of us without an equivalent mis-spent
youth to talk in this way.) Notions concerning phonemes size units have to be
carefully learned - they are in no way naturally available.

Lindblom (1983) has suggested a nice analogy that can be extended to
make this point clear. He has pointed out that termite nests appear to the
outside observer to have a most intricate structure. There are great pillars
and arches that rival those of medieval cathedrals. But it does not follow
from this that individual termites know about arches. In fact they are simply
following a very straightforward pattern of behavior, govem.ed (in nest
building) by a single rule: deposit grains of earth near other grains of earth
that are scented with a termite secretion. At first this leads to random
depositing of earth. But very soon the deposits are on top of o-ther recent
deposits and the pillars grow. As two pillars grow taller the scent is strongest
on the sides closest to each other; and so those two sides grow together aqd
form an arch. All from a single, simple, rule. Phonemes may be like arches in
termite nests, visible to outside observers, but having no meaningful role in
the activity of the individuals producing them. Speech appearsto be compo-
sed of sequences of segments because of the interac.tnons of .the dlffer.ent
systems of which it is composed. The complex gestures qulved m.pr.oducmg
syllables have diverse parts that look as if they are categorically distinct. We
call these diverse parts vowels and consonants, but we must always remem-
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ber that these are just names for readily distinguishable aspects of the stream
of s.peech. Those of us who have been exposed to an alphabetic tradition may
be mﬂu.enced so that we are very conscious of the possibility of describing
speech in terms of units of this kind. But illiterates may have little or no
concept of speech segments (Morais et al, 1979). Similarly those involved in
adult l'lteracy campaigns report that the concept of the segment is far from
self evident. Intelligent adults who have been taught to write a few words
cannot perform tasks such as naming other words that begin with the same
segmeflt (Jackson, 1982). A language consultant who has been working
exten51yelv with a linguist will be able to learn the phonemic principle (Sapir
1949), just asa child can learn to read and write. But this is hardly evidence’
for phonemic units in the normal process of speaking and listening.

. We can carry the termite analogy a step further still. Just because the
individual te.rmite cannot be considered responsible for the design of the
arches apd pillars in a termite nest, it does not follow that it is not interesting
to describe these pillars and arches, They are a necessary part of the termite
nest; whén a pillar or an arch is needed to support the edifice which the
commumty'requires, if the nest is to be one which survives, then the requisite
sFrl{cture will be present. In that sense, a termite nest is se,lf-organizeid1 Ina
similar way a language gets the sounds that it needs. The segment; and
phorTemes are present in the structure of that abstract entity, the language

consn‘dered as a social institution, Indeed, as Halle commente’d severalg efrs’
ago, ‘Almost every insight gained by modern linguistics from Grimm’s lzlw to
Jakobson’s distinctive features depends crucially on the assumption that

igzzc)h [or, in my terms, language] is a sequence of discrete entities.’ (Halle,

l?u't d;splte the value' of Segments as descriptive units, it seems almost
f:ter aull that the phonemic principle is not part of our genetic endowment (as
1t surely must _be for those who view it as an innate ability). The manipulation

are pr‘operties of a culture, and not of an individual’s physiology. Th
invention (I?Ot, for me, the discovery) of the alphabet occurred gfy. ;
'recently for it to have become part of our DNA. Indeed, as Gould (198 ?r s
1t:"Homo sapiens arose at least 50,000 years ago and vs,/e have not a sh )F&u‘?
CV'ldel’lCC for any genetic improvement since then. ... Allthat we h com
plished, for better or worse. is a result of cultural evolution.’ Hreaceom
Our endeavors include building (like termite :
language, morality, and economic systems. E
becqme its own thing, so that it is no longer entirely explicable in t f
outsnde.forces. The evolution of language has involved its feeding u it l0
so that it must be described partly in terms of unique principlengtI::n oot
accgunts may not be correct. Descriptions of languages in 'termscutr”rel?t
fashionable metrical phonology (Halle and Vergnaud, 1980) are at"tero llt .
least superficially very different from those of the older generati;e h ; ’lat
gy (Chomsky and Halle, 1968). But the thread of the uniqueness ofll)a:gnuzge-

s) social institutions such as
ach has, to a great extent,
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that runs through them is still valid. And they are all, despite their authors’
claims, descriptions of social institutions and not explanations of mental
activities. Like termites who do not know how to build an arch, ordinary
speakers and listeners do not know the sound pattern of English.
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4. Psycholinguistic Contributions to
Phonetics |



Perceiving Speech and Perceiving Words

W.D. Marslen-Wilson
Nijmegen, the Netherlands

1.

Psycholinguistic research into spoken language comprehension, and phone-
tic research into the processes of acoustic-phonetic analysis, are both, in
principle, part of the same general domain of inquiry. Both disciplines are
concerned with aspects of the process whereby human listeners map from
sound onto meaning. This implies, therefore, a close dependence between
them.

In the past, however, there has been surprisingly little direct contact
between the two disciplines. Research in phonetics - as, for example, Noote-
boom (1979) has documented - tends to pay little attention to the wider
functional context within which the processes of acoustic-phonetic analysis
presumably operate. Conversely, psycholinguists — even those working on
spoken word-recognition - tend to neglect, or simply ignore, the cgmplem-
ties of the acoustic-phonetic input to the processes they are studymg.

We can take for granted that psycholinguists should pay more attention to
acoustic-phonetic issues. What is less straightforward is th.e claim that
phoneticians should pay more attention to psycholinguistic 1.ssues. None-
theless, this is what I will try to establish here. I will do so with pz?rtlcular
reference to the relationship between the acoustic-phonetic analysis of the
speech signal and the perception and identification of spoken words.

Two questions need to be examined here. First, how far doe§ the stufiy of
spoken word-recognition also raise important acoustic-phonetic qufzsuons?
Second, how far has research in acoustic-phonetics in fact provided an
adequate basis for an approach to these questions?

2,

The first point to be made concerns the extent to which further prf)gress in
understanding spoken word-recognition depends on developfnents in acous-
tic-phonetics. In the past, research on spoken word-rccqgnnt:on has been so
general in the kinds of claims it made about the recognition process that it
Was not necessary to pay close attention to the acoustic-phonetic substrat.e
for this process. It did not really matter what the imput to Phe.wprd-recognl-
tion process was since the issue never really arose of how individual spoken
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words were discriminated from each other (although this question certainly
did arise very early on in research on machine recognition of fluent speech).
Recent research, however, has led to the development of psycholinguistic
theories of spoken word-recognition that do require a much more precise
specification of the properties of speech analysis.

These developments arise from some observations of the rapidity and the
immediacy with which the speech signal is mapped onto the mental lexicon
(c.f. Cole and Jakimik, 1980; Grosjean, 1980; Marslen-Wilson 1975; 1980;
1983; Marslen-Wilson and Tyler, 1975; 1980). A wide variety of different
experiments converge on a highly consistent estimate of the average ‘“‘recog-
nition-time” for words heard in a normal utterance and discourse context -
where the term “recognition-time” refers to the amount of sensory input,
measuring from word-onset, that needs to be heard before a listener can start
behaving as if he or she has correctly identified the word in question. The
estimate of this average recognition-time for words in context is of the order
of 200 msec.

Not only is this remarkably fast, but also it is remarkably early, relative to
‘thc total duration of the words beingidentified. For the kinds of experiments
?nvolved, the words averaged 375-420 msec in length. This means that words
In context can reliably be identified when little more than half of the acoustic
mput' corresponding to that word in the signal could have been heard. Thisin
turp implies that listeners are highly efficient in their use of the acoustic-pho-
neFlc information carried by the speech signal. More recent results (Marslen-
Wilson, 1983) show that listeners are in fact optimally efficient in their use of
this information.

The _notion of optimal efficiency can, in principle, be defined as the
f:xFractlon of the maximum information-value from the si gnal, in real-time as
it is hea‘rd. The term “information-value” can itself be related to the defini-
tion of.mformation in terms of the number of alternatives between which a
given signal can allow a receiver to discriminate (Shannon and Weaver 1949).
:(f) ‘:eg?:::ll’i‘:t esserrrl? nszt of possible messages that a give.n signal can t.ransmit,

5 given context, then the speech signal can be viewed as
providing a continuous flow of potential discriminative information with
respect to this set of possibilities.
la:; ut:gee s;e(tn ;)fv IExt);s;blil‘lltiesl‘involved is the .completc.: set of words ip the
is deﬁne(i with respectgtoi?l l‘stt;ner, th‘en the mforrr'latlon-vall‘le of the 51g_nal
for the discriminasion apot ¢ information that the signal prf)v‘xc.ies, over time
alternatives. Experiments uef:orrect wo‘rd from among t.h‘e initial total set of
listeners are indeed able to iscllng atEl oory lem‘cal decision task show e
point in the word at which etrlltl yhthe Wf)rd being u%tcred : prgcnsely thi}t
information becomes available e(l\t/I eolrmcwm'ly sulficient aCOusth-phOUC“;
Wessels, 1983), arslen-Wilson, 1983; see also Tyler an
CO;:i:isgr:iiuLt;’iiE(: }:::t:leeirsc:nside‘rations, le:ad toa merl of spoken W(?rdre-

multiple accessing of possible word-candidates
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early in the word. The subsequent selection of the correct candidate depends
on the manner in which the accumulating sensory input not only matches the
specifications (in the mental lexicon) of the correct word, but also fails to
match the specifications of the incorrect words. The recognition of the
correct word becomes possible, as experimentally demonstrated, as soon as
the signal diverges sufficiently from the specifications of all other possible
words. :

An approach of this kind therefore stresses the implications for the identi-
fication of individual words of the discriminative information accumulating
as the signal is heard. It is clear that the evaluation and development of such
an approach depends on a satisfactory analysis of the nature of the input to
these word-discrimination processes. Under what description are the pro-
ducts of acoustic-phonetic analysis delivered to the word-recognition sys-
tem? What aspects of the original signal are preserved or discarded in the
process of analysis? With respect to which set of discriminative categories
should the information-value of the signal be evaluated?

3.

If, for an answer to these questions, we now turn to the main body of
acoustic-phonetic research, we do not receive a coherent answer. One is faced
with a remarkable diversity of different and incompletely specified propo-
sals, where the products of speech analysis range from strings of phonemic
labels, to bundles of probabilitically weighted features, to direct perceptions
of speech events.

At least one distinguished acoustic-phonetician, confronted with these
difficulties, has concluded that the best approach to the question of how the
signal is mapped onto lexical representations is, in effect, to renounce the
whole framework of classical phonetics (Klatt, 1979; 1980). Instead one
should opt for the kind of “brute force” computational solution, based on
direct matching to spectral templates without any intervening phonetic
analysis, that is exemplified in the harpy speech recognition system (Lowerre
and Reddy, 1978). It is likely that this conclusion is too pessimistic.
Nonetheless, it is clear that acoustic-phonetic research, for all its advances
over the past thirty years, has failed to satisfactorily answer those questions
that are most critical for researchers working on other aspects of language
processing. In part this is no doubt due to the fact that acoustic-phonetics,
just like any other branch of the study of human language, is extremely
difficult; that it can’t be expected to have found all the answers yet. But in
part it may also be the consequence of the set of assumptions that permit, and
even encourage, the current de facto separation between research on speech
analysis and research on spoken word-recognition.

The most important of these assumptions seem to be the following. First,
one must assume that there are two distinct levels of perceptual representa-
tion computed during speech analysis. These correspond, respectively, to an
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acou.stic-phonetic level of analysis and to a lexical level. Secondly, and
crucially, one must assume that the properties of the acoustic-phonetic level
and of ‘the processes that map from the speech signal onto this level, can bé
d;termmed solely with reference to phenomena internal to this le\;el and
without ret:erence to the functional goal of these processes. Without,refe-
rence, that is, to the role of these processes in providing the basis for a further
mapping onto the mental lexicon (which in turn provides the basis for the
extragtxon of communicative meaning).

Thirdly, one has to accept the direct translatability of results obtained in
the phonetics laboratory, typically using either citation forms of synthetic
speech, t.o the perceptual situation of the listener hearing fluent
copversatlonal speech. That is, one must assume that the kinds of relation-
ships o'bserved in the laboratory between a given speech signal and a given
phonetic contrast, will also hold in the often different conditions of normal
speech production and comprehension.

4.

Itis qot pqssible to state categorically that these assumptions are either false
or mnslcadmg. But they are at least open to serious question. Consider, in
partl.culajlr, the second assumption, that speech analysis is most appropriat,ely
studied in functional isolation. In the case of spoken word-recognition, for
example, one.ﬁnds that it is by studying word-recognition in its functi:)nal
context — as it contributes to the processes of language comprehension in
utterances and discourses - that one can place the strongest constraints on
possible models of lexical access (Marslen-Wilson, 1983; Marslen-Wilson
and Welsh, 1978). In the same way, it may be that by examining the processes
of speech analysis in their proper funciional context - as part of the process
of speech understanding ~ that one can place constraints on theories of
speech analysis that could not be derived just by attempting to study these
processes in isolation.

If, for cxarpple, as current analyses of spoken word-recognition suggest
one can predict precisely when a given word should become discriminable’
tben it should also be possible to determine just which aspects of the sensor):
signal are employed in making these discriminations. This, in turn, would
surely have implications for one’s assumptions about the speech ;nalysis
process that produces the basis for these effects.

Whether or not this particular strategy turns out to be fruitful remains to
be seen (but see Streeter and Nigrom 1979). But the general point remains
Mgny psycl}olinguistic questions about the processes of spoken word—recog-.
nition are inescapably acoustic-phonetic questions as well. And it seems
most unlikely that these questions can be resolved without a proper contact
betwc.cn the two disciplines — both in theoretical analysis and in experimental
practice.
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Spontaneous Self-Repairs in Speech: Processes and
Representations

Willem J.M. Levelt
Nijmegen, the Netherlands

1. Phonetics, Psycholinguistics, and Self-Repairs

Psycholinguistics study the acquisition, comprehension and production of
language, but the study of language production has not advanced at the same
pace as the other two main areas of inquiry. While there are notable excep-
tions, the impetus to study the process of speaking does not usually come
from within the discipline itself, but from neighboring fields, such as ethno-
methodology, aphasiology, and last but not least, phonetics. No approach
has informed the psychological study of language production to the same
extent as the systematic analysis of spontaneous speech errors, a technique
which was reintroduced by Cohen and Nooteboom during the sixties. Traffic
in the reverse direction has been light: the psychology of speaking has not
influenced phonetics to the same degree.

It is only honest, therefore, to speak about the potential contributions to
phonetics of psycholinguistic production research. The study of spontaneous
self-repairs may well develop into such a contribution. Self-repairs are, on
first view, rather complex phenomena. And surely, they involve quite dispa-
rate phonetic processes, such as self-monitoring, the production and de}cc-
tion of phonetic, lexical and other types of speech errors, self-interruption,
prosodic marking of the correction, etc. This complexity on the surfa;e,
however, does not preclude systematicity at a deeper level, a sy'stematlcnty
which may reveal principles of organization of the speech production process
that would be hard to discover on the basis of laboratory data alor'1e.

The more specific psycholinguistic contribution here i§ to .clanfy t}}e
character of this underlying systematicity. The psycholingmst.wﬂl, more in
particular, try to analyse the levels of representation involved in the genera-
tion of a speech repair. What are the relevant entities for the analysis of a
speaker’s self-monitoring, self-interruption, re-starting, etF:? Are they phone-
tic features, phonemes, words, clauses, concepts, intentions, or several of
these at the same time? And closely related to this is the issue of how these
entities are stored and addressed during the process of repairing. What sort
of memory structures are involved, for instance, in repeating part ofthe same
utterance, or in aligning the prosody of the correction to that of‘the. interrupt-
ed utterance? The psycholinguist will try to explain self-repairs in terms of
the same representations and processes which underly normal fluent speech.
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Phonetic complexity may turn out to be psycholinguistic systematicity. Let
us therefore turn to normal fluent speech first. "
imle\nst;i)gzk:lzcl}llszsltly ‘cc;nstructs and. uses an utterance in order to realize an
informat{on has <})1im orm or convince an interlocutor, to request action or
i ormason o therr.l,‘evtcl. The psycholmgu'ist tries to follow the flow of
rpeech The proressi uyt:ja co.nceptlon.of an fntention to the articulation of
rion. An manty o EIS one in stages myolvmg different levels of represen-
whost expression mga ccfmcgrns thc? retrlfeval and selection of information
rersaeciive with res y fulfill .th.e intention. The speaker takes a certain
A Comrgetct to this 1.nformation; the information will have a
ot sy contre fs l:vxth earher'expressed information or rather be a
ol et bt o :\l/1 at was previously said, there will be a spatio-tempo-
cpcaker will have o att'e cipeaker.and the information selected, and the
R rmation. Tho oy itu ?of belief, want, distrust etc. with respect to that
message. The subsequ errr;r:altlon selected for expression is usually called the
messang onte Ingoies foreverijI qf representation result from mapping the
items. the creation oo ntm. Major proces.ses here are the retrieval of lexical
the realivation of mory hactlc cgnﬁguratlons such as phrases and clauses,
Drocecses can informaup ‘;)nologlca} structure. The final output of these
king, inner speech is a liveel C?Ued oo sp_eech. Phenomenologica
theoretical construct is still t(; l::ps::t?manon; whether it can be used 4+ &

The last stage in th . o
artg:)‘ijt:ryt }E)rocl;:duree.ﬂl‘zzvoouft:]uf:) 11.:] :12:? ;;et::hplanning and exccution of
o the o . .

levels or types of rse‘;)rrveas::i phengmena in self-repair proceed from different
I will discuss some of the ation 1{lvolved in normal speech? In the following,
repairs. The corpus was seblssyes in the light of a corpus of 959 tape-recorded
purpose. In this experi obtained it experiment designed for a different

periment 53 subjects were asked to describe spatial pat-

terns consistin
g of colored dots
such as the ones in Fi ts, connected by horizontal or vertical arcs,

. gure 1. There
third pattern description. was, on the average, one repair in every

The main analysi .
sub ysis of this corpus of repairs can be found in Levelt (1983),2

sequent study of .
Yy ol prosodic aspects of these repairs appears in Levelt and

t

!
Figure 1. Examp) ’
. €S .
colored. ples of patterns described by subjects. Dots in th differentl
: e patterns were differently
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Cutler (1983). Others, especially Ewald Lang (unpublished) have also contri-
buted to the analyses of this corpus.

2. The Structure of Repair

A repair consists, typically, of three phases. In the first, trouble occurs and is
detected by the speaker, who decides to interrupt the flow of speech. The
segment of speech affected will be called the original utterance. In example (1)
the original utterance is ‘right of pink is a black’.

1. right of pink is a black, er a blue point

The original utterance contains a lexical error (‘black’ for ‘blue’) which is
apparently detected by the speaker, who interrupts immediately after the
error. o
The second phase is one of filled or unfilled pausing. In (1) the pausing 18
filled by ‘er’, but other editing terms arc also frequently used. They are
systematically related to the source of trouble, and how recently it occurred.
The third and last phase consists of the correction itself. In (1) it is ‘a blue
point’. Important events take place in this phase. The speaker tells. the
listener how to relate the repair to the original utterance, by restrfcted
syntactic, lexical, and prosodic means. In this way the speaker establishes
on-line interpretability of the repair for the listener. .
Let us now turn to these three phases in some more detail.

2.LInterrupting the Utterance '
There are many possible reasons why a speaker might want t.o interrupt the
flow of speech, but two major Sources of trouble were fO\.md in the corpus of
self-repairs on which the present study is based. The first is the appearance of
error, be it a phonetic error (seldom, less than 1% of the data), a lexical error
as in (1) (frequent, 38% of the corpus), 0T other (2%)- .
The second most frequent situation is one in which, althngh what was said
was correct, it was not fully appropriate. An example is given 10 )

2. a line to the yellow disc, to 2 yellow disc
Here the yellow disc had not been introduced before by the speaker, anditis
thus more appropriate 10 usé the indefinite article.

Another appropriateness repair is given 10 3):

3. right thereof, of the orange one a blue dot

The demonstrative ‘thereof” refers to 2 dot mentioned in 3 previous utte-

rance, but the speaker realizes that there may Fn; an ambiguity ofzreferen(ge
here, and decides to name the referent explicitly. In neither (2) nor )
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anything was said that was false. The new utterance is only more appropriate .

in tl}}e dls'course context (the precise criteria for this category of repairs are
:)eut ined in 'Levelt, 1983). Thl'rty perceqt of the corpus consists of appropria-
ness repairs. These two main categories of trouble, error and inappropria-
Fcness(,iare very different in their consequences for tht,? way in which ‘t)trl)e rfpair
;i;’f\a e. It should be gddf:d, for completeness’ sake, that there is a third
jor category of repairs in the corpus whose etiology cannot be decided

unambiguously; we called them . )
. . ’ covert repair: : .
given in (4): pairs or hesitations. An example is

4. up is, er blue

Iti
ﬁnsir\inc‘lﬁar wlhether the'speaker had a perceptual problem, had difficulty
about% e color name, intercepted an erroneous lexical item that he was
b Coro pron}cl)unce, qr f)therwxse. These covert repairs account for 25% of
© & pus. (the remaining 4% of the corpus consists of minor categories
which are of no interest for the present purposes)
]eVI:]cS)v:);ioes the spegker detect trouble? Or in the above terminology: which
representation are accessible to the s j .
eaker? My co i
the speaker can attend to i : e o but
messages, to inner speech and t
to nothing else. He has no di i D accos
. irect way of monitoring his own lexi
procedures, the construction of i i W
ures, phrasal configurations, the assi
: s nment of
syntatlf:tlc; agreement, the construction of tone groups, the geniration of
coarticulation, etc. The speech i is
, production apparatus is iti 1
trable, to use Pylyshyn’s (1980) isi cognithely b
, terms. If thisis correct, th
levels of representation whi e e
' which allow for monitori 1 i
ng. The first one is th
message level. A speaker may want ore it
to replace or change a m i
enters the next stage of processi i y e o,
ng. : itati
e P g. This may lead to delays or hesitation,
sz s:ctond on;la i;at the level of ‘inner speech’, and the third one is at the level
vert speech. For the latter two levels I su
ppose that the speaker hi
normal speech perception apparatus; i rodue.
us; he or she will parse th
ed, and derive the message, as if listent AP
, ar , istening to someone else. Self: itori
will in the first place consist i i | messace to the
\ of comparing this derived
intended message. If there is a maj icati e Ton
: . jor or communicatively important di
: iffer-
e}r:ce in truth, reference, clarity, etc. between derived and intended message
the speaker may wapt to interrupt speech and make a correction The,
speaker can also monitor for certain well-formedness aspects of the selt;-pro
du?ed speecl?, such as phonetic errors. Although the processes involved are
quite mysterious, they need not be different from those involved in detecti
ill-formedness in the speech of others. "
The mome‘nt of interruption can vary widely with respect to the trouble
§pot. In ('l) it follows the trouble item immediately, and there are man
1nstance§ in t.he corpus where interruption is even faster, namely within thz
trouble item itself, as in example (5) below. One major theoretical issue is

Levelt: Spontaneous Self-Repairs in Speech 109

why speakers do not always interrupt immediately. In (2), the trouble item
‘the’ is followed by two more words before interruption. Is this due to inertia
in the production apparatus, i.e. a tendency to complete some linguistic unit
(a clause, a phrase, a tone group)? Or is it rather the case that the speaker did
not detect the trouble until two words later?
The analyses point largely to the latter explanation. We obtained statisti-
cal evidence for a slight tendency on the part of the speakers to interrupt
more often (in 71% of the cases)attheend of a surface phrase,such asan NP,
a VP, a PrepP, than was to be expected statistically (we found thata random
point of interruption in these pattern descriptions completed a phrase in 58%
of the cases). The inertia theory predicts that a speaker tends to complete a
phrase after detection of trouble. Delayed interruptions will therefore res-
pect phrase boundaries more often than immediate interruptions. This is,
however, not what was found. Phrase structure was respected in 66% of the
delayed interruptions, but in as much as 74% of the immediate interruptions.
This argues against the inertia theory. The tendency to respect constituent
structure should rather be interpreted as resulting from a detection mecha-
nism. There is an increased chance of detecting trouble towards the end of a
surface phrase, and indeed we found that the rate of detected versus non-de-
tected errors increases sharply towards the ends of phrases (cf. Levelt, 1983).
The speaker’s attention apparently fluctuates between constructing the mes-
sage and monitoring the inner or overt speech. Ends of phrases are natural
points for checking their contents, or in other words, the phrasal structure of
inner and/or overt speech dictates the rhythm of attention shifts. This
phrasal constraint is not due to formulating inertia, but to trouble detection,
i.e. to perceptual parsing. As far as this goes, we can maintain that speakers
interrupt their speech immediately upon detection of trouble. This rule is in full
correspondence with Nooteboom’s (1980) analysis of the Meringer data.
The rule predicts that speech can be stopped at any point after detection of
trouble. In one analysis we checked whether a speaker respects phonotactic
boundaries while interrupting his speech. There were 172 within-word inter-
ruptions in the corpus. An example is given in (5):

5. rechtsaf naar /z/-, wit (right to /b/~, white)

Here the speaker started saying ‘zwart’ (black), but then interrupted the
incorrect word to replace it by ‘wit’ (white). The interruption in (5) violates
phonological well-formedness in Dutch, /z/ is, phonotactically speaking,
not a possible word. We used the ‘possible word’ criterion to listen to all cases
of word-interruption in the corpus. Although such judgments were not
equally straightforward, there were 67 cases where we felt certain that the
interrupted fragment was phonotactically not a possible word of Dutch, asin
(5). Itis hard to evaluate this finding statistically, but one thing can be said
with confidence: nothing prevents the speaker from interrupting speech at
phonologically odd places. Again, inertia of the production apparatus, in
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Fhis case at a phonotactic level of representation, does not seem to be an
important determinant of moments of interruption.

. What we did find, however, is that speakers tend to complete words before
m.ter'ruption. Only 20% of appropriateness and error repairs involve halting
W.lthl'rl a word. But there is an interesting rule here; these 20% are not evenly
dlstrlb}lted over repairs. Of the appropriateness repairs only 10% involve
word interruption, whereas 28% of error repairs do. Is it the case that
speake‘rs are willing to interrupt an erroneous word, but not a correct (though
potentially inappropriate) one? This is easily checked. It predicts that the
percc?ntgge of word interruption should be high for immediate halts in error
repair, i.e. halts during or right after the trouble item such as in (1) and (5)
above; in these cases a within-word interruption is indeed interruption of an

erroneous wqrd. The percentage should, however be low for error repairs
with delayed interruption, such as (6):

6. and left of the black disc, no right of the black disc. ..

Here left is erroneous, but the subsequent words till interruption are all
correct. If the rule ‘Do not interrupt correct words’ holds, there should be a
low incidence of within-word interruptions in these delay,ed cases. What we
found was 47% word-interruptions when halting was immediate, against
17% when halting was delayed in error repairs. This is in agreement’with the
rule. It should be noted that this qualifies the interruption rule we gave a
moment ago: there are cases where a speaker does not immediately interrupt
upon detect‘lon of trouble. Speakers tend to complete words in all cases, but
they are wnll’ing to interrupt ones that are erroneous. This finding ;s in
agreement with Nooteboom’s (1980) analysis of the Meringer corpus, and

one may'conclude that the interruption process is sensitive torepresentations
of meaningful words.

2.2. Editing Terms

Editing terms vary in the degree of contrast they establish. If the termis ‘no’, ‘

‘rather’ (‘of” in the Dutch corpus), or ‘sorry’, it involves an explicit rejection
of what was said. But if it is ‘therefore’ (‘dus’ in the Dutch corpus) it rather
confirms Fhe previous expression. The degree of contrast set up depends on
the occasion for repair: error releases much more contrast than does inap-
E)r(zp‘rlatene§s. Indeed we found a much higher incidence of terms such as ‘no’
‘or » 'SOITY’ in error repairs than in appropriateness repairs. Inversely, Dutch
dus’ occurred exclusively in appropriateness re ’
repairs released more than twice as many editin
teness repairs (62% versus 28%).

tl‘.he degree of semantic contrast in a repair is not only expressed by the
editing term, but also by prosodic features. In a recent paper Cutler (ly983)
proposed to make a distinction between repairs that are prosodically marked
versus those that are unmarked. Pitch, amplitude and relative durat);on ofan

pairs. More generally, error
g expressions than appropria-
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unmarked repair closely mimic those of the trouble segment. A repair is
marked when repair and trouble item differ prosodically. Levelt and Cutler
(1983) applied this distinction to a subset of 299 lexical repairs in the present
corpus, i.e. repairs where a single trouble word was replaced in the repair. We
found that error repairs are far more often prosodically marked (in 53% of
the cases) than appropriateness repairs (only 19%), and we could show that
this is indeed due to the degree of semantic contrast established in the error
repairs. Ewald Lang (unpublished) drew our attention to a correlation
between editing term used and prosodic markedness. If we compare the
‘contrast establishing’ editing terms ‘nee’ (no), ‘of” (rather), ‘sorry’ (sorry) to
the ‘neutral’ editing term ‘eh’ (er) and the non-contrasting ‘dus’ (therefore),
we find 55% prosodically marked cases among the former repairs, but only
329% among the latter. Editing terms and prosodic marking thus seem to arise
from a semantic level of representation, but this does not exclude the
existence of other determinants. It was argued in Levelt (1983) that the
interjection ‘er’ entertains a rather mechanical relation to the interruption
process. The faster the interruption after trouble, the higher the incidence of

6 nge?

cr.

2.3. The Correction and its Relation to the original Utterance
There are at least three determinants of the way in which the speaker
constructs the correction. I will call them intentional, interactional and

structural.

2.3.1. Intentional Determinants

The intentional determinants have to do with what a correction is made for,
especially whether the speaker intends to patch up an error or rather tofinda
more appropriate way of expressing the same state of affairs. We found
major differences between corrections for error and corrections for appro-
priateness. I already mentioned the difference in prosodic marking between
these two types of repair. A major finding is furthermore that corrections for
error are highly conservative, closely copying the wording of the original
utterance. This is far less so for appropriateness repairs. A detailed account
can be found in Levelt (1983).

2.3.2. Interactional Determinants
1 will also be short on the interactional determinants. The main point is this:

The speaker’s sudden interruption of the flow of speech leaves the listener
with a so-called ‘continuation problem’: how is the new utterance to be
related to the interrupted utterance? The listener must decide how to ‘splice’
the two parts together, so to say. We were surprised to find that speakers
construct their repairs in such a way that the listener can solve this ‘continua-
tion problem’ on-line, i.e. no later than upon hearing the very first word of
the correction. The main rules the speaker adheres to in order to achieve this
for the listener are given on page 48 of the Abstracts of this Congress, and
further details are to be found in Levelt (1983)
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2.3.3. Structural Determinants
Th?re are restrictions on the ways in which the speaker can make a repair
which are purely structural in character. Example (7) is a well-formed pair:

7. Is he seeing, er interviewing patients?

A grammatically ill-formed way of correcting for the same trouble would be

8):
8. *Is he seeing, er he interviewing patients?

There is nothing semantic or pragmatic which forbids (8), it is fully transpa-
rent but still ill-formed. Is this ill-formedness a consequence of the structure
of the correction itself, i.e. ‘he interviewing patients’? One might argue that it
doesn’? have the right constituent structure for being used as a correction.
But this is not so; the same correction is all right in the following example:

9. Is she, er he interviewing patients?

Apparently, the grammatical well-formedness of a repair is a function of the
structural relation between the original utterance and the correction. In
Levelt (198'3) I have argued that this structural relation is essentially the same
as the.relatlon between conjuncts in a coordinate structure, and a precise rule
was given how to derive the well-formedness of a repair from the well-form-
ed'ness Offi corresponding coordination. This will not be repeated here. On
Fhls occasion I'would rather address the issue of how this structural relation
1s realized in the process of speaking.
. The speaker has certain ‘grammatical commitments’ at the moment of
1nterrqptlon. In (7), for instance, at the moment after ‘seeing’ there is the
commitment to complete the verb phrase by either a noun phrase or a
complement clause. Another way of putting this is that the production
process is ‘under the control of VP’ at the moment of interruption. Hoen-
kan?p (1982) suggests that this production process is held ‘in sus;;ensiOn’
during the Fditing phase, and subsequently reactivated in order to produce
the correction. In other words, there would be a way to store the control
structure of the interrupted utterance. This control structure is at a different
level. of representation than the message. The speaker often chan ges (adapts
specifies) the message in making a repair, but that change is executed un;c)ier,
the same control structure. And if only the message, but not the original
utterance itself, were kept in store, one could not prevent a repair such as (8)
which is, as was argued, semantically and pragmatically fully transparent
.’l‘}'le suspension theory puts the storage of the relevant features of tht;
original utterance on the output side: the formulation program is in a state of
abeyance. But one could also putstorage morein the input side. A possibility
suggested by Levelt (1983) is that the speaker, who is his own lis.tener, keepsa
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trace of his own recent inner or overt speech. This trace can then be referred
to in the construction of the repair proper. This would involve a very
different type of representation. One would either expect the trace to be in
echoic memory, which is a rather short term acoustic storage, or in working
memory, i.e. it is at least phonemically coded or else semantically.

It is not an easy task to find out which representational system mediates
between the structure of the original utterance and the structure of the repair,
and I'have no definite answer to offer. Still, I feel that a phonetic analysis may
clarify these issues. Consider first working memory as the locus of storage. It
is well known that the fine acoustic shape of speech is not represented in
working memory; the level of coding is phonemic or semantic rather than
phonetic. One would therefore not expect the repair to be an acoustic
continuation of the interrupted original utterance, though grammatical
contiguity as in (7) or (9) would be possible. Echoic memory as the locus of
storage leads to a different prediction. In this case there exists a faithful
auditory trace, but it is short-lived. The most accurate measurements of
‘brief auditory storage’ are those by M. Treisman and Rostron (1971); they
found that the auditory trace was lost in about 1 s., confirming earlier data
for storage of running speech obtained by A. Treisman (1964) who found a
value of 1.3s. One would therefore predict good acoustic contiguity for short
delays between trouble item and replacement, but diminishing contiguity for
longer delays, with an asymptote at 1 to 1.3 s.

The suspension theory, finally, predicts that acoustically the new utterance
should fit seamlessly into the original utterance, even for longer delays (or at
least there is no known limit on the persistence of an interrupted speech
program).

The obvious phonetic analysis to undertake for distinguishing these three
loci of memory is to splice the new utterance, i.e. the correction itself, into the
original interrupted utterance at the appropriate place, that is deleting all the
repeated material and the whole editing phase, and then to listen whether the
resulting utterance is phonetically natural (I am grateful to Anthony Cohen
who suggested this way of splicing to me).

If the locus of storing the original utterance is working memory, natu-
ralness of the spliced utterance will be a matter of accident, since no acoustic
or motor information is preserved in working memory. In other words,
naturalness will not generally result.

The echoic memory theory predicts naturalness for cases where the repair
had a short interval between trouble and replacement. Naturalness will
however, break down for cases where that interval exceeded 1 to 1.3 s,

If naturalness is preserved for cases where the interval substantially excee-
ded the 1 to 1.3 s. limit, the suspension theory is the remaining alternative. It
should not be expected, of course, that the interrupted speech program will
be preserved indefinitely, and it is an interesting empirical issue to find out
what size of interval can be bridged by the program in abeyance. I would,
finally, like to express my awareness that the splicing test is not a definitive
one in any sense, but it is probably as far as one can get on the basis of natural

data.
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We took special care in selecting utterances for this splicing test. It was,
firstly, important to take repairs with a fair range of delays between trouble
item and replacement. Secondly, the sample should contain both error and
appropriateness repairs; they are intentionally quite different, but this should
be immaterial for any of the three forms of storage. Thirdly, it was decided to
splice both marked and unmarked repairs. Since marking involves a change
of the prosodic structure, marked repairs should be very vulnerable to
ph.onetic discontinuity. Fourth, we tried to select a wide range of splicing
points. In repairs such as (5), (6), (7, (9), the first word of the repair proper
(i.e. after the editing term) is the replacement for the trouble item. They are
called instant repairs. In other repairs, such as (1) and (2), the speaker retraces
to an earlier word so as to ‘lead in’ the replacingitem. These retracings canbe
sgbstantial (in number of words). The amount of retracing determines the
dl.stance between the splicing point and the point of trouble/replacement.
Finally, care was taken to select repairs from a wide range of different
speakers.

Guided by these five requirements we selected a set of repairs from the
trapscrlpts, l.e. without listening to the tapes. Subsequently we checked
which of these were of sufficient acoustic quality to splice them by means of

the Max-Planck speech editing system SPED. The surviving twenty-one
candidates are listed in Table 1.

The repairs are ordered in
the places of splicing are mar
between the first and the sec

terms of increasing delay, and for each repair
ked by ‘/’. In other words, the stretch of speech
ond occurrence of ‘/” was deleted in the splicing
pro‘ced‘ure. Also, the table lists the duration of this deleted stretch of speech,
Wthh.lS a measure for the delay between trouble item and replacement; the
range is from 0.55 to 6.34s, Furthermore, the repairs’ status as error/appro-
zzxe;;is and as marked/unmarked are given in the table. All repairs are
o thcltrfifggt;r;e’a:(;rs, except for the pairs 1and 12, 5and 6,9 and 15,and
res\:l:iggift:?;or and Ger Desserjer - see acknowledgements) listened to the
o phonet'nc?f’ and found out that up till item 18 they were all perfectly
e presentatiolcafy (_1tems 3,6,9,12, 15, and 18 were demonstrated during
wider audiencexz:o ]thxs paper at the Congress of Phonetic Sciences, so thata
ho lo ot natura;)u d convince itself), It is especially important to notice that
135, asymptor nelSS occurs f‘Or cases w‘here the spliced interval exceeded th'e
finding maies bc \t'; ue of the ‘brief auditory trace’ (items 9 through 18). This
he preservationo : ;Ch01§ Mmemory and working memory less likely loci for
resalts & of the orlglnal utterance’s relevant features. By default the

upport the suspension theory: the speaker can interrupt the flow of
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Table I. Repairs used for splicing. The parts between */* and */" are deleted. (d=delay in seconds,
E = error repair, A = appropriateness repair, M = prosodically marked, U = prosodically
unmarked)

l. (d=0.55, A, U) DAAR LINKS VAN / een blank of / EEN WIT KRUISPUNT
(left thereof / a blank or / a white crossing point)

2. (d=0.68,E,M) VANUIT HET GROENE GA JE NAAR / links / RECHTS EN DAAR
LIGT EEN EH GEEL KRUISPUNT
(from the green you go to the / left / right and there is a er yellow crossing point)

3. (d=10.69, A, U) DAAR KUN JE ALLEEN MAAR RECHTSAF, DAN / gaan we n-
/DAN KOMEN WE BIJ HOEK ORANJE
(you can only go right, then / we go t- / then we come to corner orange)

4. (d=080, E, U) EN RECHTS VAN BLAUW IS EEN WEG / naar een grijze / NAAR
EEN ROZE PUNT
(right of blue is a way / to a gray / to a pink point)

5. (d=10.83, A, U) NAAR RECHTS / gaan we / LOPEN WE DOOD OP EEN ZWART
KNOOPPUNT
(to the right / we go / we get stuck at a black node)

6. (d4=090, E, M) ANDERE MOGELIJKHEID VANUIT HET / groen-, eh / BRUINE
PUNT LINKSAF NAAR EEN T-KRUISING GEEL
(other possibility from the / green, er / brown point left to a yellow T-crossing)

7. (=105, E, U) DAN GAAN WE EERSTMAAR EVEN RECHTSAF NAAR PUNT /
rood, eh sorry / ORANJE. DAT IS EEN EINDPUNT
(then we go first for a while to the right to point / red, er sorry / orange. That is an end
point)

8. (d=1.25,A,U) DE WEG OMHOOG / datiseen / DIEKOMT UIT BIJ EEN ZWARTE
KRUISING
(the way up / that is a / that ends at a black crossing)

9. (d = 151, E, M) DAAROP VOLGT / een horizon- nee / EEN VERTIKALE LIJN
WAARBOVEN EEN WIT BOLLETJE ZIT
(therafter follows / a horizon- no / a vertical line above which is a white ball)

10. (d=1.52, A, M) VANAF HET GELE KNOOPPUNT / gaan we n- / TREKKEN WE
EEN VERBINDINGSSTREEPJE NAAR BENEDEN NAAR HET BLAUWE KNOOP-
PUNT
(from the yellow node / we go t- / we draw a connecting line downward to the blue node)

There 1s a lack of long-interval data in our corpus, and new data will be
necessary to substantiate these values, Also, the persistence theory is clearly
in need of further theoretical specification. One would like to know more
about the precise nature of the stored code, about its sensitivity to interfe-
rence etc.

Considering, finally, the close correspondence between the structure of
repairs and the structure of coordination, it is of great interest to apply the
same splicing test to coordinations, such as in (10):

10. JOHN COOKED / and Mary ate / THE DINNER

Will one find comparable values for the persistence of the control structure in
these cases?
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Table I (cont.)

1. (d=1.70, E, U) HIER RECHTSAF NAAR / blauw of / PAARS
(here right to / blue or / purple)

12. (d = 1.71, A, U) VANUIT DAAR / naar onderen / NAAR OMLAAG EEN GRIJS
KRUISPUNT
(and from there / downward / descending a grey crossing point)

13. (d = 2.00, E, M) TWEE MOGELIJKHEDEN. LINKSAF / naar or- naar paars ¢h /
NAAR ROSE

(two possibilities. left / to or- to purple er / to pink)

(d = 2.05, E, M) EEN VERBINDING / tussen blauw en ro-, nee wacht / TUSSEN
GROEN EN ORANIJE

(and a connection / between blue and re-, no wait / between green and orange)

(lfo:N%lfé A, M) DAARONDER EEN LIJN / naar het gele rondje / NAAR EEN GEEL

?;erezunder a line / to the yellow disc / to a yellow disc)

=2.21, E, U) NAAR RECHTS / naar het gele rondj AAR HET

o o NA r het gele rondje of naar het gele / N

(;o_t‘he right / to the yellow disc or to the yellow / to the green disc)

(M—— 2.62, E, U) DAN WEER EEN ZWARTE RECHTE LIJN NAAR BOVEN TOE
hET / een paars bolletje of nee sorry / EEN GRIJS BOLLETJE

s (; inzagam a black straight line upwards with / a purple ball or no sorry / a grey ball)
- (d=2.68, first A, then E, U) IK MOET STEEDS / rechte strepen maken, rechte wegen

megen ¢h eh / RECHTE WEGEN MAKEN

o gin—_u;t?;l\\éays / make straight lines, moak straight roads er er / make straight roads)
- @ 13, E, U) DAN RECHTDOOR NAAR / paars, eh eh sorry hoe heet "teh/ ROSE

o in:;r;ught on to / purple, er er sorry what's it er / pink)

1: -45, A, M) UIT HET VEL KOMEND / ligt halverwege en ook gezien van beide

Zijkanten / LIGT HALVERWEGE PUNT BRLAUW

” (rising from the sheet / is halfway and also viewed from both edges / is halfway point blue)

(d = 6.34, A, M) DAAR / heb ie /
, A, KUN N
v 20 DAAR j JE NAAR RECHTS AFDRAAIEND EE

(there / you have / you can turn to the right and drive a square)

17.

20.

3. Conclusion

tP;]hac;niertli,ceer}:; c};);trlbuted more to a psycholinguistic theory of speaking
future. The ge.neral cc)lr‘le may hope that ‘?"S situation will change in the near
will probably be On““;‘on _Of Psychollnguistic contributions to phonetics
which are responsible ? delineating l.mderlying representational systems
This approach ¢ for the generation of surface phonetic phenomena.

was exemplified by an analysis of spontaneous self-repairs in

speech. Th i .
nrl)any resp:c?:gge:éf:tu)é rather chaotic surface behavior of speakers can in
tion. ed to underlying levels and processes of representa-
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Speech Technology in the Coming Decades

J.L. Flanagan
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Especially in science, prognostication is at best risky - at worst, futile.
Nevertheless, my assignment is to comment on speech technology in the
coming decades, and I take up this gauntlet.

To achieve perspective, it seems prudent to look over the recent past and
take note of advances that have been key in speech research, and that have
significantly impacted speech technology. These may suggest the nature of
accomplishments to look toward in the future. To make such assessment,
some criterion of focus is naturally implied. The choice invariably is condi-
tioned by personal experience with the field.

First, why do we do speech research? Many wouid say to provide greater
capabilities for human communication. And, I believe this to be a moderate-
ly universal and valid motivation. How do we improve capabilities for
human communication - both between humans, and between humans and
machines? The possibilities branch in many directions. My choice lies with
techniques for telecommunications and voice processing. Others devote
effort to communication aids for the handicapped, to speech teaching aqd
therapy, to studies of language and language acquisition, to diagnostic
methods for voice disorders, and to the many areas typified in the 1iterat‘ure
of the phonetics journals. Let us agree, though, that our common motivation
is betterment of human communication, and against this backdrop presgme
to assess — and extrapolate - contributions in speech technology. In so doing,
We can try to correlate the technological needs, the advances to meet the
needs, and the acquisition of fundamental understanding to support the
advances, '

The era of the 1940’s rode the swell of the evolving electronics age, and it
S¢éems not unreasonable to commence comment here. Undoubtedly .the
prominent technology of this time must include the vocoder.— tl_le first
Practicable analysis/synthesis system for bandwidth conservau.on in tele-
phony. This achievement was spurred by the desire to transmit voice over the
early transatlantic cable. But, this cable (before the time of integral,
submerged amplifiers) could only support a bandwidth of a couple hundred
Hertz, only enough for telegraphy. The desire to have the speed and conve-
nience of voice communications therefore gave rise to the vocoder technique
for a 10-fold reduction in the bandwidth of a speech signal.

Stemming also from this motivation were the fundamental concepts of the
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:.carrler ngture of speech’, the ‘source-system’ model of the signal, and the
mttormatlon-bearing’ properties of the short-time amplitude spectr’um. And
while t.he vocoder was never put to work on telegraph cables (because
bandv&ildth improvements progressed more economically), it later found
extensive use for voice encryption purposes. Also, its synthesizer component
evolved into a human-controlled electronic speaking machine — the voder. Its
analyzer component influenced the design of the sound spectrograpl-l a
fundamental instrument commonly found in most phonetics laboratori,es
anq t.he design of the visible-speech translator, a useful tool for articulator);
training qf hearing-impaired individuals. On the perceptual side, the need to
ct'laractenze and analyze the performance of speech processing s,ystems gave
birth to the concepts of articulation testing and articulation index

The era of 1950 continued the interest in efficient voice communi.cations
but recognized the need for better fundamental underpinnings. The wave’
n'at\'lre of sound propagation in the vocal tract was put on a firm b'asis as was
similar gnfjerstanding for auditory function; i.e., for the basilar merr,lbrane
Transmission-line models - bilinear, passive circuits - were introduced t(;
good‘effect as analog computers. The non-independence of speech-spectrum
amphFudes, and the information properties of formants were firml
established. Engineers moved to exploit this knowledge in automatic for}i
mant trackers and in formant analyzers and synthesizers. Concomitantl
the field Qf electronics experienced major progress with th;e introduction c}),t’”
the transistor and solid-state circuitry - a harbinger of greater vehicles for
speech technolqu (the digital computer and integrated electronics)

The 1960’s witnessed the impact of digital computers in partnershi with
sample@ .data theory as formidable tools for speech research PreviI())usl
great limitations were imposed on the complexity of algorithms ;hat could ge,
implemented in electronic circuitry, and on the speed with which new ideas
c.oultd'be realized for test in traditional analog electronics. Digital simulat'e
s.1gm'f1cantly relaxed these restrictions, and allowed much' greg;lter SO histil(;)arj
tion in processing. Speaking machine programs were ofimmediatelznterest
and formant synthesizers with discrete phonetic control of segmental anci
supra-segmental features attracted early interest. Eventually C(g;m lete for-
mant»vocoders were implemented in the laboratory, with rea’l-timepformant
tracking accomplished by dedicated computer. The traditional vocoder
concepts, gnfi the extensions to pattern-matching vocoders (now given the
;r(x)?::sprésutgﬁous term vlector-quantized spectra), were also cast into digital

. On the practical side, transistor circui 1
artificial la'rynx, which was built upon funégcrl;:;z,als‘:xigce):;f:ntd};i elefc tromlC
cord function. And, the vocoder concept of the source-system si gnZl VOC; ;
was‘extended to its most sophisticated level in the form of lin S edictive
coding (LPO). ear-predictive-
co?)zli ;lh:a;allzlz rle9z;ll(i)t)sl, ;Ilvglthht lg);(i);edl:ﬁnd 'transmission technologies such as

axial a re; , owing great promi igi -
chines increasing in capability, the needs ingspgeech tichzéslf),g?/rll:rg;lg;t:l:i?tl:d
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away from band-conservation and toward human/machine communica-
tions. Giving machines the ability to speak stored information to a human,
and to respond to human-spoken commands (even to confirm the identity of
the talker) became central foci of research. Initially, the accumulated under-
standing from the vocoder art, and its direct derivatives, supported these
efforts. But the sophistication of the machines permitted much more. Com-
plete systems for speech synthesis from printed text were demonstrated and
tested, for information retrieval purposes and as reading machines for the
visually handicapped. Waveform coding methods such as adaptive differen-
tial-PCM (ADPCM) were devised for transmission economies, but used
initially for multi-line computer voice answerback systems. Isolated word
recognition systems of high performance, and talker verification systems of
high accuracy filled in the developing picture. Fundamental studies to sup-
port more ambitious undertakings did not languish either. Detailed compu-
ter models of vocal-cord and vocal-tract f unction were established for speech
synthesis. Sub-languages, having usefully-large vocabulary size and quanti-
tatively-delineated grammar, were designed and programmed for automatic
syntax analysis in speech recognition systems. But in all of this work, the
central tool, the laboratory digital computer and its elaborate peripherals,
remained large, expensive and oftimes not fast enough for real-time simula-
tions.

Around 1980 this picture changed dramatically, with explosive advances
in microelectronics. Already in the early 80’s we have single-chip computers
that are more powerful than the dedicated laboratory computers of the 70%s.
Integrated speech synthesizers are pervasive, and even provide convenient
test beds for phonetics laboratories. Chip-set speech recognizers are appear-
ing, and most of the designs can be made compatible with the communica-
tion protocol of existing microcomputers.

As we approach the mid 80's, activities in speech technology are still
dominated largely by the needs of human/machine communication. The
advances necessary to meet these needs are in the areas of higher-quality
synthetic voice, automatic recognition of connected speech, and simulta-
neous speech and talker recognition. By the end of the decade, 1990, it seems
reasonable to expect significant advances in each sector. We will have
text-to-voice converters that will deal reliably with virtually unlimited voca-
bulary and will produce intelligible, natural-sounding output. We will not be
able to specify and duplicate the subtleties of dialect and accent, but we will
be substantially past the stage of the inept automaton. Similarly, recognizer-
/synthesizer systems will be able to carry on intelligent, interactive conversa-
tions with humans. Not fluently, nor with all talkers on all subjects, but
constrained to vocabularies, grammars and topic areas that are nevertheless
comfortably large. The applications outside telecommunications, such as
aids for handicapped and speech teaching, are apparent.

The fundamental studies to support these advances are numerous and do
not differ much from the objectives of the recent past. Accurate, agile,
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models of articulation are needed. Letter-to-sound conversion - utilizing the
proper marriage of stored pronouncing dictionaries and grapheme/pho-
neme rules — will be refined. Connected speech recognition will utilize stored
word templates initially. But, as aspirations expand to vocabularies on the
order of 1,000 words, or more, feature labelling and statistical modelling may
prove more attractive.

While the need for bandwidth conservation, of late, has been in the
background, it will not remain so. Telecommunication transmission systems
are rapidly evolving to digital techniques. And while light guide will provide
enormous bandwidths, specific considerations of access and switching make
band conservation attractive, and in some cases necessary. Already 32K
bits/sec ADPCM is on the threshold of use to achieve 2:1 savings in transmis-
sion capacity. Other techniques, such as sub-band coding (SBC), perceptual-
ly-weighted multi-pulse LPC, and adaptive transform coding (ATC), are in
advanced stages of research and address the transmission ranges below 32K
bits/sec. A strong, emerging need is to encode and transmit high-quality
speech at data speeds, 9.6K bits/sec and lower. This low bit-rate coding
makes speech signals adaptable to networks that also handle data and
low-rate non-speech signals. The end of this decade will see high-quality
speech transmission at rates in the range of 9.6K. High-quality at much lower
rates, for example 2.4K, is possible, but probably will be longer in coming.
Fundamental understanding, that significantly surpasses the traditional
source-system signal model, must first be acquired.

If we look toward the 2000 era, predictions indeed become risky. But, I
believe this time scale can see the beginning of a unified ‘ultimate’ solution to
the synthesis, recognition and coding problems. At this moment, I believe
this solution must be based upon a speech signal model that much surpasses
the traditional vocoder source-system model - one that allows exquisite,
dynamic representation of the details of laryngeal and tract functions and
which is controlled adaptively to ‘mimic’ an unknown input (either to
duplicate it for synthesis, to categorize it for recognition, or to parameterize
it for coding and transmission). The adaptation algorithms obviously must
contain voluminous built-in information about speech constraints and
conventions, and about the mechanism of speech perception. Some of this
insight is being accumulated. But the complete solution is some years away.
In part, it will depend upon quantum advances in computer capability. For
practical application, inexpensive processors with arithmetic capability in
excess of 100 Mips will be needed to support this complexity.
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1. Introduction

This talk is about likely technological applications related directly to future
speech research. Because the subject is so vast [ will be forced to restrict my
discussion of the applications to three main areas - automatic speech synthe-
sis, authomatic speech recognition and digital speech coding for transmis-
sion or storage. I will divide my projections into two parts: short term (less
than 10 years) and long term (significantly more than 10 years). While the
research in these subjects is progressing there will be many diversions to
apply intermediate results to immediate practical problems as they become
soluble,

It is unavoidable in making projections of this type that I will be adopting
my own personal viewpoint, based on my particular research experience and
the research that is currently going on in my own group. I would expect
people with a different background to see things differently.

I predict that the really advanced use of the results of speech research in
technological products for all of the above three application areas will be
very dependent on models of speech production and perception, and it is
these aspects that are likely to be of most interest to a phonetics conference. I
will discuss such models in the relevant sections of this paper. Because speech
production models will be important not only in speech synthesis but also in
automatic speech recognition and in digital coding of speech, these models
will be discussed at some length in the first section.

2. Automatic Speech Synthesis - short term

Up to now there has been a dichotomy in approach to message synthesis for
machine voice output, between methods that concatenate signals represen-
ting coded <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>