PHONETIC UNIVERSALS IN PHONOLOGICAL SYSTEMS AND THEIR EXPLANATION
Summary of Moderator's Introduction

John J. Ohala, Phonology Laboratory, Department of Linguistics,
University of California, Berkeley, California, U.S.A.

In many ways the study of phonetic and phonological universals
is a relatively old endeavor in linguistics and in other ways it
is relatively new. It is old in the sense that some 100 years ago
when our intellectual forefathers, Ellis, Sweet, Bell, Lepsius,
Passy, Jespersen, and others were struggling to develop a workable
phonetic alphabet that could be used to transcribe the sounds of
any language, they had, implicitly at least, to deal with the prob-
lem of whether there were phonetic universals. That they succeeded
in devising such a practical universally-applicable phonetic nota-
tion, such as we use today, is a tribute to their hard work, their
vast experience with languages of the world, and their scientific
judgment. The phonetic alphabet and the set of descriptive terms
accompanying it are not perfect, of course, but modern work on uni-
versal sound patterns would be impossible without these important
tools. )

It is én o0ld interest, too, in the sense that during the past
century there has been a steady, if small, flow of relatively so-
phisticated explanations for observed universal sound patterns,
e.g., (to mention just a few) Passy 1890, Issatchenko 1937, Trou-
betzkoy 1939, Jakobson 1941, Hockett 1955, Martinet 1955. Charac-
teristic of the keen insights offered during this period are the
following (and here I present remarks relevant to topics of partic-
ular interest to this symposium):

Passy (1890) on obstruent devoicing: 'On remarque que ce sont

les explosives qui se dévocalisent le plus souvent. Cela se

congoit, car pour produire une explosive vocalique, il faut
chasser dans une chambre fermée l'alr qui fait vibrer les
cordes vocales; action qui nécessite un effort considérable,
et ne peut pas se prolonger. Aussi les explosives doubles
sont-elles particuliérement sujettes 3 devenir soufflées..'

[161].

Chao (1936) on the patterning of éoiced glottalized stops:

'A very significant circumstance about the occurrence of [?b,

?2d, 6, d] is that in all the [Chinese] dialects in which they

are known to exist they are always limited to labials and

dentals and never exist in velars ... The reason is not
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far to seek. Between the velum and the glottis, there is

not much room to do any of the tricks that can be done with

the larger cavity for a b or a 4. As soon as there is any

vibration of the vocal cords, the cavity for a g is filled

and a positive pressure is created. There is therefore no

space or time to make any impression of suspension [of voicing

via simultaneous glottal closure, as with ?b and ?2d] or of

inward "explosion" as with [b, d]. The velar plosive is dif-

ficult to voice without having to do any additional tricks.'

In another sense, however, interest in universal sound pat-
terns is rather recent or at least renewed. This has come about,
I think, due to the interaction of a number of trends and events.
First, there is the interest in phonological universals stimulated
by the new set of research goals presented by generative phonology,
namely, to look at universals of language for what they will reveal
ahout humans' genetically-based capacity for language.

Second, there has been the sheer accumulation of reliable
phonological data on a large number of languages. Works such as

Guthrie's Comparative Bantu and Li's Comparative Tai (to mention

just two), which synthesize large amounts of phonological data,
exemplify this trend. It is because of this latter development
that a project such as the Stanford Phonology Archive, constructed
by Charles Ferguson and Joseph Greenberg, was possible. Third,
there has been the almost explosive growth of experimental phonetics
over the past 30 years or so -- especially in the development of
empirically-validated mathematical models of various aspects of

the speech production and perception mechanisms. In short, phonol-
ogists have realized that the study of universal sound patterns

can be interesting and very important and that they now have the
resources to do a better job of it than ever before.

The contributions to this symposium on phonetic universals
represent very well the wide range of data, of talents, and of
theoretical outlooks that are necessary in this area.

Bjorn Lindblom, in 'Some phonetic null hypotheses for a bio-
logical theory of language' raises the possibility that the form
of language and the range over which it varies when it changes,
may be determined by the biological constraints of its human users.

He looks to phonetics to provide the evidence on this issue.
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Kenneth N. Stevens, in 'Bases for phonetic universals in the
properties of the speech production and perception systems' con-
siders how the natural classes among speech sounds must arise due
to the individual members of the classes sharing common modes of
production at the neuromuscular level and/or giving rise to a com-
mon set of sensory images via the tactile, kinesthetic, or auditory
channels.

Kenneth Pike, in 'Universals and phonetic hierarchy' suggests
that the inability of phonologists to integrate such elusive units
as the syllable or stress group into their descriptions of language
may be due to their commitment to use just a single hierarchical
structure. He proposes the use of parallel but interlocking hier-
archies, e.g., one each for the phonological, grammatical, and refer-
ential domains.

Two papers in this symposium and one section paper deal with
closely related topics on universal patterns in languages' obstruent
inventories.

Thomas V. Gamkrelidze, in 'Hierarchical relations among pho-
netic units as phonological universals', presents a comprehensive
analysis of universal co-occurrence tendencies among various
features of obstruents, e.g., place of articulation, voicing, glot-
talization, and uses this to support a reanalysis of the Indo-
european stop inventory.

André G. Haudricourt, in 'Apparition et disparition des occlu-
sives sonores préglottalisées', presents the phonetic factors that
lead to the development or loss of voiced preglottalized stops and
presents extensive supporting cross-linguistic data, especially
from South and Southeast Asian languages.

Sandra Pinkerton, in her section paper 'Quichean (Mayan) glot-~
talized and non-glottalized stops: a phonetic study with implica-
tions for phonological universals', presents instrumental data on
the manner of production of glottalized stops in five Mayan lan-
guages. Having found voiceless uvular implosives, she proposes a
revision of Greenberg's (1970) implicational hierarchy for glot-
talized stops which would equate it to Gamkrelidze's claims: voicing
is marked for velar obstruents, voicelessness for labial obstruents.

Robert K. Herbert, in 'Typological universals, aspiration,
and post-nasal stops', points out several universal patterns

characteristic of nasal + stop clusters and uses these to call into
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guestion one reconstruction of the history of such clusters in
Eastern Bantu languages.

Jean Marie Hombert, in 'Universals of vowel systems: the
case of centralized vowels', presents data from speech perception
tests conducted in the field with speakers of Fe?fe? (a Bantu lan-
guage of Cameroon) which suggest that the universal tendency of
disfavoring central vowels may have its origin in a human auditory
constraint.

In my own paper, 'Universals of labial velars and de Saussure's
chess analogy', I present four phonetically-based universal pat-
terns characteristic of labial velars and use thils to call into
question the wisdom of structuralist phonology's pre-occupation
with system=~interndl relations in language and their descriptions.
Conclusion

It is worth mentioning that study of phonological universals
is of more than theoretical interest. If it is done well, it could
yield results of great practical benefit, too, e.g., in such areas
as speech therapy, second language teaching, speech recognition,
and neurophysiology.
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HIERARCHICAL RELATIONS AMONG PHONEMIC UNITS AS PHONOLOGICAL
UNIVERSALS

Thomas V. Gamkrelidze, The Oriental Institute, Academy of Sciences,
Georgian SSR, Tbilisi, USSR

After splitting the phoneme into its minimal components -
distinctive features ~ and viewing it as a bundle of such features
the gquestion arises as to mutual compatibility of the features
within the bundle and their relationship to one another on the
axis of simultaneity.

It is the differing capacity of distinctive features for re-
lating with one another into simultaneous combinations or "vertical
sequences" that creates bundles of features differing in character
and possessing a varying degree of "markedness", i.e., combina-
tions of features characterized by commonness, naturalness, high
degree of occurrence in the system ("unmarked") and less common,
less natural combinations of features manifesting a lower degree
of occurrence ("marked"), cf. Gamkrelidze (1975).

Depending on the varying capacity of distinctive features to
combine with one another in a simultaneous bundle, it proves feas-
ible to set up a gradation scale of "markedness" of simultaneous
(vertical) combinations of features. Opposite extreme values on
such a "scale of markedness" involve: (a) obligatory combination
of the distinctive features on the axis of simultaneity, i.e.,
maximally "unmarked" combinations (as, e.g., combinations of fea-
tures like [+syllabic, -nonsyllabic], [-syllabic, +nonsyllabic]
or [discontinuous, dental], etc.) which are represented in any
phonemic system being a constituent part of the phonemes entering
the minimal phonemic inventory of language, and (b) noncombina-
bility, mutual incompatibility of features potentially forming
maximally "marked" combinations (e.g., the features of [glottaliza-
tion] and [voice] or the features [nasall and [fricativel that are
incapable of combining into simultaneous bundles).

Between such extreme values of "markedness" are arranged all
kinds of possible combinations of distinctive features with vary-
ing degrees of "markedness" - with a greater or lesser approxima-
tion to the extreme values reflecting the varying capacity of
distinctive features to combine with one ancther in forming si-
multaneous bundles.
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Such a "scale of markedness" of combinations of distinctive
features must, in principle, be characterized by a fairly high de-
gree of universality, for it reflects the capacity - common to
human language - of definite phonetic and acoustic-articulatory
properties to combine more or less freely and form simultaneous
articulatory complexes. Definite phonetic features, owing to their
acoustic-articulatory peculiarities, combine preferably with one
another on the axis of simultaneity. "Marked" bundles of features
reflect - in contrast to "unmarked" bundles - a limited capacity
of definite phonetic features to join in simultaneous combinations,
i.e., their lesser tendency to mutual combination. Hence such
bundles represent less usual or less natural combinations of fea-
tures, being placed on the "scale of markedness" closer to the
maximal value of "markedness".

It is but natural to expect that such bundles (and corre-
spondingly the phonemes represented by them) will be characterized
by a lesser degree of actualization in language than will features
which, in view of their acoustic and articulatory properties, com-
bine easily with each other, representing natural or usual com-
binations of features. The former group of bundles of features
(and correspondingly the phonemes represented by them) constitutes
functionally weak units in the system, being characterized by a
low degree of occurrence (frequency) and distributional limita-
tions or being entirely absent in a number of languages, forming
gaps in the paradigmatic system; the latter group of bundles is
more common and natural and, in this sense, "unmarked", forming
functionally strong units of the system and being characterized
by a greater distributional freedom and a higher degree of occur-
rence (frequency) - some of them with a probability of occurrence
equal to one (maximally "unmarked"” combinations of features) .
Thus definite distinctive features combine with one another in
simultaneous bundles in preference to other features, the com-
binations of which on the axis of simultaneity form more complex
units in terms of articulation and perception. Being less optimal,
such combinations are of a limited occurrence in the system, form-
ing less natural phonemic units characterized by a lower frequency
of occurrence and equalling zero in certain systems (yielding
phonemic gaps in the paradigmatic pattern).

The phonemic units representing stable and "unmarked" bundles
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of features in any linguistic system may be characterized as
"dominant" as opposed to the less common and less natural (i.e.,
"marked") units of the system that may be styled "recessive”.
Thus, any two phonemic units opposed to each other in the para-
digmatic system by the hierarchical relationship of "markedness"
may be characterized as "dominant" vs. "recessive", while the re-
lationship of "markedness" itself, implying a dependence between
these units, may be restyled as the relation of "paradigmatic
dominance". The terms are obviously borrowed from molecular bio-
logy, known for its ample use of linguistic vocabulary in applica-
1977).

recessive"

tion to the genetic code (cf. Jacob, Such a change of terms

and the substitution of "dominant vs. for "unmarked vs.
marked" seems to be expedient in view of the ambiguity of the tra-
ditional expression "markedness" and its still widespread use in

the original sense of "merkmalhaltig/merkmallos"

from that of

(as different

"common, natural" vs. "less common, less natural”).

It is precisely the establishment of such universal patterns
of compatibility of distinctive features into simultaneous bundles
or into "vertical sequences", with determination of their oppos-
itive function of "dominance" in the paradigmatic system that
appears to be one of the basic tasks of present-day typological
phonology. This will help establish universally relevant hier-
archical dependence between the correlative units of a phonological
system and to identify the core of phonemic oppositions, a kind of
that constitute the basis of the

phonemic inventory of human language,

deep phonological structure,
invariant in relation to
particular phonemic systems in synchrony and to possible phonemié
transformations in diachrony.

In this respect correlations of stops and fricative phonemes
in a phonemic system present a special interest. In particular,
in the subsystem of stops the following hierarchical correlations
of dominance may be established among the phonemic units of vari-
ous series (cf. Melikishvili, 1970):

In systems with an opposition among stops differing on the
feature

"voice", the voiced labial /b/ is functionally stronger

(dominant) as compared to the velar stop /g/. Stated otherwise,
the feature "labiality" in a simultaneous combination with the
feature "voice" yields a dominant bundle of features, making up

the labial phoneme /b/, as different from the combination of the
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features "voice" and "velarity" that yield a functionally weaker,
less common and in this sense "recessive" voiced velar stop /g/.
Inversely, in the class of voiceless stops it is precisely the
velar /k/ that appears as a more natural, functionally stronger
and dominant member of the paradigmatic opposition as compared to
the labial /p/ serving as a functionally weaker, recessive unit.
Thus "velarity" combined with "voicelessness" and "labiality" com-
bined with "voice" form more natural antl common bundles of features
representing the dominant phonemes /k/ and /b/, whereas the com-
binations of "voicelessness" with "labiality" and of "voice" with
"velarity" create functionally weak, recessive units /p/ and /q/,
this being due to the acoustic-articulatory characteristics of the
features involved.

Gaps in the paradigmatic system are distributed according to
the established functional correlation of dominance of the phonemic
units. Systems with gaps in the class of stops opposed according
to "voice/voicelessness" assume in general the form as in (1-3):

(1)

- (2) (3) b -

b
d d t

Q Qo
~ o T

t
k -
The degree of recessiveness in the class of voiceless stops
increases in accordance with the superposition on the bundle of
the additional feature "aspiration" or "glottalization"; incident-
ally, "glottalization" appears as a feature of a higher degree of
"recessiveness" than does "aspiration", so that the hierarchical
sequence of increasing dependence in the class of unvoiced stops
has the form: voiceless (plain) - aspirated - glottalized. Thus,
the glottalized labial /p?*/ appears in relation to the aspirated
/ph/ as a recessive member of the opposition, whereas the aspirated
/ph/ is recessive in relation to the voiceless plain phoneme /p/
(cf. Greenberg, 1970).
Gaps in the paradigmatic systems are represented in accord-
ance with these correlations. The possible systems with gaps in

the respective series of voiceless stops are given in (4) and (5):

4 b P - (55 b - -

a th e a 8 e
g kP ko g ko
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There appears to be a further dependence in the paradigmatic
system between the subclass of stops and that of the corresponding
fricative phonemes which manifest analogous correlations of domi-
nance.

In the labial series the voiced fricative phoneme w/v/f e-
merges as the dominant member of the correlation, with the reces-
sive voiceless unit /f/, whereas in the velar series the voiceless
fricative /x/ functions as the dominant unit as opposed to the
recessive voiced fricative /Y/, i.e., £ > w/v/B, Yy > x, and y ~*
w/v/B, £ =+ x (where the arrow is directed from the recessive mem-
ber of the opposition to the dominant one). Systems with gaps in
the class of non-strident labial and velar fricatives ﬁith an op-
position of "voice/voicelessness" assume in general the form as
in (6-8):

(6) w/v £ (7) w/v = (8) w/v -
- X Y X - X

The subsystem of fricatives appears in the paradigmatic system
as a kind of substitute for the corresponding stops. In particular,
the absence in the subsystem of stops of its functionally weak,
recessive members (i.e., of the velar phoneme in the voiced series
and/or the labial phoneme in the voiceless series) presupposes the
presence in the paradigmatic system of the corresponding fricative
phonemes (i.e., of the velar fricative in the voiced series, and/
or the labial fricative in the voiceless series): g * Y , p > f.
Thus, the fricative phonemes /f/ and /y/ and the dominant members
implied by them, viz. w/v and /x/, respectively, emerge as sub-
stitutes for the corresponding stops /p/ and /g/, compensating, as
it were, for their absence and thus establishing an equilibrium in
the paradigmatic system. It may be asserted that the tendency to
such an equilibrium in the system is due to the natural phonetic
tendency to a symmetric f£illing of the three main articulatory
zones - labial, dental, and velar - with sounds of consonantal
articulation: stops or fricatives. If the system has the reces-
sive stops /p/ and /g/,vthe presence of their substitutes in the
form of the corresponding fricatives /f/ and /y/ is optional.

Such phonemes appear in the paradigmatic system as redundant con-
sonantal elements, subject to diachronic changes.
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Language systems evince a definite hierarchical order among
diverse types of structural, in particular phonological, opposi-
tions indicating the existence of a strict stratification of phono-
logical values. It is in conformity with such universally valid
correlations that diachronic phonemic transformations occur in a
language. This gives a clue helping us to better understand lan-
guage change in diachrony and to propose linguistically more re-
alistic and plausible schemes of language ;econstruction.

The classical Indo-European comparative grammar deals with
a system of Proto-Indo-European stops that appears to be linguis-
tically improbable and unrealistic since it runs counter to the
typologically established phonological universals concerning the
nature of the system of stops, with different phonemic series and
a definite distribution of gaps. This necessitates a total re-
vision of the traditionally postulated three-series-system of Proto-
Indo-European stops - I: voiced II: voiced aspirates IIT: voice-
less (with an absent or weakly represented voiced labial /b/) and
its reinterpretation as I: glottalized 1II: voiced aspirates
III: voiceless
sented, glottalized labial /p’/), cf. Gamkrelidze-Ivanov (1973);

Hopper (1973):

aspirates (with an absent, resp. weakly repre-

Traditional System

Revised System

I IT III I II III

(b) ph p (" plh] p[h]
ah ¢ £ d[h] t[h]
gh K = g[h] sy

. . . . . .

Such a reinterpretation of the traditional system of Proto-
Indo-European stops brings it in full conformity with typological
evidence, both synchronic and diachronic, and allows to envisage
a more realistic and linguistically plausible picture of Proto-
Indo-European,

The evidence of the modern linguistic typology and the theory
of language universals in effect necessitates a revision of the
traditional schemes of the classical comparative lingustics by ad-
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vancing new comparative-~historical reconstruction.

This is one of the more practical aspects (finding its appli-
cation in diachronic linguistics) of the modern linguistic typol-
ogy and the theory of language universals.
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APPARITION ET DISPARITION DES OCCLUSIVES SONORES PREGLOTTALISEES

André-Georges Haudricourt, Centre National de la Recherche Scien-

tifique, 15, quai Anatole France, 75700 Paris , France -

Quelles sont les conditions linguistiques d'apparition des
occlusives sonores préglottalisées? A la différence d'une occlu-
sive sourde ou d'une spirante sonore, une occlusive sonore ne peut
pas se prolonger indéfiniment. L'air qui passe 3@ travers le larynx
en produisant la sonorité est arré&té ensuite par 1'occlusion buc-
cale, de sorte qu'au bout d'un instant, la pressionde l'air situé
entre le larynx et 1'occlusion buccale augmente et devient é&gale
3 celle de 1'air des poumons et de la trachée-artére; de ce fait,

1'air ne passe plus la vibration laryngale s'arréte. Ainsi, la

consonne sonore longue tend a s'assourdir. Pour maintenir la dis-
tinction pertinente, il faut diminuer la pression de 1l'air entre
le larynx et 1l'occlusion buccale, c'est-3a-dire fermer le larynx
au début (préglottalisation), puis le faire descendre pendant 1la
tenue de 1l'occlusion buccale. Le caractére injectif de la conson-
ne n'en est que la conséquence, lorsque la désocclusion buccale
se produit et que 1'espace supraglottal a encore une pression in-
férieure 4 la pression atmosphérique.

Les langues indo-aryennes de la vallée de 1'Indus, sous 1'in-
fluence probable d'un substrat dravidien, ont transformé tous leurs
groupes de consonnes en géminées; la pertinence phonologique d'une
distinction entre simples et géminées, entre sourdes et sonores,
avait un rendement important, et l'apparition des préglottalisées
s'explique. Ces consonnes ne sont conservées actuellement qu'en
sindhi, car c'est seulement dans cette langue que les sonores or-
dinaires sont réapparues assez t&t pour maintenir 1'oppositionl.

En Indonésie, on constate l'apparition de la préglottalisa-
tion comme réalisation d'occlusives sonores géminées dans certai-
nes langues, tel le samal, parlé dans 1'archipel Sulu des Philip-
pines, ou en bougui, parlé 3 Sulawesi (Céldbes)?.

Les langues miao qui ont pénétré en Indochine depuis un sig-
cle ont des occlusives Yatérales (mais pas de groupes de conson-
nes); or les langues indigdnes d'Indochine n'ont pas ce type de
consonnes. Dans le dialecte meo blanc, cette occlusive latérale a
€té considérée comme un groupe combinant occlusion et sonorité et
est devenue une occlusive préglottalisée. Or, les préglottalisées
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sont fréquentes dans les langues indigénes, ce qui a di favoriser
ce changement.

En vietnamien, les deux occlusives sourdes p et t sont deve-
nues préglottalisées sonores au cours du Moyen Age, sans qu'aucune
raison linguistique puisse &tre avancée. Il s'agit ici de causes
ethnosociologiques; au cours du millénaire d'occupation chinoise,
les anciennes préglottalisées austroasiatiques ont disparu (en de-
venant nasales) en vietnamien proprement dit, mais ont été conser-
vées au voisinage (par exemple en midng). Lorsque le Vietnam de-
vint indépendant au X&me siécle, les préglottalisées réapparurent.
Le méme phénoméne eut lieu en khmer les p et t en contact avec
la voyelle accentuée se sont préglottalisés, d'oll la valeur donnée
4 ces lettres dans 1'écriture thai d&s le XII®me sizcle.

Dans 1'ile de Hai-nan, deux langues introduites au Moyen Age
— une langue thai, le b&, et un dialecte chinois min, le hainanais
ou hoklo — ont subi cette méme mutation des p-, t-3. Le méme phé-
noméne est signalé dans les dialectes yilie du sud-est du Guangxi®.

En résumé, en Indochine, les langues austroasiatiques et thai
ont dd, au cours de leur évolution vers la monosyllabisation, en-
gendrer des groupes initiaux de consonnes qui ont abouti linguis-
tiquement 4 former des occlusives sonores préglottalisées (c'est
ce qu'on constate dans une langue de FormoseS), puis dans cette
aire les langues qui venaient d'ailleurs en ignorant ces consonnes,
ou celles qui historiquement les avaient perdues, les ont acquises
par influence ethnosociologique. C'est le cas des langues karen :
sgaw et pwo, langues tibéto-birmanes ayant pénétré dé&s le haut Mo-
yen Age dans le domaine des langues austroasiatiques, et thai. Il
y a passage de p-, t- aux sonores préglottalisées.

Actuellement, le thai de Bangkok a transformé ses préglotta-
lisées en sonores ordinaires, peut-&tre au contact des langues eu-
ropéennes, mais les anciennes sonores historiques s'étant assour-
dies, la glottalisation n'avait plus de pertinence phonologique.

Par contre, lorsque les langues thai arrivent sur le domaine
des langues tib&to-birmanes qui ignorent les préglottalisées, ces
consonnes tendent 3 perdre leur occlusion en devenant des nasales
préglottalisées (stade attesté par le ton, pour le khamti, le tay-~
niia, le zhuang de Po-ai) qui sont maintenant des nasales ordinai-
res. Dans d'autres dialectes, elles deviennent des spirantes so-
nores (shan, tay-noir).
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Le passage aux sonores ordinaires a di se produire en khasi,
langue austroasiatique isolée en domaine tibé&to-birman.

Le penjabi, langue indo-aryenne voisine du sindhi, a dd pas-
ser par le méme stade que celui-ci, car les occlusives sonores de
cette langue sont liées au ton haut; elles ont &té préglottali-
sées. Et lorsque les anciennes sonores se sont assourdies (comme
en khmer), la préglottalisation, n'étant plus pertinente, a pu dis-

paraitre.
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TYPOLOGICAL UNIVERSALS, ASPIRATION, AND POST-NASAL STOPS

Robert K. Herbert, Department of Linguistics and Oriental and
African Languages, Michlgan State University, East Lansing, MI
48824, U.S.A.

Introduction

Probably the least marked type of consonant cluster found
among the world's languages 1s Nasal + Oral Consonant (NC). The
unmarked status of this sequence is demonstrated by a number of
factors, including their occurrence in many languages otherwise
characterized by CVCV structure. Perceptually, such a sequence is
easily exploited since nasal consonants, although easily confused
within the class, are quite distinct from oral consonants. The
confusion within the class accounts, in part, for the fact that NC
sequences are very frequently homorganic. Articulatorily, the se-
quence of gestures required to produce a NC cluster 1s relatively
simple, involving only a raising of the velum for the sequence nasal
plus voiced stop (ND).1 For other types of NC clusters other ges-
tures are necessary such as a cessation of vocal fold activity and
a reduction in the degree of stricture. Further, the optimal
opposition within NC sequences 1is demonstrated by its frequent
exploitation in unlt sound types, the so-called "half-nasal con-
sonants", pre- and postnasalized consonants.2

The degree of articulatory and perceptual complexity is mir-
rored in the relative markedness of NC types. Thus, the least
marked type of cluster is ND. Other types occur, even among the

3

half-nasals, but these are less common” and many derivational
processes, both synchronic and diachronic, conspire to produce NC

inventories of the least marked type.

(1) The following symbol abbreviations will be used within the
text: Nasal + Voiced Stop (ND), Nasal + Voiceless Stop (NT),
Nasal + Voiced Fricative (NZ), etec. Other symbols employed
have their standard phonetic values.

(2) The half-nasal consonants are distinguished from NC clusters
by a number of factors, the most essential being that of dura-
tion. The two components of a half-nasal will exhibit the
combined surface duration equivalent to a single consonant.

(3) This frequency is demonstrated in both cross-language fre-
quency of occurrence and text frequency. In a 1000 phone
count of a Rundi text, the following statistics were obtained:
NC (30): ND (21), NT (4), NZ (4), NS (1).
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A typological survey of the processes affecting either compo-~
nent of a NC sequence provides two inventories of process, one
affecting the nasal and one the oral consonant. Among the former,
only homorganicity assimilation is common whereas positional as-
similation of the oral consonant 1s rare. Perhaps the most common
process affecting the oral consonant 1s post-nasal volcing of
voiceless consonants. In such a sequence, there are two primary
motions which distinguish the two components: (1) raising of the
velum, (2) cessation of vocal fold vibration. If the two are not
coordinated the following sequences obtain: (a) NG, or (b) NNG.
In many languages the former tendency has been phonologized so
that all post-nasal consonants are voiced.

Another common process is post-nasal hardening which, in con-
Junction with voicing, accounts for some of the many inventories
containing only ND. Hardening actually involves two subtypes, but
since many languages exhibit these in conjunction, it 1s perhaps
best to view this situation as a continuum:

continuant - affricate -+ stop
In many cases, the hardening effect of nasals 1s evident even
after the nasal is lost historically.

Other processes not of relevance to the present paper include
post-nasal de-implosion (Shona /N+&6/-[mb]), ejectivization (Zulu
/N+ph/+[mp®]), etc. The situation with regard to aspiration of
voiceless stops is problematic. On the one hand, some languages
exhibit clear patterns demonstrating the loss of aspiration in
this environment. However, other languages show asplration develop-
ing in this context. Thus, there are conflicting tendencles which
exist with regard to aspiration. This 1s not a felicitous situa-
tion since it is otherwise possible to determine a general direc-
tlon of evolution. While changes of the sort N§ -+ NG, NT + NTS
occasionally occur, they are rare and other factors are found which
explain these anomalous developments.

Loss of Aspiration

In Zulu, aspiration is lost in contact with nasal consonants.
Doke (1926) reports the development of ejectives from aspirates in
this context, but not all speakers exhibit this tendency. Aspira-
ted clicks are replaced by simple nasal clicks when they are
brought under nasal influence in Zulu whereas they merely lose
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their aspiration in Xhosa. Tarascan (Foster 1969) has two series
of underlying non-nasal obstruents /p t ¢ ¢ k/ and /ph th ch Eh
kh/. In contact with nasal consonants, the plain consonants are
voiced, and the aspirates become plain voiceless consonants, e.g.
/N+p/ = [mb], /N+ph/ -+ [mp]. Devine (1974:19) notes that it may

be best to regard this as a sliding scale of complexity and that
the normal state for voiceless consonants in contact with preceding
sonorants is unaspirated.

Development of Aspiration

In his useful survey of the noun class system of Bantu, Kadima
(1969:63-5) notes that the most common developments of NT sequences
are:

/N +ptk/ ~[pt k]
[p? P kM
(mp? ntP ok
Other developments also occur, e.g. [mb nd ngl, [mn 9]. The

present concern is with the development of aspiration. In Venda
(Zlervogel and Dau 1961), Bantu nasal compounds develop as f‘ollow:}4

*mb > mb ¥mp - ph
*nd > nd #nt > P
¥ng > ng fnk > kD

When the simple stops are not under nasal influence, they undergo
spirantization:

¥pt k >®rhn

*ndg>81g (J)
However, not all languages which develop aspiration exhibit a
weakening of stops otherwise; 1t is therefore not possible to
attribute aspiration to any general weakening process.

Hinnebusch (1975) attempted to reconstruct the phonetic pro-
cesses 1n Swahili by which *mp nt nk became ph th kh.
a two-stage process, the first of which is nasal devoicing, fol-
lowed by deletion. It 1s proposed that native speakers reinter-
preted the period of initial noisiness as post-aspiration rather

He proposed

(4) However, the nasal 1s retained in both series with monosyl-
labic stems although it comprises a separate syllable:
nkhs 'large pot', ntfs tlouser’. Further, the nasal is re-
tained i1f it represents the first person singular object
marker.
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The following 1s attributed to John Ohala:

*Ng
|
NNG (unattested)

h

than preaspiration.

|
NNC (unattested)
Nch Nch
NG [
gh Igh Nh

Givon (1974) explains the development of aspiration by reference
to three facts
1) assimilatory devoicing of nasals before voiceless stops
ii) voiceless nasals tend "to be perceived as breath"

iii) wvolceless stops tend to be universally aspirated
A perceptual confusion arises and there 1s a metathesis in which
nasal breath is interpreted as post-aspiration. Ignoring for the
moment the assertion that aspiration is the natural state for
voiceless consonants universally, a universal of doubtful validity,
the metathesis analysis seems plausible.

The two unattested stages above represent periods of variation
before any phonetic tendency is phonologized. Wide variation in
the realizations of NT sequences are found in many languages, e.g.
in Malagasy /mp/ may be [mp, mp, hp, p, ph, phl.

Further Development of the Aspirates

Aspirated stops derived in this manner are liable to other
developments after the nasal has been lost. Frequently, they
develop into fricatives or affricates. There is much comparative

evidence to support this, e.g. Tswana mhaxo, Pedl mphaYa, Sutho

mofas 'provisions'. (Cf. also the development of postnasalized
stops into aspirates and fricatives in many New Caledonian lan-
guages (Haudricourt 1964, 1971).)
through an affricate stage before the fricative inventory is estab-
lished.
for such a stage we may assume a "telescoping" of process. The
important point here is to note that these developments occur
only after the nasal has been lost; this explains why correspond-
ences such as *mp nt nk » £ 6 x do not violate the universal of
hardening discussed above.

Languages frequently pass

Hyman (1974) argues that even when there is no evidence

Similarly, Sango ¥nk > nx must have
passed through an intermediate stage *¥nkx (<*npkh) which derives
from aspiration being interpreted as a velar fricative due to the
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acoustic similarities between the two. This seems plausible when
In fact,
the aspiration of velars in many languages 1s often phonetically
[x], e.g. Scots Gaelic (Ternes 1973).

Another seemingly anomalous situation is presented by lan-
This 1is

certainly a preferred environment for voicing, yet there are cor-

we view the rest of the NT series: ¥mp > mh, ¥nt > nh.

guages in which stops are voiced except after a nasal.

respondences such as Bulu:

*p > v *mp > £
¥t > 1 ¥nt > t
¥k > g ¥nk > k

It is necessary to explain the non-voicing of /f t k/ as resulting
from previous aspiration, which prevented voicing in this position.
A complete inventory of processes affecting the derivation of
Although
there are relatively few processes which operate on ND sequences,

NC sequences is beyond the scope of this short paper.

really only simplification in favor of the oral or nasal consonant,
a number of processes conspire to produce NC inventories which
These include both direct and indirect
processes, l.e. those which change feature specifications and

include only ND sequences.
those which eliminate one component of the sequence. Apart from
the universal primacy of ND sequences, there may be language-
specific variation in terms of the relative weightings of other
types, e.g. NT, NZ.

Typology and Reconstruction

Part of the value of surveys of evolutionary processes 1is
that they serve as useful tools in diachronic linguistics. This
Jakobson (1958) noted that such studies
form the touchstone of validity for all reconstructed systems.

idea 1s far from novel.

The interaction of processes of change as well as the direction-
ality of change itself often provide 1insight into problems of
reconstruction. Studies of this sort point not only backwards to
possible sources of origin, but also forwards to future directions
of possible change.

Bennett (1967), in discussing the voicing of post-nasal stops
in several Eastern Bantu languages, reconstructs the phonetics of

change as:
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¥mp > *m® > ¥mf > mb

¥nt > *ne > *nd > nd
Nasality is lost in certain cases and *mp > & or f. However, there
are several serious problems with the proposed reconstruction.
Specifically, the change *mp > mé is unlilkely to the extent that
consonants tend to harden in thils environment. In fact, the se-
quences [m® mp né nd] are all uncommon. Although [mp] occurs, it
always represents /mp/, never /mb/, and the more common realiza-
tions of such a sequence are [mb, R, b]l. Ladefoged (1968:47)
reports the existence of [ne] in Sherbro, a surprising fact since
Sherbro also exhiblts /f v s/, none of which appear after a nasal.
Kamba exhibits [n8]. On the whole, however, this is a restricted
class of sounds.

Further, the fact that intervocalic voiceless stops lenite
cannot be cited as evidence that post-nasal stops behave similarly.
There are numerous examples where the two develop differently.

For example, Londo *mp nt nk > p t k whereas p t k » Bt x. In
Mbole, *mp nt nk > f t k and *p t k » ¢ t §. A crucial fact in
cases exhibiting the development of a fricative from a voiceless
stop 1s that nasality is lost. 1In such a case, intermediate stages
are attested elsewhere, e.g. Lwena *mp nt nk > ph th kh and p t k »
h t k. Also, the existence of nasal and fricative series generally
implies the existence of nasal and stop series, which condition is
not met by Bennett's system. Thus, the proposed reconstructed
chronology cannot be accepted, especlally in view of the frequency
and naturalness of the process whereby consonants are voiced after
The point here is that although it 1is neces-
sary to make inferences about the phonetics of prehistory, these
inferences must be solidly grounded in a. theory of universal pro-
cesses and phonetics. There are definite limitations to be placed .
upon the importance attached to such studies for other purposes,

a nasal consonant.

- i e e e e e e e o i e o e e e e -

(5) Cases such as Makua *mb nd ng > p t k must involve two dis-
tinct stages: (1) nasal loss, (2) later devoicing. There is
no neutralization of NC series since *mp nt npk > ph th k
One step neutralizations of NC series always favor the voiced
series, e.g. Yao *mp, mb > mb; ¥*nt, nd > nd; *nk, ng > ng.

—_“
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e.g., genetic classification, lingulstic subgroupings, etc.
Conclusion

This brief paper has attempted to demonstrate how various
claims made by Jakobson, Greenberg, and others may be applied to
the study of NC sequences. Thils included an examination of the
relationship between synchronic universals and diachronic processes
and between typology and universals. Greenberg (1970a:61) points
out that the former follows logically from the fact that no change
can produce a synchronically unlawful state and that all states
are the outcome of diachronic processes. The distinction between
state and process 1is an important one. The general direction of
NC evolution toward the least marked ND sequence again supports
the generalization that diachronic process explains frequency in
phonology. The predictive power of typological studies demonstrates
this complex interaction between the shape and patterning of phono-
logical systems.
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UNIVERSALS OF VOWEL SYSTEMS: THE CASE OF CENTRALIZED VOWELS

Jean-Marie Hombert, Linguistics,

University of California, Santa Barbara, USA 93106

This paper attempts to explain why centralized vowels (i.e.
vowels which are not located on the periphery of the vowel space)
are relatively less common than peripheral vowels.

1. Surveys of phonemic systems, phonetic universals and "exotic"

languages.
If one is interested in discovering phonetic universals some

of the most fruitful places to search for potential universals are
large scale surveys of phonetic and phonemic inventories. Despite
the criticism leveled against these surveys it is our belief that
such surveys are useful in that asymmetries or systematic gaps in
these inventories may reveal in their explanation universal pho-
netic processes. Once such a potential universal or universal
tendency has been uncovered edch language exhibiting this process
should be reexamined through careful study of available sources,
consideration of possible reinterpretations of the data, and when
possible, accurate phonetic data should be obtained.

Until very recently the bulk of available phonetic data, es-
pecially perceptual data, has come from a handful of languages.
Due to the availability of phonetic equipment and presence of re-
search groups located in the countries where these languages are
spoken available phonetic data has been largely limited to Danish,
Dutch, English, French, German, Japanese and Swedish. It is clear
that if we are to understand universal phonetic processes, our data
base must be extended to include more "exotic" languages.

Most perceptual data has been gathered from experiments con-
ducted under laboratory conditions using linguistically sophisti-
cated subjects. Obviously if we are to gather similar data from
languages spoken in areas remote from laboratory facilities, it is
necessary to design techniques of data gathering suitable for use
in the field with linguistically naive subjects. In Section 3 one
such design will be discussed.

2. The case of centralized vowels.

It is clear from surveys of vowel systems that centralized
vowels are less commonly found than peripheral ones. In the case
of languages which do have centralized vowels it is not rare that
different sources will vary in the treatment of such vowels by
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attributing to a given vowel different phonetic qualities. These
variations suggest that either these vowels are more prone to his-
torical change or are more difficult to identify correctly by the
investigator. It appears, then, from these surveys that non-periph-
eral vowels, that is, vowels which in acoustic terms have a second
formant of approximately 1200-1700 Hz, are rare and that they are
more subject to change than peripheral vowels.

In Section 3 we will use data from a,perceptual experiment car-
ried out on the Grassfield Bantu languages of Cameroon. Because of
space constraints in this paper, we will use only data from one
speaker of the Fe?fe? 1anguagel to suggest possible explanations
for the rarity as well as instability of non-peripheral vowels.

3. Experimental paradigm

Fe?fe? contains eight long vowels in open syllables. These

vowels are [i, e, a, o, 2, u, 4, @]. A word list consisting of
eight meaningful Fe?fe? words contrasting these eight vowels was
elicited from native Fe?fe? speakers. The Fe?fe? speakers were
asked to read these eight words which were listed five times each,
in random order. After the repetition of each word, the final sound
of the word, that is the vowel, was repeated once. Both the vowels
of the meaningful words and the vowels in isolation were subsequent-
ly analyzed.

Subjects were then asked to listen to 53 synthetic vowel stim-
uli, each presented five times in random order. After the presenta-
tion of each stimulus the subjects were instructed to point out
which Fe?fe? word in the eight-word 1list that they had previously
read, contained the same "final sound”, i.e. vowel, as the stimulus.
Subjects had the option to claim that some of the stimuli did not
The 53 synthetic stimuli
were selected to maximally cover the vowel space; Fl was varied be-
tween 250 Hz-750 Hz, F2 between 650 Hz~-2350 Hz and F3 between 2300
Hz-3100 Hz. This task was designed so that native speakers would
divide the vowel space according to their own vowel systems.2
4. Results

The results of the acoustic analysis and of the perceptual

sound like any of the eight Fe?fe? words.

(1) For more data and a more complete description of the experimen-
tal paradigm, see Hombert (in preparation).

(2) It should be noticed that this method does not allow study of
diphthongs since all stimuli used have steady state formant
frequencies.
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experiment for one Fe?fe? speaker are presented in Figure 1 and
Figure 2 respectively. Since F3 values are not relevant for the
point that we want to make here the data are presented in an Fl x
F2 space. Each vowel indicated in Figure 1 is the average of five
measurements. The spectra were computed 100 msec. after vowel on-
set using LPC analysis. The phonetic symbols appearing in Figure 2
indicate that at least four times out of five this stimulus was
identified by the Fe?fe? speaker as the same vowel.

We will'consider the two vowels [a] and [a]. Two unexpected
results emerge from the data:

1. when comparing acoustic and perceptual data it is not sur-
prising to find that the stimulus with Fl at 750 Hz and F2 at 1250
Hz is identified as the vowel [a] since a vowel with such a for-
mant structure could have been produced by a Fe?fe? speaker with
a larger vocal tract size than the speaker considered here. What
is surprising, though, is that the stimulus.with the formant struc-
ture Fl at 750 Hz and F2 at 850 Hz was also identified as [a].
These results are even more surprising when one considers that the
intermediate stimulus (750 Hz - 1050 Hz) was identified as [p]. It
is likely that in the case of the stimulus with Fl1 at 750 Hz and
F2 at 850 Hz the two formant peaks were perceived as one formant
peak, that is as Fl. One thing remains to be explained: in the a-
coustic data, the Fe?fe? vowel [a] has a peak around 1600 Hz but
the stimuli with F1 at 750 Hz and F2 at 850 Hz does not have a peak
in this frequency region. Let us just say for the moment that the
saliency of the peak at 1600 Hz seems to be perceptually secondary.

2. Two stimuli (Fl at 350 Hz, F2 at 1500 Hz and Fl at 450 Hz,
F2 at 1500 Hz) are identified as [a], which is what we would ex-
pect considering the location of [s] in Figure 1. However the iden-
tification of the stimulus with Fl at 450 Hz and F2 at 650 Hz with
[2] comes as a surprise. Notic¢e that Fl and F2 are also close to
each other for this last stimulus, which could have lead to the
perception of them as one peak corresponding to the first formant.
But notice also that this stimulus does not have a peak around
1500 Hz. As in the case of the vowel [a] it appears that the per-
ceptual saliency of the peak around 1500 Hz did not play a major
role in the identification of the [a].



30 Symposium No, 1

k
100
1 u
H
¢ )
500
0°
a
1000
H z 3000 2(;00 1000 - 100

Figure 1. Acoustic data: the Fe?fe? vowel system,
(one speaker, average of five measurements).
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Figure 2. Perceptual data: only stimuli for which the Fe?fe?
subject gave at least four out of five identical
responses are presented on this graph.

HomperT 31

5. Discussion3

Two possible explanations to account for the lack of saliency
of formant peaks around 1500 Hz are being explored now.

1. Spectrum~based representation of vowels.

Our results would be compatible with a mechanism of vowel
perception which looks for certain amounts of energy within fre-
quency regions rather than formant peaks. In the cases which we
discussed in the previous section, the unexpected vowel identifi-
cation happened with stimuli which had their first and second for-
mants very close to each other. In such cases the closeness of the
first two peaks leads to an increase in amplitude of the spectrum.
This increased amplitude may have created sufficient energy in the
1500 Hz region to lead to these "perceptual mistakes".

2. Place vs. periodicity mechanisms.

Pitch is processed by different mechanisms depending upon its
frequency region. The boundary between these two mechanisms (place
vs. periodicity) is not well defined. It is possible that for some
subjects a defective overlap between these two mechanisms in the
1500 Hz region could create the perceptual mistakes presented in
Section 4.

6. Implications

The explanation generally provided to account for the relative
scarcity of non-peripheral vowels is based on the principle of max-
imum perceptual distance presented by Liljencrants and Lindblom
(1972). Our results suggest a different explanation - non-peripheral
vowels are avoided because one of their components (F2) is located
in a relatively less salient perceptual zone. If this is the case
we can now understand why processes leading to vowel centralization
(vowel nasalization, rounding of front vowels, unrounding of back
vowels) are relatively uncommon.

Finally we should point out that "perceptual mistakes" such as
the ones reported in Section 4 were found in approximately one out
of five subjects, with the "mistake" being consistently made by the
one subject. These results would be consistent with a theory of
sound change which claims that sound changes are initiated by a
minority of speakers.

(3) The reason why previous experiments on vowel perception did
not uncover this problem may be due to the nature of the ex-
perimental paradigm as well as the range of stimuli used in
this experiment.
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a—s /W . (was, swan, quarrel; Middle English). and to account for certain phonological regularities as well as

(vii) i

$p—ec/ T ([g:val vs [e:ral; Swedish).
¢ /+front V.

(viii% x——*-x‘/ elsewhere ([1vgt] vs [axt]; German).
/h/ realizations of Japanese cf. (v) above.

) n—-m /b (Tha:bm] (haben); German).
(ix) /n/ realizations of Swedish cf. (iii) above.

-voic
r—s71
s -son

(x) z;...é //__ [-voic] [nezf3dy]

k-———g ___[+voic] [sagdan]

(try, cry, pry; English).
French
The above examples of pro- and regressive assimilations

suggest that assimilation be hypothetically described as a reduc-
tion of articulatory distance in articulatory space. Do they

imply a syntagmatic pronounceability condition, favoring a reduc-
tion of the physiological equivalent of a power constraint,
mechanical work (force x distance)/time {a LESS EFFORT principle)?
Can at least some phonological facts be interpreted as cases of
contrast-preserving articulatory simplifications? What is their
behavioral origin?

3. Speech - a Physiological Pianissimo.

3.1 The question also arises whether spoken language underex-
ploits the degrees of freedom that in principle the anatomy and
physiology of speech production make available. Seen against the
full range of capabilities, speech gestures, like many other
skilled movements, appear to be physiologically "streamlined"
both as regards muscle recruitment and force levels (cf. jaw
closure as a speech gesture and in mastication, speech breathing
vs respiration in general, articulatory gestures vs swallowing
etc). Extreme displacements of articulatory organs do not occur
(PIKE 1943, 150) although such configurations are available

and yield acoustically equivalent results (evidence from non-
speech: body-arm, eye-head coordination; and from speech: 1lip/
tongue-mandible and tongue blade-tongue body coordination (LIND-
BLOM et al 1974)). Do we in these circumstances see the operation
of an economy of effort principle? A principle that we should

invoke to explain how and why speech and non-speech sounds differ

the instances of hypo-articulation (reductions, ellipses, co-
articulations etc.) in spontaneous speech. "Todays's allophonic
variation leads to tomorrow's sound change..." OHALA (1979).

3.2 Pronounceability and Syllable Structure.

FIG. 1 shows average measurements of jaw positions for Swedish
apical consonants in the environment [a'Ca:]. The production of
these consonants permits a variable influence of the open jaw
positions of the vowels. Thus the dimension of jaw opening reveals
one aspect of their "willingness" to coarticulate. It is of con-
siderable interest to see that this measure correlates well with
their universally favored position in initial and final phono-
tactic structures (ELERT 1970). If the present observations are
generalized, they imply that the phonetic structure of clusters
can be explained at least in part with reference to ease of co-
articulation (ELERT 1970, BRODDA 1972).
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4. The Distinctiveness ''Conspiracy'.
4.1 Language structure exhibits redundancy at all levels.
4.2 Speech generation is an output-oriented process: The reference

input to the speech control system is specified in terms of a
desired output. The dimensions of the target specifications are
sensory, primarily auditory. Evidence supporting the primacy of
auditory targeting comes from work on compensatory articulation,
speech development and the psychological reality of phonological
structure (LINDBLOM et al to appear, LINELL 1974).

4.3 Speech understanding is an active (top-down or conceptually
driven) process. (Cf. the demonstrations of context-sensitive
processing, resistance to signal degradation, phonemic restora-
tion, verbal transformation etc.)

4.4 The speech system may possess specialized mechanisms that con-
tribute towards enhancing the distinctiveness of stimulus cues.

Examples of such hypothetical mechanisms are "feature detectors"
in speech perception. Specialization of speech production has been
suggested in the case of the phylogenetic development of the human
supralaryngeal vocal tract whose shape LIEBERMAN (1973) interprets
as a primarily speech-related adaptation increasing the acoustic
space available for speech sounds.

4.5 Phonetic targets are selected so as to retain acoustic sta-
bility in the face of articulatory imprecision (STEVENS 1972).

The properties listed in 4.1 through 4.3, do they have a
common origin in a basic principle of language design viz., the
DISTINCTIVENESS CONDITION: different meanings sound different?

The preservation of meaning across encoding and decoding seems to
be favored by redundancy, output-oriented and active processing
(rather than by lack of redundancy, exclusively input-oriented
encoding and purely passive decoding strategies). Thus the
question arises whether these at first seemingly unrelated attri-
butes form an evolutionary "conspiracy'. Do they constitute three
different ways of coping with a physical signal which is inevitably
going to be noisy,variable and ambiguous? 4.4 and 4.5 could offer
related advantages. What is the behavioral origin of the distinc-
tiveness condition?

5. Speech Development.

5.1 Imperfect learning: Can perceptual similarity and. articula-
tory reinterpretation serve as a source of phonological innova-
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tion (cf. JONASSON (1971))? Many sound substitutions in children's
speech appear compatible with this interpretation: e-—~f, X—w

cf. 2.1. The child is a cognitive and phonetic bottle-neck through
which language must pass. Does the process of acquisition leave
its imprints on language structure?

5.2 Selection of the fittest: A speech community may use in free
variation several realizations of a given form. The set of frica-
tives may contain /f, s, [, ¢/ and /h/ with the /J/ produced as
[H) and [s] (cf. Swedish). The distinctiveness principle favors
[§] which contrasts better with [¢] than [s]. The lower confusion
risk of the pair [f] / [¢] promotes its reception and learning by
the child. There is in this case thus a behavioral rather than

teleological motivation for the distinctiveness condition. If

sound patterns show evidence of”perceptual differentiation, is

communicative "selection of the fittest' among several competing
forms one of the evolutionary mechanisms? Selection occasionally
occurs from a rich variety of hypo- as well as hyper-articulated
forms (STAMPE 1972).
source of distinctiveness?

Is hyperarticulation another behavioral

6. Non-Phonetic Origins of Sound Patterns: Social Biasing.
Selection of speech forms is influenced not only by produc-
tion and perception factors. Phonological contrasts vary as a
function of social variables (prestige, age, class, sex, style
etc.). Does the interaction of the sometimes conflicting require-
ments of social and phonetic factors account for the fact that
there is no evidence (GREENBERG 1959) that language change leads
to more efficient linguistic systems? Is local rather than global
phonetic evaluation of systems (KIPARSKY 1975) another reason why
languages do not seem to be converging toward a single optimum
equilibrium?
The emergence of a phonological system can be simulated on
the basis of current models of production and perception. FIG. 2
shows some computational results obtained by an application of
i-1
z
2 j=1

WS

; Tij(t)~Lij(t)-Sij(t)< CONSTANT (1)
where n is the size of a universal inventory of segments, Tij
represents a (time-varying) talker-dependent measure of evalua-
tion for a given contrast (pronounceability condition), L

ij
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refers to a listener-dependent evaluation (distinctiveness con-
dition), and §;. reflects the balance between social and phonetic

factors. FIG. 2 illustrates the
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PHONETIC NATURALNESS —»
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interaction between the criteria of distinctiveness and social
imitation in deriving the Swedish vowel system from a larger set
of universal vowel types (represented in terms of canonical
auditory patterns). The socio-phonetic balance varies from zero
(""social imitation'" dominates) to unity (natural phonetic
factors, T and L, dominate). It is applied to the contrasts of
Swedish with the values shown. For non-Swedish contrasts S=1.
Apparently there are many systems (out of a total of 92378) that
meet our present criterion of distinctiveness equally well or
better. If we had reason to believe that the role of natural
phonetic factors in the genesis of the Swedish vowels was cor-
rectly and exhaustively reflected in our calculations we would
conclude that social factors are quite important in their develop-
ment. We don't. A great deal of work on phonetic naturalness
remains to be done before any safe conclusions can be drawn.
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llowever, we believe that the approach will be useful in studying
phonological contrasts particularly in child language and cross-
linguistically.

7. A "Darwinian' Theory of Phonological Universals.

Suppose that we answer all the questions of the preceding
discussion in the affirmative. We accept as our null hypotheses
the assumptions that learnability, pronounceability and percepti-
bility conditions can account for differences between speech and
non-speech sounds, that discreteness reflects the operation of
memory, learning and decoding mechanisms, that sound changes are
influenced by social variables and shaped by demands for per-
ceptual efficiency and convenience of production, and that the
origin of such demands is prosaically behavioral rather than
mysteriously teleological. Such acceptance boils down to the
idea that phonological structure arises both phylogenetically and
ontogenetically by '"natural selection' of sound patterns from
sources of phonetic variation. Language structure emerges in
response to the biological and social conditions of language use.
Natural selection is based on the communicative (perceptual as
well as social) value of contrasts and "phonetic variation'" is
defined with respect to possible segment, possible sequence and
their possible variation. According to this '"Darwinian" theory,
phonological universals will be explained with reference to how
speech is acquired, produced and understood, or rather in terms
of our models of these processes.

This conclusion may seem uncontroversial. However, a truly
quantitative and explanatory theory along these lines is not
likely to appear until we learn to recognize its full intellec-
tual, educational and administrative implications for how
linguistics should be done. Language is the way it is partly
because of our brains, ears, mouths as well as our minds. In
this sense linguistics is a natural science. Phonetics can con-
tribute by formulating its behavioral explanans principles.
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UNIVERSALS OF LABIAL VELARS AND DE SAUSSURE'S CHESS ANALOGY

John J. Ohala, Phonology Laboratory, Department of Linguistics,
University of California, Berkeley, California, U.S.A.

In the Cours de linguistique generale de Saussure compares lan-

guage to a chess game and the units of the linguistic .code to the
individual chess pieces. He remarks that

If I use ivory chessmen instead of wooden ones, the change

has no effect on the system ... The respective value of the

pieces depends on their position on the chessboard just as

each linguistic term derives its value from its opposition
" to all the other terms ... [A single] move has a repercussion

on the whole system [1916 (1966:22; 88-89) 1.

The choice of the chess analogy was a brilliant piece of exposition.
Justifiably, it is frequently cited, especially by teachers in lin-
guistic courses, and has become one of the favorite images of the
structuralist basis of linguistic analysis.

The structuralist approach in phonology means analyzing a given
problem by taking the whole phonological system into consideration,
e.g. all the phonemic oppositions, especially those which are sym-
metrical or asymmetrical, the functional load of the sounds in-
volved, etc. It focuses, therefore, on system~internal relations
between the 'pieces', i.e., the speech sounds. For example, the
structuralist account of the introduction of [3] into English would
point out that it filled what was up to that time a gap in the Eng-
lish fricative system:

t 8 s J
v 8 z !

g
e

s

Generative phonology, a recent offshoot of structural linguis-
tics, also focuses on system-internal relations between the 'pieces'
although in this case the pieces are the rules of grammar and the
entities which make up the lexicon.

In fact, almost an& post-Saussurean "school" of phonology one
might cite, e.g., the Prague school, glossematics, functional pho-
nology, natural generative phonology, etc. -- all have adopted the
structuralist method of looking within the system for the solution
to their problems. Occasional explorations outside the system --
into anatomy, physiology, physics, psychology, etc. have never been
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pursued seriously or intently.l

T would maintain that this emphasis on system-internal rela-
tions in phonology is counter-productive. _This point is especially
evident when we examine and seek explanations for phonological uni-
versals.
ways across languages even though those languages exhibit remarkably

The phonological behavior of labial velars, i.e.,

We frequently find speech sounds behaving in very similar

varied structure. >
[u, w, », kp, §b] etc. illustrates this rather dramatically.

It has been claimed by generative phonologists that labial
velars, although possessing two more or less equal constrictions,
labial and velar, nevertheless, must be represented at the under-
lying (lexical) level as having only one primary articulation --
the other constriction being relegated to a secondary articulation
(Chomsky and Halle 1968, Anderson 1976).
of a segment is supposedly a function of its underlying represen=

The phonological behavior
tation, not its surface phonetic character. Thus Anderson, in re-
viewing a number of West African languages, argues that Temne which
has a /k/ but no /g/, must classify its /3db/ as a velar, filling

the gap in the voiced velar stop position.
that since Nkonya has both /k/ and /kw/, the second sound thus pre-

Similarly he argues

empting the classification: 'primary articulation: velar; seconda-
ry articulation: labial', the sound /Eﬁ/ in that language must be
Efik, he
notes, not only has a /k/ vs. /kw/ contrast but also lacks a /p/.

primarily a labial with a secondary velar articulation.

so it has two reasons for classifying its /Kp/ as a labial.

One of the problems with such structural or functional accounts
of phonological facts is that they attach undue significance to _
sound patterns which may commonly arise due to chance or at least
due to factors unrelated to the particular phenomena under investi-
gation. Attention to phonological universals would be some in-
surance against this problem. As it happens, /p/ and /g/ are often

missing from languages' stop inventories (Gamkrelidze 1975, Sherman

(1) Notable exceptions, however, are the fields of sociology, cu}-
tural history, and anthropology, which have been pursued seri-
ously by many phonologists with structuralist orientation.

(2) The research on labial velars was done in collaboration with

James Lorentz and published in Ohala and Lorentz (1977).
Limitations of space prevent extensive documentation of the sound
patterns discussed; however, the article cited may be consulted for
numerous cross-linguistic examples.
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1975) . Moreover, there are many languages in West Africa that
have /Eb/ and/or /§B/ (Ladefoged 1964).
is a special relationship between these two patterns in those few
languages in which they both appear?

Why therefore assume there

A very preliminary statisti-
cal analysis of the co-occurrence of these patterns by Ohala and
Lorentz (1977) found no disproportionate incidence of labial velar
stops in languages which also have gaps in their stop inventory.

The most serious problem with such structuralist arguments,
however, is that they often as not conflict with the evidence one
can obtain from phonological alternations, including allophonic
variation:

1) 1In spite of the double motivation mentioned above for
assigning the Efik /K@/ to the labial slot (as well as an
additional reason, cited by Welmers 1973, namely, that
/E@/ sometimes is realized as the allophone [p]), Cook
(1969) reports that a nasal assimilating to it sometimes
appears as the velar ndsal [n].

2) According to Bearth (1971:18), Toura has both /k/ vs. /kw/
and /g/ vs. /gw/ contrasts, which, following the logic
presented above, would force us to characterize /Kp/ and
/éB/‘as labials. Nevertheless, these latter two sounds
can be realized as [?Kp] and [ 9db], respectively, before
nasal vowels.

Maybe one could still salvage the practice of looking only to
system-internal relations in phonological analysis by abandoning
the 'fill-the-gap' criteria and relying more heavily on how seg-
ments pattern in phonological rules. Unfortunately this escape
route is not open either because labial velars can pattern in
seemingly inconsistent ways in phonological rules.

3) The Yoruba labial velar glide /w/ (along with the labial

velar stops /Kp/ and /¢b/) patterns with the labials
/b, £, m/ in that it causes the merger of following /3a/
with /3/; nevertheless, the nasal assimilating to /w/
shows up as the velar [q] (Ward 1952).

4) In Kuwaa (Belleh), word initial /w/ is occasionally real-
ized as [n"], i.e. a labialized velar nasal, but may be-
come labial [v] before unrounded vowels (Thompson 1976).

5) In Tenango Otomi /h/ becomes labial fricative [&] before

/w/ but /n/ assimilating to /w/ appears as [n] (Blight and
Pike 1976).
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Additional such cases are not difficult to find (Ohala and Lorentz
1977) .

The seeming confusion of these patterns is cleared up when
system-external evidence is obtained, viz., data on phonological
universals and the physical phonetic causes of the universals. I
offer the following four statements of universal tendencies to ac-
count for the observed data:

A. When affecting the quality of adjacent vowels, labial
velars behave primarily as labials. (Specifically, they
cause vowels to shift in the general direction of [ul.)

In addition to the evidence in 3, above, there is that from Tigre
where, due to assimilatory action, certain short vowels are more
back in the environment of labials, especially /w/ (Palmer 1962).

The phonetic basis of this pattern is the fact that labial
velars achieve very low lst and 2nd formant frequencies -- even
lower than those of plain labials in most cases (Ladefoged 1964,
Lehiste 1964) -- and thus are acoustically unlike sounds at any
other than the labiallplace of articulation. This fact is itself
capable of being explained by reference to acoustic phonetic theory
(see Ohala and Lorentz).

B. When assimilating to adjacent vowels, it is the labial
velar's labial place of articulation that remains un-
changed; the place of the lingual constriction may shift
or disappear under the influence of the vowel's lingual
configuration.

Besides the evidence in 4, above, there is in addition the pattern
from Dagbani in which the phonemes /Kp, db, dm/ have the allophones
{€d, db, rm], respectively, before front vowels and the palatal
glide /j/ (Wilson and Bendor-Samuel 1969).

There is no mystery about the causes of this tendency. Of the
two constrictions of labial velars, only the lingual constriction
is free to (partially) assimilate its place of articulation to
that of adjacent vowels. The shift of the lingual constriction in
such a case is exactly comparable to its shift in other velar con-
sonants, e.g., [k, g, n, x], whose lingual constriction -~ as is
well known -- is also influenced by neighboring vowels. The labial
constriction, for obvious anatomical reasons, is not likely to
shift its place of articulation via assimilation to that of the
lingual constriction of adjacent segments.
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C, When becoming a fricative or determining the place of
articulation of adjacent fricatives by assimilation, [w]
shows itself primarily as a labial.
In addition to the evidence in 5 (and possibly in 1) above, there
are supporting statements such as the following by Heffner (1964:
160) :

The fricative noises produced by the articulation of

[French] [w] are slight, but such as they are, they come

rather from the labial than from the velar constriction.
Assuming that there are both labial and velar sources of fricative
noise during these sounds, there are a number of possible phonetic
reasons why the labial noise source should predominate. The most
important is probably the fact that the configuration of the vocal
tract anterior to the velar noise source (the airspace and the
small labial constriction) constitute a low-pass filter that ef-
fectively attenuates the predominantly high frequency noise pro-
duced at the back constriction. The noise source at the labial
constriction, of course, suffers no high frequency attenuation.

D. When becoming a nasal or determining the place of articu-
lation of adjacent nasals by assimilation, labial velars
behave primarily like velars.

Alongside the evidence in 1 through 5, above, there are many
cases such as the dialectal variants for the word for "child" in
two Melanesian languages: in Sa'a it is /mwela/ (which is more
representative of the original form) but in Kwara 'Ae it is

/nela/ (Ivens 1931).
The explanation for this pattern
iiéégi::)
:EEE;::]

requires reference to the vocal tract
configurations for the nasal conso-

nants [m, n, n] and [#] (to pick a

common labial velar), which are repre- [m]
sented schematically in Figure 1.
Essential to the acoustic character-
istics of nasals are the pharyngeal-

nasal airway and the oral cavity

branching off from it. 'Oral cavity'

here refers to that air space extend-

ing from the pharynx to the point of (o]

constriction. The oral configuration " Figure 1.
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anterior to the point of the rearmost constriction has no effect.
It can be seen, therefore, that the acoustically relevant con-
figuration of [#] is essentially similar to that of [n].

It would seem from these data that the behavior of speech
sounds is better understood by reference to system-external factors
than system-internal factors. These are not isolated examples.

A more appropriate analogy to offer as an image of language would
be the game of football (American-style football). At any given
time during a football game when the ball is in play, it is still
the case, as in chess, that there is "significance" to the game

in the special arrangement of the players, e.g. it is advantageous
to the side possessing the ball to have an eligible receiver down-
field. However, of more importance to the outcome of the game is
the inherent ability of the individual players. It may not matter
in chess whether one substitutes an ivory chess piece for a wooden
one, but does matter in football if one substitutes a 50 kg tackle
for one weighing 100 kg. '

Conclusion

Observations of universal phonological tendencies -- for ex-
ample, those found for labial velars, as in the present paper --
force us to the conclusion that the inherent physical constitution
of speech sounds, i.e., how they are made and how they sound, have
as much or more importance than system-internal relations, in de-
termining the behavior of speech sounds. The emphasis most schools
of phonology put on the study of system-internal factors is there-
fore a mistake.
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UNIVERSALS AND PHONETIC HIERARCHY

Kenneth L. Pike, Summer Institute of Linguistics
7500 W. Camp Wisdom Road, Dallas, Texas 75211

1. The Presumed Theoretical Basis for Some Past Avoidance of

Syllable and Stress Group

In the mid 50's I cited evidence (Pike 1955, 66-68, amplified
in 1967, 409-23) that on the American scene--and sometimes else-
where also--the syllable had been often ignored, or denied theo-
retical status, or occasionally used without theoretical Jjustifi-
cation to support statements about the distribution of phonemes.
Specifically, we might add that in Bloch and Trager (1942), in
the chapter on phonetics, there is no section for the syllable
(although there is one page--28--on 'Syllabic consonants' in
which the syllable concept is used as background to the analysis).
Similarly in the section on !'Semivowels! (22) syllabics are re-
lated to sonority, and syllables to syllabic sounds, with vowels
treated as sometimes--but not always--syllabic. Later, in the
chapter on phonemics, in the subsection on tVowelst! (50) the
syllable is used as a basis for discussing the distribution of
simple vowels with strong stress, and related matters. But no-
where does the syllable as such get specific treatment in its own

right as a basic unit of the system.

The reason: The underlying theoretical construct moved from
the phoneme level to_the morpheme level and on up to syntax, with-
out the concept of syllable entering in as a level. They felt
that a morpheme could be adequately described, in so far as its
physical components were concerned, as made up of a sequence of
phonemes., But if they had brought in the sylléble as a basic
unit of the system, there would have been much greater difficulty
in justifying their descriptions, since oftentimes in ordinary
speech a morpheme may be found which is either less than a sylle~
ble or more than a syllable, so that this leads to borders between
units of the lexicon which would have been skewed with reference
to those of the phonology. Thus the plural allomorph -s, is a
single nonsyllabic consonanty but cups is a single syllable of
two morphemess and the morpheme ticket is a single morpheme of
two syllables. Therefore, there could have been no direct mapping
of (phonological) part to (morphological) whole if the syllable

K. L. P1ke 49

had been treated as a unit in its own right.
2. A Theoretical Basis for Allowing Syllable, Stress Group, and
Higher Level Phonological Units

In order to allow syllable, stress group, and even higher
level units into our practical description, as units appropriate
to that description, we need to have a theory of hierarchy which
is multiple. 1Instead of a single hierarchy from phoneme to mor-
pheme to syntactic unit, we need a hierarchy of phonology in its
own right (from phoneme to syllable to stress group to phonolo-
gical paragraph to phonological discourse--or something related
to such a construct), and we need a hierarchy of grammatical
units (from class of morphemes, to class of words, to class of
clauses, class of sentences, class of paragraphs, and ultimately
up to discourse classes)y and in addition we need a referential
hierarchy (of participants, episodes, and events as spoken about).
The grammatical hierarchy (the telling order) may be distinct
from the referential hierarchy (the happening--or logical--orders
see Pike and Pike 1977, 363-410). Such a set of hierarchies 1n
the theory allows us to have the syllable present in our descrip-
tion, and to draw upon it without apology (and without "boot-
legging" it into the description).

This approach also allows us to specify openly some universals
(e.g. no language is made up wholly of vowels) even though in some
of them we may not find syllables composed of vowel plus followilng
consonant. On the other hand, it does not insist that every pos-
sible level be present in every possible language. It insists,
rather, that there be some hierarchical structure above the pho-
neme, without demanding that the syllable as such must inevitably
be an emic unit. My personal suspicion would be that the syllable

" should be such a universal emic unit. But we have to leave room

to the contrary, unless or until someone shows that the material
on Bella Coola by Newman (in which the syllable is not treated
as relevant) is not a satisfactory description (for preliminary
discussion see Pike 1967, 420-21), Similarly, the work of Kulpers
on Kabardian would have to be shown as better re-analyzed from a
syllabic point of view (possibly by showing that he, like Bloch
and Trager, relied on syllable without making adequate place for
it in his theoretical systems for references see Pike 1967, 423).
The hierarchical approach also opens the door to the handling
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of phonological markers of units much larger than a sentence (for
example, the phonological paragraph). And in between the stress
group and the phonological paragraph there may be emic segquences
of stress groups (sequences of intonation contours) which have
some overriding rising or falling general drift (or "tangent")
And, above this,

one may expect to find phonological units which signal the audience

within clause or sentence (see Bolinger 1970).

that a speaker is getting under way, or is finishing, or is chang-
It should also be noted that there is strong evidence
(overwhelmingly persuasive to me) that the kind of dynamic cre-

ing focus.

scendo (or decrescendo) pattern of stress groups may in some lan-
guages be sharply contrastive within the styles of a single systen.
A greeting style, or a chanting style, or narrative pattern may,
for example, affect these shapesy see Pike 1957, for example, for
abdominal pulse types in inland Peru. A mark for juncture, plus
a stress mark, is far from adequate to represent these contrastsj
there must be both contrastive peaks and contrastive slopes lead-
ing down toward an end point (not just a stress mark followed by
a final fade into some kind of "juncture"),

3. Pairing in the Phonological and Grammatical Hierarchies

But the phonological hierarchy is not as simple as it sounds.
There is no one direct sequence from phoneme to phonological dis-
course which meets some of the requirements for describing certain
kinds of data which have an impact on us. Specifically, one of
the most interesting developments--from my point of view--is that
of Tench (1976). Tench was going beyond preliminary work on paired
levels of the grammatical hierarchy (see now Pike and Pike 1977,
21-28) in which there was a sharp difference between units which
are isolatable in the sense that (like an independent clause or
an independent sentence) they could come at the beginning of a
monologue, or at the beginning of a conversation after the greet-
ing formsy and these would be in sharp contrast to responses to
utterance, when the responses might sometimes be single words or
phrases. This had led Pike and Pike to the setting up a differ-
ence between independent clause or sentence (as serving the func-
tion of serving as a proposition) versus word or phrase serving
as a term, Tench showed a parallelism of these facts with the
phonology, in which the syllable is the minimum independent item
analogous to clause, while the rhythm group is the analogue of the
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independent complex sentence. Similarly, he showed that the sin-
gle phoneme (e.g. a single consonant), is analogous to a word
(which is not isolatable in the same way) and that the consonant
cluster would be the expanded version of that item, analogous to
the phrase.

4, On Digital Versus Analogic Elements

More work needs to be done, also, to check out possibilities
of digital versus analogic phonological structures. The digital
ones (as pointed out by Martin and Pike 1975) are contrastive
(either—or) units, the analogical elements have gradient (less
to more) relation to the referent. My expectation would be that
in every language we would find some analogic features of into-
nation and voice quality, in which length, loudness, rate, pause,
decrescendo, crescendo (or features such as intensity, key, tense-
ness of vocal chords, breathiness), might be relevant in a gradi-
ent wgy , emphasizing the involvement of the speaker to a greater
or lesser degree, or associated analogically with excitement or
intensity of attitude.

But we would have to avoid assuming that such features were
automatically to be found as digital in every language. For
example, in Comanche (U.S.A.) no digital (contrastive, "segmen-
tally phonemic") intonation elements have been found (Smalley
1953, 297).

The English-speaking actor on the stage, furthermore, is
likely to make much greater use of the analogic types (change of
key, for example), than is the ordinary person in a non-emotional
setting. Yet our study of the systemic nature of contrastive
quality is still in a very primitive state. It is astonishing
that changes 1n voice quality seem to me to be empirically uni-
versal, but that a systemic handling of these materilals is still
only vaguely present with us. A "1list" of voice qualities is
far from satisfactory in handling the n-dimensional space which
seems to be implicit in the possibility of simultaneous voice
qualities, overlapping with pitch of wvarious kinds, and inter-
rupting (noncoterminus) units of the segmental phonological
hilerarchy from phoneme through syllable on up to phonological
discourse., A vast amount of work seems to me to be awaiting us
on the theoretical and empirical facets of these matters.

A final note: I am aware that there are difficulties in
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finding physical correlates for perceived syllables. But I am
convinced that any failures to do so in the past should not pre-
vent us from continued search for something which is so obviously
present in field work--since I cannot believe that a characteris-
tic so universal can have no relation to some concomitant physical
reality (no matter how complex the relation may prove to be).
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BASES FOR PHONETIC UNIVERSALS IN THE PROPERTIES OF THE SPEECH
PRODUCTION AND PERCEPTION SYSTEMS

Kenneth N. Stevens, Massachusetts Institute of Technology,
Cambridge, Massachusetts 02139, U.S.A.

This paper discusses how the properties of the human
articulatory and perceptual systems play a role in determining
certain phonetic universals. In particular, our concern is with
the inventory of phonetic segments that are found in language,
and the way in which these segments are organized into a set of
natural classes. We shall review how the articulatory and the
perceptual systems place certain constraints on the classes of
sounds that are used universally in language. The classificatory
features that play a role in the phonological rules in language
are determined by these natural classes that are based on
observation of the capabilities of the articulatory and

perceptual mechanisms.,

Articulatory evidence for natural classes of speech sounds.

The actualization of a given speech sound in context
requires a complex sequence of articulatory activity. The
articulatory structures must be maneuvered 'from positions or
states appropriate to one sound to states corresponding to the
next sound to be produced. We shall follow the traditional
method, wused by phoneticians for years, of specifying a phonetic
segment in terms of a set of goals or target states that the
articulators are to achieve or that are intended by the speaker
rather than in terms of the movements between these targets. The
hypothesis is that these target configurations or states, if
appropriately specified for a given sound, are much less
dependent on the phonetic context than are the articulatory
movements or muscle contractions necessary to produce the sound
in context. Thus the articulatory descriptions are static, in
the sense that they des¢ribe stationary states or configurations.
While the production of some sounds or sound sequences may
involve movement, this movement is always from one target state
to another.

How are these articulatory target states to be described and
how does this description lead to a specification of natural
classes of speech sounds? Examination of 1lateral radiographs
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gives us one view of the articulatory target states in terms of
the positions of the various articulatory structures that are
visible on the midline. This kind of evidence has traditionally
been used in phonetics to describe articulatory targets in terms
of place of articulation identified along the length of the vocal
tract. Another way of describing articulatory configurations
examines the pattern of contact that occurs between structures
such as the tongue and palate. This pattern is presumably
registered in the talker's speech control system through the
responses of receptors located on the surfaces of the structures
(Stevens and Perkell, 1977). Still another aspect of the target
state is the physical properties of the surfaces of the
structures, particularly the vocal folds and the tongue. These
properties have an influence on the manner in which the airflow
from the lungs is controlled and on the way in which the
articulatory structures are forced against one another. Which of
these ways (or combinations of ways) of describing articulatory
states is most salient for grouping speech sounds into natural
classes is a question about which we can only speculate at

present.

We consider now several lists of phonetic segments. For all
of the items on a given list, some aspect of the articulation is
achieving the same state, as defined in at least one of the ways
listed above. We suggest, then, that these items can be
candidates for forming a natural class of phonetic segments.

[mnnau ...] These items are all produced by creating
velopharyngeal opening, usually by placing the velum in a lowered
position. From the point of view of the speaker, an indication
that the velum 1is lowered comes from several possible sources:
(1) the muscles used to lower the velum have been contracted;
(2) the 1lowered state of the velum is sensed through receptors
that signal the position of the velum or its contact with other
structures; (3) there 1is airflow through the velopharyngeal
opening and possibly acoustic energy in the nasal cavity that is
sensed and registered in some way.

[kgniu ...] These sounds are all produced by placing the
tongue body in a raised position within the oral cavity. More
specifically, the common articulatory activity for the sounds can
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be described in one of two ways: (1) there is contraction of a
common muscle or group of muscles te produce the raised tongue
body, or (2) there 1is a common pattern of activity in
particular groups of sensory receptors in the tongue musculature
or on the dorsal surfaces of the tongue as these surfaces make
contact with other structures, particularly the hard palate
(Stevens and Perkell 1977).

[ptkéfes s d{d...] For this group of sounds, it is
hypothesized that the common articulatory attribute is a
stiffening of the surfaces of the vocal folds (Halle and Stevens,
1971). The articulatory state that characterizes each member of
this class can be described either &as contraction of a particular
laryngeal muscle or group of muscles or as the stiffened state of
the vocal fold surfaces, independently of the muscle activity
used to produce that state.

[ptké&bdeg3imnn...] The sounds in this group are all
produced by forming a complete closure of the vocal tract at some
point along its length. The articulatory description for this
group of segments cannot be specified in terms of the contraction
of particular muscles, since different muscles are clearly
involved depending on where in the vocal tract the constriction
is made. Rather, it 1is assumed that an instruction to form a
complete closure is a basic component of articulatory control
which, when coupled with a further instruction indicating which
articulator is to be activated, effects the proper consonantal
constriction. It is possible also that the sensory consequences
of forming a complete <closure are registered in some unique
manner independently of the location of the closure in the vocal
tract.

[pbfvm...] The segments on this 1list have the common
articulatory attribute that they are produced with a constriction
at the 1lips. Thus a particular set of muscles - those making a
lip closure - is involved in the generation of all of these
sounds. The lower lip comes in contact with either the upper lip
or the upper incisors, and this gesture leads to a unique pattern

of excitation of sensory units in the lower lip.

[tdnodsz$%ar ...] These phonetic segments are all
actualized by raising the tongue blade to make contact with some
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part of the maxilla. The exact region of contact or the force of

contact may from one sound to another in the set, but the
blade,

of certain intrinsic tongue muscles.

vary

common gesture is that of raising the tongue presumably

There
of the
edges of the superior portion of the tongue
teeth,

leading to a special response of tactile receptors on

through contraction

is a unique sensory consequence of this raised
blade: the

come in contact with fixed surfaces of the hard palate or

pattern
tongue

presumably
these surfaces of the blade.

The six lists of segments given above are examples of a

longer inventory of 1lists of segments that could be generated.
each 1list

items could be appended to the lists,

Furthermore, there is no attempt to make
additional
serve to indicate, however, that natural classes of speech sounds

exhaustive;
These examples

can be constructed through examination of the articulafory target
configuration or states. In giving these examples, we have shown
a certain amount of ambivalence as to how the common articulatory
Until we

particular,

attributes for the items on a list should be specified.
know more about how motor systems operate,
how the
best to characterize natural classes of speech sounds in terms of

and, 1in

speech-production systems operate, the question of how

articulatory attributes must remain open.

Acoustic and psychoacoustic evidence for natural classes

Acoustic analysis of speech shows that there are groups of
that If it is
assumed that the auditory system responds in some unique way to

speech sounds share common acoustic properties.
sounds with a common acoustic property, then this unique response
provides the 1listener with a means for organizing speech sounds
their properties. As

shall consider several lists of speech sounds, and

into natural classes based on acoustic
examples, we
we shall show that for the items in any one of these lists there
The basis for these

(1960),

is a common distinctive acoustic property.
classifications is derived largely from the work of Fant

Jakobson, Fant and Halle (1963), and others.

{m n ) For the items on this 1ist, there is a rather steady
nasal murmur persisting for several tens of milliseconds, with an
amplitude just a few dB below that of the

attribute of this

ad jacent vowel. The

unique acoustic nasal murmur is a strong
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spectral peak at 1low frequencies and a relatively wuniform

distribution of weaker spectral peaks at higher frequencies, with
these peaks tending to be rather broad (Fujimura, 1962).

[tdnsz$§ 2 &) For
sampled at or near the consonantal release (in a
syllable) a diffuse spread of energy across the frequency
range, but with greater spectral energy at high
(Fant, 1960; Zue, 1976; Stevens and Blumstein, 1978).

these consonants, the spectrum
consonant-vowel
shows

frequencies

[k g nl The
sounds has a single prominent peak in the midfrequency
(Fant, 1960; Zue, 1976, Stevens and Blumstein, 1978).

spectrum at the consonantal release for these

range

[i 1 uul The
first formant.

vowels in this 1list all have a relatively low

[a@a 1] which “the

first formant region for a

These nasalized vowels have a spectrum in

lowest peak, corresponding to the

nonnasal vowel, is split or broadened to cover a wider frequency

range than that for a nonnasal vowel.

[ptk&Dbdgimnnl The this 1list all show an
abrupt onset of spectral energy over much of the frequency
when the released into the following vowel. The
rise in amplitude in any one frequency region ocecurs in a

milliseconds.

items in
range
consonant is
time
interval of

just a few A sound with an abrupt

onset has been shown to distinctive

listener (Cutting and Rosner, 1974).

produce a response in a

[d 4§ {1

is high in

These vowels all have a fundamental frequency (Fo) that

comparison with the average Fo for the particular

speaker and the particular position of the vowel within an
utterance.

[lpt k& f o6s §] The common acoustic characteristic of the
sounds in this list is the absence of Jlow-frequency periodicity

in the sound in the vicinity of the consonantal closure interval.
As in the of the 1lists
attributes, the above lists are examples of a longer inventory of

case based on articulatory

lists such that the items in each list have a common acoustic
property to which the auditory system is assumed to respond in a
of the

the auditory system to complex sounds, we have only

unique way. Given our present rudimentary knowledge

response of
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been able to speculate on the kinds of acoustic properties that
qualify for defining groups of speech sounds.

The classificatory features

Examination of the two sets of lists - these based on common
articulatory attributes and those based on common acoustic
attributes - reveals that there is much overlap in the two sets.
This overlap is not surprising, since on the basis of acoustical
theory it is not unexpected that sounds produced with common
aspects of the articulatory configuration should also have
similar acoustic characteristics.

Another way to organize speech sounds into natural classes
is to examine the phonological rules of language, and to observe
the various groups of segments that are operated on by these
rules or that determine the environments in which the rules
operate. The grouping of segments according to this criterion
leads to a description of segments in terms of bundles of
classificatory or distinctive features. These classificatory
features also show a great deal of overlap with the groupings
based on articulatory and acoustical considerations.

We would like to propose a rather simple condition on the
definition of a classificatory feature: a set of speech sounds
shares the same classificatory feature if the sounds share a
common articulatory attribute and a common acoustic or perceptual
attribute. That is, the sounds in a given class should give rise
to response patterns that have a common property in the auditory
system of the listener and the speaker, and, 1in addition, the
production of the sounds should have common attributes in the
speech-generating mechanism of the speaker, such as common
patterns of orosensory response.

A consequence of this definition 1is that vowels and
consonants will tend not to share the same features. Thus, for
example, nasal vowels and nasal consonants would not have the
same feature, although it might be desirable to mark in some
manner the fact that they share an articulatory property. The
strong definition of a classificatory feature would not capture
in terms of feature specifications the fact, for example, that
vowels preceding nasal consonants tend to be nasalized (or in
fact that nasalization of the vowel often is accompanied by

STEVENS 59

elimination of the consonant), or the fact that the pitch of
vowels following voiceless consonants tends to be raised. These
kinds of modifications are, in a sense, simply mechanical
consequences relating to the coarticulation that is a nature
consequence of the juxtaposition of two segments. )

The classificatory features defined in the way we have
proposed would, however, specify major classes of segments that
play a role 1in the phonological rules of 1language. These
features would owe their existence, so to speak, both to the
property-generating characteristics of the speech production
system and to the property-detecting characteristics of the
speech perception system.
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THE PSYCHOLOGICAL REALITY OF PHONOLOGICAL DESCRIPTIONS

Summary of Moderator's Introduction

Victoria A. Fromkin, University of California, Los Angeles,
California 90024, USA

A phonological description of a language will be a 'true'
description to the extent that it is 'psychologically real'. A
theory of phonology will be a 'true' theory to the extent that it
permits the construction of psychologically real grammars. These
assumptions are required of an empirically based phonological
theory. What we seek then is evidence that will help decide
whether a particular description is 'psychologically real'. There
are no a priori principles which can be depended on. We do not
know in advance whether, for example, the human mind can or does
relate two levels of phonological representation--phonemic and
phonetic~-by ordered rules, nor do we know the extent to which the
immature child's brain can draw highly abstract generalizations
from a limited set of input stimuli. In fact, we have not pro-
gressed too far since 1887 when Fournie observed that "Speech is
the only window through which the physiologlst can view the cere-
bral 1life ". Psychologists, neurologists, and linguists depend, to
a great extent, on linguistic facts to determine the capabilities
of the human mind. We have not found any direct ways, as yet, to
observe what is "'in people's heads' (and) since we cannot look in-
to people's heads directly we can only hypothesize what goes on
there on the basis of indirect evidence" (Chafe, 1970). Even
when we do look into people's heads directly, we cannot find‘in
the physical brain matter, in the 10  neurons, or even in the neu-
ral organization of the cortex, the information we seek regarding
the nature of the internalized grammars, the information which
will tell us whether our theory, or which theory, of phonology is
psychologically real or 'true'.

This symposium is concerned with the kinds of evidence which
will help decide thils question. While we all seem to agree on our
aims (at least to the extent that we seek 'psychological real gram-
mars') we are not necessarily in agreement as to what counts as
evidence, how to welgh different kinds of evidence, or even what
is meant by 'psychological reality’.

Cutler suggests a division between the proponents of a
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'strong sense' as opposed to a 'weak sense' of psychological
reality. The first group considers levels (e.g. phonemic repre-
sentations) and processes (e.g. P-rules) to be psychologically
real if a processing model includes stages isomorphic to levels
and mental operations corresponding to the processes or rules.
Linell also refers to this division. Cutler's paper presents
speech error data to show that lexical stress and word formation
rules are psychologically real in the weak sense, but not in the
'operational!' or 'strong' sense. Linell also suggests that "rules
must not be equated with behaviorai processes...(since) conven-
tional phonological rules state nothing but regular correspond-
ences between idealized representations of the same or related
pronunciations.” In the fuller version of my paper I will discuss
some evidence from speech errors which suggests that at least some
rules and some levels are real in the strong sense of the term,
but that this should not be a criterion for a theory of phonology.
Derwing's paper seems to support the 'strong' view. For ex-
ample, he questions "what psychological sense can possibly be
made...of a notion of 'rule ordering' which has no relation to
real time" and further proposes that "if grammars relate in any
way to psychological events or éfgtes (my emph.) then we need to

interpret grammars psychologically." Grammars can, however, 're-
late' to events or states without being i1dentical or even isomor-
phic to them. And one can conceive of ordered relations, hierar-
chical for example, in a non-behavioral way and on a non-real-time
basis. The alphabet may be represented in memory ordered from A
to Z even for a brain damaged patient wﬂo cannot retrieve the let-
ters in that order in real time. Cognitive psychologists con-
cerned with lexical storage are providing evidence for intricately
ordered classification systems based on ordered basic and primary
levels of categorization in the ‘levels of abstraction in a taxono-
my (Rosch, 1978). Derwing also discusses aspects of the question
which relate to the philosophy of science (as do Linell and
Skousen), some points of which I will further discuss. But it is
clear that whether a theory or a grammar 1is psychologlcally real
must depend on empirical evidence rather than one's philosophical
biases. ‘

Bondarko's paper is neutral as to some of the controversies
discussed in the other papers, positing three psychologically
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real levels of phonology--production and perception of speech
sounds, the phonemic level, and the level of word formation
rules--as evidenced by perception experiments.

Campbell, Dressler, Gussman, and Skousen, are concerned with
the importance of internal versus external evidence in the testing
of linguistic hypotheses and the evaluation of theories. Internal
evidence refers to facts drawn from the overall grammar, signifi-
cant generalizations, simplicity factors, distributional criteria,
morphemic alternations etc. External evidence refers to acquisi-
tion data, language disturbance, borrowing, orthography, speech
and spelling errors, metrics, casual speech, language games,
historical change, perception and production experiments etc.

(Cf. Zwicky, 1975). Campbell and Skousen, and to a certain extent,
Dressler, place major emphasis on external evidence. Campbell is
very convincing in his demonstration of how language games in Fin-
nish and Kekchi, for example, strongly support the reality of a
vowel harmony rule and a vowel-epenthesls rule, respectively. He
provides similar evidence in support of morpheme structure condi-
tions as opposed to syllable structure rules. Skousen uses simi-
lar arguments. But Dressler shows that external evidence can be
contradictory and Gussman provides some detailed illustrations
supporting this. Interestingly, where Skousen posits external
evidence from tongue slips to show the correctness of analyzing
the affricates in English as non-sequential units, /&/ and /J/,
Gussman provides other external evidence, i.e. low level phonetic
rules, which argue for the sequential analysis. Gussman points

to the Fromkin (1971) data cited by Skousen to illustrate this
contradiction. He also ties in the question of 'abstractness'
with 'psychological reality' and correctly, I believe, shows that
the question should not be how abstract is an analysis, but is it
right or wrong. An important question to be discussed in the
symposium, then, is what to do when different kinds of evidence
are contradilctory. It 1is also important for us to clarify how
both internal and external evidence are to be used. If we find in
Kekchl, for example, that an experiment on loan words supports
morpheme structure conditions is this to be used only for the gram-
mar of Kekchl or as evidence for the meta-theory of phonology? If
speech error data argue for a rather abstract representation in
some language, is this evidence that one can provide such abstract
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representations in all languages? In other words, are we looking
for evidence as to constraints on a general theory of phonology or
for evidence concerning a grammar of a particular language?

Given the extent to which individual grammars may vary across
speakers of one language, should we not seek constraints on the
general theory which will permit us to construct the optimal, 'psy-
chologically real' grammar for a language? The papers already
cited reveal the problems we face. Data alone, and multiple-kinds
of evidence alone will not provide all the answers. We need uni-
versal principles and a theoretical framework which in a principled
fashion will help us constrain phonological descriptions to psycho-
logically real ones. Skousen presents such a principle-- a prin-
ciple of maximizing acoustic differences. Hale's paper is primari-
ly concerned with just such questions and posits a 'principle of
recoverability', with supporting evidence from Papago and Maori.
What we need is more principles, supported by clear empirical evi-
dence. For we can probably all agree that "However difficult it
may be to find relevant evidence for or against a proposed theory,
there can be no doubt whatsoever about the empirical nature of the
problem" (Chomsky and Halle, 1968).
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ON THE PHONOLOGICAL OPERATIONS ENSURING SPEECH COMMUNICATION

L.V. Bondarko, Department of Phonetics, University of Leningrad,
USSR

Conveying information through articulate speech presupposes
the ability of the native speaker to analyse quickly and effective-
ly heterogeneous sounds. This ability is developed by man because
sound differences are used for discriminating meaningful units,
i.e. words. Taking this function of speech sounds into considera-
tion, we can understand why the native speaker does very well in
the process of perception in spite of a number of variations of
sound properties. From the linguistic point of view it can be
assumed that there exist a number of levels ensuring optimum pro-
cessing of sound signals. The first one consists in the ability
of man to generate and perceive articulate sounds. Though this
ability is universal by itself, it cannot be observed directly be-
cause it is realized on the basis of a certain concrete language.
However, some of the phonetic universals (Greenberg, 1966) deduced
on the basis of comparing various languages, can be also related
to the peculiar properties of man's verbal behaviour. The second
level is concerned with the system of phonemes in a given language.
The native speaker disposes of the information of the system of
phonemes which he acquires in the process of learning his native
language. The main points of this information are as follows:
the inventory of the phonemes in the language, the ways the distinc-
tive features of the phonemes are realized, the rules of usage which
include the probability of the occurrence of phonemes within the
minimal meaningful unit - within a word.l

The third level deals with the information of the rules about
possible sound combinations in shaping the words. One can assume
that the perception of the word is the recognition of its phonemic
composition. Evidently a clear-cut differentiation of all the three
levels is impossible, because practically they overlap to a great
extent. But one may hope that the systematic research on the pro-
cess of perception will enable the scientists to describe these
levels in a more detailed way.

(1) It is possible that in a number of cases a morpheme may be

treated as this minimal unit. This may take place in languages
where phonemic alternations are regular and are governed by the
existing rules, Russian being an example.
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Let us consider some facts dealing with each of these levels
which testify to the reality of the language consciousness of the
speakers. The opposition of consonants with regard to "absence -
presence of voice" is one of the most widespread (Zhivov, 1976).

In fact, it can be connected not only with the function of the
vocal cords alone, but also with properties like tenseness - lax-
ness, delay in the onset of voice after the opening of the occlu-
sion, the duration of the preceding vowel, and so on. One may
assume that "absence - presence of voice" can be treated as a uni-
versal feature. For the native speaker of the Russian language,
where the correlation "presence versus absence of voice" is one of
the characteristic features, each consonant he hears must be de-
scribed either as a voiceless or as a voiced one. But the con-
sonants /c¢/, /&/, /x/ do not have voiced correlates, i.e., the
opposition of voiceless consonants to voiced ones is not possible
for them in the positions before vowels and consonants. Compare
{tu'goj]l - [du'gojl, ['siptijl - ['gibtij] and [tsex], [tfajl, [xot],
and so on. However, in accordance with the rules of alternations
which are known to be regular in the Russian language, in the com-
bination of words ending in the consonants /c/, /&/, /x/ ([ts, t[,
x]) with words in which initial consonants are voiced obstruents,
there appear voiced allophones of these voiceless consonants:
[ka'nedz zi'mi], [3ed3 dra'val, [moy ga'git], phonologically:
/kan'éc z'i'mi/, /3ed drava/, /mox gar’t/.

The voiced character of these phonologically voiceless con-
sonants can be treated in various ways from the linguistic point of
view. We are especially interested in how the voiced character is
treated by the Russian native speaker who is expected to discrim-
inate between voiceless and voiced consonants and who does not have
at his disposal the voiced correlates of phonemes which possess
the same properties as /c/, /&/, /x/.

Russian subjects when presented with the consonants from
phrases of the type /kan’éc z'imf/, /3%e& dravda/, /max gar'ft/, cut
out from the magnetic tape, recognized these consonants as voiced
ones; other properties of the consonants could be perceived in-
correctly in this case. If the phonetic context is enlarged and
the subjects are presented with combinations - 1: including the fol-
lowing consonant (CC), 2: including also the preceding vowel (VCC),
3: including the vowel in the succeeding syllable as well, - the
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recognition of the consonants under consideration as voiced ones
occurs less frequently, though in these cases the consonants /c¢/,
/¢/ and /x/ are not interpreted 100% correctly.

Figure 1 presents data on how separate properties of the con-
sonants /c/, /&/ and /x/ are perceived if they are presented in
various contexts, such as C, CC, VCC and VCCV. The influence of
.the phonetic features proper in-
creases with the narrowing of the
phonetic context, although even

. if there is a complete phonetic
l context - the following consonant

bringing about voicing, or vowels,

ensuring as a rule good recogni-

l tion of the neighbouring con-
‘ sonant - this is not sufficient

N

% (&)
%

for the recognition of such pho-.
e ——— nemes as /c¢/, /&/ or /x/. The
sounds may be perceived as /c/,
/&/ or /x/ only if the native
speaker hears the whole phrase,

i.e. if he makes use of both the

I phonetic and the semantic con-
texts (Bondarko, 1975). This

I means that the predominant in-
fluence of the first, universally
phonetic level is removed only if

EEIR both the second level including

rules of alternations, and the

% [xJ third level concerned with the

900
Figure 1
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analysis of the phonemic composition of words can be made use of.

The second level of analysing speech, as has already been men-
tioned, includes information about the inventory of phonemes in the
given language, the ways in which the distinctive features are
realized, and the rules of usage. It is this level that ensures
the transition from the phonetic variations of real sounds to eco-
nomic phonological interpretations. Let us consider this level of
perception using the examples concerning the perception of vowels
by Russian native speakers.

It is known that the system of vowels in the Russian language
is comparatively poor. There are three degrees of height and two
series. Vowels of the back series (with the exception of the low-
est vowel /o/ are necessarily rounded, whereas this connection does
not exist in the case of the front vowels. The six vowels /a/, /o/,
/a/, /e/, /i/, /i/2 are realized differently in the stream of speech,
depending on their stressed or unstressed character, the quality of
the neighbouring consonants, and so on.

As was shown in an experiment (Bondarko et al., 1966), the
i-like transition, appearing in the vowel under the influence of
the soft neighbouring consonant, serves as a useful indication
which enables a person to differentiate hard and soft consonants.
The i-~like transition (phonetically pushing forward the vowel into
the front zone) is perceived by all Russian native speakers as a
cue of the consonant. Nevertheless, the phonetic property itself
is realized in the vowel, and Russian native speakers discriminate
a greater number of vowels than could have been expected on the
basis of the inventory of vowel phonemes in the language.

We can assume that it is this peculiarity in the realization
of the feature of softness in consonants that enables Russian
speakers to describe vowels of the type [y], [¢], [®] at a uni-
versal, phonetic level. These are integrated in the inventory of
vowels in the same way as is done by speakers of those languages
in which these vowels represent phonemes (Slepokurova, 1971).
Things are different in the situation where vowels adjacent to
nasal sounds are presented. In this phonetic position, Russian

(2) We do not consider here the question of the phonemic relevancy

of the opposition of /i/ - /%#/, because it is widely discussed
from the linguistic point of view, and, practically, because in
the linguistic analysis it is not treated from the point of view
of the phonology of the native speaker, for whom these are differ-
ent vowels, and not on the lowest level alone.
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vowels are considerably nasalized and it could be expected that
Russian speakers would use such changes in vowels by analogy with
those that are observed in the position with the neighbouring soft
consonants. But in reality, the results are quite different.

In a special investigation (Belyakova, 1977) dealing with the
perception of nasal vowels of the French language and nasalized
Russian vowels by Russian and French subjects, it was shown that
French people recognize nasal vowels of their own language much
better than Russians do theirs, but that they are less sensitive
in the perception of Russian nasalized vowels. They perceive Rus-
sian nasalized vowels as non-nasalized. A comparatively low degree
of the recognition of the Russian vowels a and e by French listeners,
can be accounted for not by the influence of nasalisation but by
the influence of the neighbouring soft consonant, which leads to
the perception of this vowel as more front and less open, i.e. a
as e, e as i. It is typical of Russians to make a lot of mistakes
in zhe—recognition of the nasalized vowels (Fig. 2).

Finally, it is on the third level, dealing with the rules of
the formation of the sound shape of the word, that a phonological
interpretation of sounds is given, which has no unique phonetic
correlate. For example, the recognition of the unstressed vowel

% Figure 2

L7 0 The perception of French nasal and
Russian nasalized vowels.

80; French listeners

~ Russian listeners -=---- )

0{ 4 For all the subjects, various iden-
tifications of the vowels are shown:

& as the corresponding nasal vowel,
as non-nasal but having different
quality, and as a combination of

] a non-nasal vowel with a nasal con-
sonant. Such identification is

401 ’ indicated in the figure by: an, en,

g/ v o A and so on, even in those cases where
37 aN NN d the subjects wrote down the sounds
\é [ \v/' an, am, etc.
\ !
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in the words [salrok], [da'ma]) and so on, as /a/ is connected with
the rules of reduction in the Russian word; the recognition of the
voiced affricate as a voiceless one in the phrase "otec bolen"
([A'tedz 'boL;n]) is connected with the rules of alternating voice-
less and voiced consonants.

The recognition of morphologically loaded sounds or sound
combinations represents a special case, particularly for such a
language as Russian (Bondarko et al., 1966). In these cases the
phonetic information about the sound is often insufficient, although
the use of the rules of alternation and the use of semantic redun-
dancy of the context enable the subject to correctly interpret the
phonemic composition of the word (compare the realization of the
phoneme /5 / in the combination "brosj Zumetj" ([bros fu'met]) with
a considerable assimilation of /g / to the following /$/ and the
realization of the phoneme /a/ in posttonic inflections after the
soft consonant "njanja" ([ 'nanit]), and so on.

All this proves that in oral communication, a person performs
rather complicated operations the total of which can be called the
phonology of the native speaker.

The reality of other purely linguistic phonological descrip-
tions is proven by the extent to which this description is in ac-
cordance with these operations. The description of the phonology
of the native speaker, based upon the description of different
levels determining his verbal behaviour and upon the comparison
with the linguistic phonology set up in linguistic descriptions,
can be considered the main task in the experimental phonetic in-
vestigations dealing with speech perception.
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THE QUEST FOR PSYCHOLOGICAL REALITY: EXTERNAL EVIDENCE IN
PHONOLOGY

Lyle Campbell, State University of New York at Albany, Albany,
New York, U.S.A.

The principal goal of linguistic description is to account
for a language in a way which reflects the competence of its
speakers. This goal of achieving psychologically real descrip-
tions (grammars) is reasonable. However, generative phonologists
too frequently assumed that child language learners were somehow
constrained to acquire the simplest possible grammar, and because
the notation was designed to convert true generalizations into
considerations of length, the simplest grammar the linguist could
write was taken to be the psychologically real grammar. For this
reason, arguments based on formal simplicity alone were consid-
ered sufficient to resolve many issues, e.g. abstractness, rule
ordering, etc. However, formal simplicity (internal evidence) is
not sufficient. Questions about psychological reality and the
learnability of rules cannot be answered through considerations
of surface patterns, distribution of allomorphs, combinatory prop-
erties of phonological elements within a linguistic system, and
the like. The real question is, how can the linguist be certain
that the rules he postulates to account for phonological patterns
he perceives in his data correspond to the rules that speakers of
the language establish? There are at present no successful formal
criteria for determining from a given set of data what the speak-
er's rules may be.

A serious search for answers to this question must involve
"external evidence", evidence not confined to surface~pattern reg-
ularities, but evidence which shows speakers behaving linguisti-
cally in ways where they must call upon their knowledge of the
rules and underlying forms of their language in overt and reveal-
ing ways. The goal of this paper is to argue that external evi-
dence should be given a stronger role in phonological investiga-
tion and to illustrate its potential.

Sources of external evidence that have been used with some
success are: Metrics and verse (Kiparsky 1968, 1972; Zeps 1963,
1973), word games (Sherzer 1970; Campbell 1974, 1977) borrowing
(Campbell 1974, 1976), experiments (Ohala 1974), speech errors
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(Fromkin 1971, 1973), construction of orthographies, language
change, etc. Here I will attempt to show the relevance of exter-
nal evidence for validating aspects of individual grammars and for
refining linguistic theory.

External evidence can demonstrate the psychological reality
of certain rules. I will consider two examples, both involving
word games (secret languages). The first is vowel harmony in
Finnish. Since Finnish vowel harmony has many exceptions and
complications, some have suspected that it may not be a psycho-
logically real rule of Finnish grammar. In kontti kieli (or kon-
tin kieli) "knapsack language", one of several Finnish word-game
secret languages, the first consonant(s) and vowel of a word are
replaced by ko (of kontti), and the material for which ko is sub-
stituted is placed before ntti (of kontti). Thus veitsi "knife"
becomes koitsi ventti, susi "wolf" is kosi suntti. In this lan-
guage game, vowel harmony adjusts the remaining vowels of the
word to agree with ko (the harmonic series are back a, o, u, front

& (ael, 6 [#]1, y [i], and neutral i, e):

pysdhtykddn "let him stop" becomes kosahtukoon pyntti
kylpyldissa "in the baths" becomes kopuloissa kyntti
h&nkd "him?" becomes konko hdntti

If vowel harmony were not a psychologically real rule of Finnish,
speakers would not be able to adjust the vowels productively to
agree with the back vowel when ko is substituted. (For full argu-
ments, see Campbell 1977, in press.) '

The second case is from Kekchi (a Mayan language of Guate-
mala). In Jerigonza, the Kekchi word game, one places p after
each vowel followed by a copy of that vowel; for example q'eqéi’,
the name of the language, is q'eggqéigi? in jerigonza. This game
shows several Kekchi rules to be psychologically real, for example
the rule of vowel-epenthesis before voiced labials(¢*V1/VlC__I33)
(examples: kwiqg'ib'a:nk /wiqg'-b'ank/ "to break it",
k'oxob'a:nk /k'ox-b'ank/ "to seat something"). In normal speech,
these forms never occur without the epenthetic vowel, but one may
speak jerigonza optionally leaving out the epenthetic vowel:
kwipig'b'apa:nk or kwipiq'ipib'apa:nk, and k'opoxb'apa:nk or
k'opoxopob'apa:nk. The rule of vowel epenthesis must be psycho-
logically real; speakers must know the rule because they take it
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into account in producing jerigonza forms -- they never leave out
the wrong vowel, only the vowel which results from the rule of
epenthesis.

These word games provide evidence for the reality of several
other rules in these two languages, as well. Here, the external
evidence helps resolve issues concerning the correct description
of the individual grammars. External evidence has important im-
plications for theoretical issues, also. ¢I will present just one
example, also from Kekchi.

Bilingual informants in Spanish and Kekchi were presented a
list of loan words, some from Spanish into Kekchi and some from
Kekchi into Spanish, and asked to judge whether the forms were
borrowed, and if so, which they thought was the original language.
Judgements were based on several parameters (cultural, semantic,
and phonological). These parameters were determined by asking
the informants why they thought particular loans to be Spanish or
Kekchi in origin. Reasons volunteered by these informants in-
volved, among other things, native views of morpheme structure in
the two languages. For example, informants said gio:é "pickaxe"
(from Spanish piocha) and éilte:p "small chile" (from Spanish

chiltepe), and similar forms, were from Spanish because Kekchi
does not have those kinds of sounds together (vowel clusters in
the first case, consonant clusters in the other). In actual fact,
Kekchi does have vowel-vowel and consonant-consonant clusters,
but only across morpheme boundaries (e.g. ke-ok' "get cold", ke-
"cold" plus a verbal suffix), but never within a morpheme. This
shows that these morpheme structure conditions of Kekchi are psy-
chologically real, since speakers actively called upon them in
making judgements about the origin of lexical items. To be sure,
this evidence helps validate aspects of Kekchi grammar, namely
its morpheme structure conditions. (For details, see Campbell
1974, 1976).

Perhaps more importantly, however, this external evidence
shows that morpheme structure conditions are real, and cannot be
accounted for merely by syllable structure rules as proposed by
"Natural Generative Phonologists"™ (Hooper 1975). Thus external
evidence provides the means for testing theoretical claims. Ex-
ternal evidence has been shown to have important implications for
several issues in linguistic theory, e.g. the controversy over
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extrinsic ordering of rules, abstractness, morpheme structure con-
ditions, etc. (See Campbell 1974, 1976, 1977; Kiparsky 1974.)

To conclude, psychological reality can be investigated empir-
ically but it takes more than ransacking a body of data for the
internal patterns and processes a linguist might find. It re-
quires that evidence outside these internal patterns be sought
which shows speakers using the rules of their language productive-
ly. As more and more cases of external evidence are considered,
important issues in phondlogical theory may be resolved, and the
answers to important questions found, questions such as: how dif-
ferent from the surface may underlying forms be and still be
learned by speakers?; how many forms must illustrate a rule before
speakers learn the rule rather than the variant forms piecemeal?;
how do exceptions, non-productivity, non-phonetic conditioning
factors, "opacity", and the like affect the learnability of rules?,
etc. To answer these and related questions, we need sufficient
external evidence, and until we answer them, phonological theory
will be found wanting.
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THE PSYCHOLOGICAL REALITY OF WORD FORMATION AND LEXICAL STRESS RULES
Anne Cutler, Experimental Psychology, University of Sussex, England

Introduction

'Psychological reality' has both a strong and a weak sense.

In the strong sense, the claim that a particular level of 1lin-
guistic analysis X, or postulated process Y, is psychologically
real implies that the ultimately correct psychological model of
human language processing will include stages corresponding to X
or mental operations corresponding to Y. The weak sense of the
term implies only that language users can draw on knowledge of
their language which is accurately captured by the linguistic
generalisation in question. For certain linguistic constructs,
this weak sense embodies no more than a claim to descriptive ad-
equacy; for example, the intuitions which the weak reading of
'psychological reality of the phoneme' predicts speakers will show
are the same distributional data which led to the postulation of
such a construct in the first place. This is not true of trans-
formational rules - even to claim the weak sense of psychological
reality for these is to claim that speakers can draw on knowledge
at some level of the structures preceding and following application
of the rule.

Lexical stress rules and word formation rules are transforma-
tional in nature. Within the grammar, the former are generally as-
sumed to comprise part of the phonology, whereas the latter are
claimed by some (Aronoff 1976) to constitute a separate stage pre-
ceding application of all phonological rules.

I wish to argue that the available evidence suggests psycholog-
ical reality in the weak sense for both types of rule, as currently
formulated in linguistic theory, but psychological reality in the
strong sense for neither. (Note that this argument cannot be gener-
alised to other phonological descriptions; see Fromkin (1973) for
an argument in favor of strong psychological reality of abstract
phonological representations).

Lexical Stress Rules

I have previously argued (Cutler 1977 ) that speech error evi-
dence does not suggest the application of lexical stress rules in
the production process, i.e. that lexical stress errors do not ex-

emplify the misapplication of stress rules. What might we expect
from an error in stress rule application? Fay's (1977a) argument
for the strong psychological reality of syntactic transformations
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ijs based on errors which Fay claims show that a particular rule (a)
has failed to apply (what he said? for what did he say? is analysed
as failure to apply Subject-Auxiliary Inversion), or (b) has applied
only partially (Do I have to put on my seat belt on? is explained as
application of the movement but not the deletion involved in Par-
ticle Movement). Since the function of lexical stress rules is to

assign greater relative prominence to one syllable in a word than to
others, one might expect that either failure to apply the appropri-
ate rule or only partial application would result in less than the
expected difference in degree of prominence between the syllables of
a word. That is, if no stress rule applied at all one might expect
all vowels in the word to be (equally) prominent, or, possibly,
(equally) non-prominent; if, say, the Stress Adjustment Rule failed
to apply one might expect a syllable to bear tertiary stress when it
should be unstressed, etc.1 But in fact lexical stress errors result
always in primary word stress falling on the wrong syllable, not in
lack of differentiation between syllable stress levels. Failure to
apply the Alternating Stress Rule (Chomsky and Halle 1968: 78) would
jndeed result in stress falling on a wrong syllable, e.g. the third
syllable of nightingale; but my corpus of lexical stress errors
contains not a single such example.

A more complicated hypothesis could be proposed in which, for
example, final consonants were misidentified, or the syllables in
the word counted wrongly, so that stress ended up on the wrong syl-
lable. But this hypothesis, like the hypothesis that a rule has not
applied, in no way predicts the most striking characteristic dis-

played by lexical stress errors. This is that the syllable which

wrongly bears stress is always a syllable which bears stress in an-

other word with the same item. Typical errors are: economist (cf.

economic); photdgraphing (cf. photography); conflictN (cf. con-

flicty); disadvantageous (cf. disadvantage).

An explanation of these errors which does account for this
curious regularity is the following: derivationally related words
are in some sense stored together in the mental lexicon, with each
word's individual specification including inter alia an indication
of stress pattern (stressed syllable); a stress error occurs when
1. Such errors do occur, but only when another word derived from

the same base has the intruding stress pattern; e.g. [djlplIket]
for [djupllkat].
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the stress syllable marking selected is not the one belonging to the
target word, but that belonging to one of the other words in the
group. (This explanation also accounts for the second, corollary,
regularity exhibited by stress errors: they occur only in derived
words and only in members of the Latinate section of the English
vocabulary. The Germanic section of English is much less rich in
morphologically related pairs of words with different syllables
stressed, hence it provides less often the necessary conditions for
occurrence of a lexical stress error).

It is clear that this explanation, by assuming stress pattern
to be marked in the lexicon, implies that lexical stress rules do
not apply in the course of language production.

However, there would seem to be no doubt that English speakers
can draw on knowledge about the principles governing stress assign-
Many experimental studies (e.g. Ladefoged
and Fromkin 1968; Trammell 1978) have found that subjects'
ations of non-words or unfamiliar words conform fairly well to the
predictions of the lexical stress rules; although Nessly (1977) used
similar data collection methods to adduce evidence in favor of his
own version of the rules rather than Chomsky and Halle's. Since
language users normally find little difficulty in the task of
assigning lexical stress in unfamiliar words, names and nonsense
words, some representation of the principles underlying English
stress assignment must be available to them, i.e. something more
abstract than the mere aggregate of all the stress markings stored
for all the individual words in their lexicon.

Word Formation Rules

Aronoff (1976:22, 46) and Halle (1973:16) specifically exclude
any claim to psychological reality of word formation rules in the
strong sense.

ment in their language.

pronunci-

Nevertheless there is evidence from speech errors
which could be interpreted as favoring such a claim. Admittedly,
one hardly ever finds errors in which a word formation rule seems
to have failed to apply, i.e. substitution for the target word of
the word or morpheme (depending on one's formulation of the rules)
which formed the base of the target - say, familiar for familiarity;
for one thing, preservation of target form class is one of the
strongest characteristics of word substitution errors of any kind
(Fromkin 1973; Fay and Cutler 1977). But errors do occur in which
the wrong ending, albeit one appropriate to the form class, is
produced: derival for derivation’ (Fromkin 1977), self-indulgement
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for self-indulgence. A possible interpretation of these errors is

that the wrong word formation rule has been applied.2

It will be obvious, however, that the model suggested in the
previous section excludes the application of word formation rules
in production as firmly as it excludes the application of lexical
stress rules; if word formation rules operate, stress could not be
marked in the lexicon as it would be dependent on the operation of
the word formation rules. Can this model assign an interpretation
to the suffix errors mentioned above? One obvious remark to be made
about these errors is their similarity to prefix errors as discussed
by Fay (1977b).

tuting ‘for another (e.g. intention for attention) or a non-word

Prefix errors result in one prefixed word substi-

being formed by the addition of an inappropriate prefix (concustomed
for accustomed). Similarly suffix errors can result in non-words
(e.g. likeliness for likelihood) or in words (necessitous for neces-

sary; these latter errors, word substitutions in which target and
error differ only in the suffix, are of course difficult to distin-
guish from semantic errors and malapropisms). Fay suggested that
prefixed words with the same stem might be stored together in the
lexicon, and a prefix error result when not the target prefix but a
neighbouring prefix was selected by mistake. It is clear that a
similar proposal could account for suffix errors producing real
words. Thus the lexical entry for a word family would be headed by
the stem; the detailed entry for each member of the family would
specify affixes, if any, number of syllables (see Engdahl (1978))
and an indication of which syllable should bear lexical stress. To
account, however, for both prefix and suffix errors which produce
non-words, the model needs to be extended, perhaps to allow the
production device to select an appropriate affix from its affix
inventory in cases in which the target affix became in some way
momentarily unavailable. (It is noteworthy that even when an affix
error includes a stress error, stress in the error occurs on a syll-
able which bears stress in some member of the word family.) To
propose factors which might precipitate affix unavailability, i.e.
which might render the affix temporarily difficult for the produc-

tion device to interpret, is, however, to enter the realm of pure

2. These errors show no general tendency for affixes with + or #
boundaries to prevail, or for more productive affixes to replace
less productive.
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speculation. It is to be hoped that more light will soon be shed
on this issue; for the time being we must acknowledge that the
evidence does not strongly support any particular model.

There is no doubt at all, however, that the facts of word for-
mation have a claim to psychological reality in what we have identi-
fied as the weak sense. All the speech error evidence which has
been discussed above and which has been interpreted as support for
a model of the mental lexicon in which related words are stored to-
gether also provides clear support for the psychological reality of
morphological structure. A considerable body of psycholinguistic
evidence also supports this conclusion (e.g. Taft and Forster 1975).
Whether or not rules of word formation of the particular type pro-
posed by Aronoff are available to English speakers to generate new
and nonce words is however uncertain. Aronoff and Schvaneveldt
(1978) report that subjects in a lexical decision study are more
likely to produce false positive responses to non-words formed with
the productive suffix -ness than with the less productive suffix
~ity, a result predicted by Aronoff's model.

However the results of an informal study of my own were less
clearcut. In this study subjects were asked to choose between two
candidates for words to fill what amounted to a gap in the language
(e.g. to choose between excusal and excusement for 'act of excus-
ing'); each pair of neologisms comprised one word formed with a #
boundary (-ness, -ment, -ise, -ish, -y) and another formed with a
+ boundary Zﬁ??ix ?zg;-la;;;r, ;Ezch-;ften result in stress falling
on the suffix rather than on the stem, are considered to be less
productive than the # boundary suffixes).

were listed in the OED, but none in the Concise Oxford Dictionary,

Many of the words used

and in fact none of the 12 subjects, graduate students and faculty
in psychology and language, claimed to recognise any word.

Since I used only 24 pairs and made no attempt to cover all
possible combinations the results can hardly be considered conclu-
sive. Nevertheless some interesting tendencies came to light. In
general, subjects showed approximately equal preference for the more
and the less productive endings. All subjects preferred excusal to

excusement and despisal to despisement, although the OED lists all 4

forms; similarly, subjects preferred amassal and adressal although

the OED lists only amassment and addressment. -ness was preferred
to -ity for sinister (OED lists both sinisterity and sinisterness

for 'quality of being sinister') and incestuous (OED: -ness only),
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but accidentality was preferred to accidentalness (OED has both).
For verb formations subjects seemed not to be able to make confident
choices, and no clear trends emerged; an indication of the confusion
can perhaps be seen in the fact that whereas more subjects preferred
rapidify to rapidise for 'make rapid', vapidise was chosen more
often than vapidify for 'make vapid'. Adjectives revealed yet an-
other pattern of results in that subjects formed two clear groups,

those who consistently preferred the less productive + affixes and
chose, e.g., spectatorial, plumageous, and dowagerial, and those who

consistently chose the more productive # affixes, i.e. spectatorish
plumagy, dowagerish.
The most that can be extracted from these findings is the con-

clusion that English speakers do not exhibit a great degree of una-
nimity in their choice of nonce formations. However some light is
shed on the psychological reality of word formation processes by a
comment made by several subjects independently, namely that although
words formed with the + affixes (-al, -ity, -ify, -ial, -ous) were
aesthetically more pleasing and would be preferred as permanent
additions to the vocabulary, a # affix would generally be more
useful to achieve understanding in everday conversation. Thus al-
though villagerial might in general be preferable to villagerish as
an English word, the latter would be more likely to get the message
across to an audience not expecting an unfamiliar word. Words with
# affixes, which leave stress on the stem, are in other words re-
cognised by speakers to be morphologically more transparent.
Conclusion

Morphological structure is psychologically real in that
English speakers are aware of the relations between words and can
form new words from old. The principles underlying lexical stress
assignment are psychologically real in the sense that speakers know
the stress pattern of regularly formed new words. The extent to
which such knowledge proceeds from competence in the language or
awaits conscious insight into morphological relationships is how-
ever unclear. It has frequently been suggested to me that morpho-
logical influences apparent in my stress error corpus results from
error collection within a highly literate and linguistically
sophisticated population 1If so, then a speaker of English who
knows, for example, the words economic and economist but is unaware
of any relation between them should presumably not produce a stress
error involving either of them. There is certainly no reason why
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the structure of the mental lexicon should not be altered as a
result of new knowledge about word structure being incorporated in
the form of newly set up groupings or connections. But it is also
possible that we know more than we are aware of. Recall Fay's dis-
cussion of prefixed words; how many of us are consciously aware,
for example, that the stem spect in respect appears also in expect?
It is at least possible that our mental lexicon could contain such

knowledge even if we were not capable of making conscious use of it.
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PROBLEMS IN ESTABLISHING THE PSYCHOLOGICAL REALITY OF
LINGUISTIC CONSTRUCTS

Bruce L. Derwing, Department of Linguistics, University of Alberta,
Edmonton, Alberta, Canada T6G 2H1

The "psychological reality" issue in linguistics - and in
phonological theory in particular - has many more facets than
seem to be generally recognized. The first problem is the recog-
nition that a problem in fact exists. Under the influence of ideas
which developed originally in comparative philology, the prevail-
ing linguistic philosophy has long been one of autonomy: a lan-
guage has been viewed as a kind of isolated "natural object"
which could be investigated independently of the psychology of
its speakers and hearers. In recent years, this misapprehension
has led to a concept of linguistic "competence" (Chomsky 1965)
which consists of nothing more than an arbitrary set of "coding
principles" (Straight 1976) abstracted by linguists from linguis-
tic data and treated as something quite distinct from the mecha-
nisms of listening and speaking. Yet, in fact, a language is not
an isolated "thing” at all, but is rather the product of various
psychological and physiological processes which take place within
human beings. Physically, the language product can be studied in
the form of speech articulations, acoustic waves, or peripheral
auditory events, but in none of these three observable, physical
states can we find anything which smacks of linguistic "structure"
(not even "phones," which already involve considerable processing
by the human perceptual apparatus). Linguistic "structure," there-
fore, if this term refers to anything real at all, must refer to
representations or interpretations imposed upon the speech signal
by language users, normally as part and parcel of the communica-
tion event itself (Derwing 1973, 302-307).

cal reality is not merely a convenient luxury which linguistic

In short, psychologi-

theory may or may not choose to be concerned with, but is rather
the sine qua non for any linguistic construct which aspires to
anything more than an epiphenomenal or artifactual status, and
hence for any linguistic theory which can justifiably claim to go
beyond the bounds of an arbitrary taxonomic system.

It is for this very reason, in fact, that all of modern
"autonomous" linguistics suffers from an insoluble non-uniqueness
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problem: any set of language forms can be correctly (i.e., accurate-
ly) described in many different ways, as even the simple example of
the English plural inflection clearly shows (Derwing 1974). This
implies that pure "linguistic" or "internal" evidence (i.e., evi-
dence about "static" language forms, etc.) is quite inadequate to
distinguish a wide range of theoretical alternatives. The only
apparent solution to this problem (apart from the adoption of ar=-
bitrary principles for grammar "evaluation") is to redefine the
nature of the discipline: to say that the goal of linguistics is

not merely to describe utterance forms, but rather to describe

the knowledge and abilities which speakers have to produce and
comprehend them. Linguistic claims now become subject to the test
of truth: whereas the forms will admit of numerous possible de-
scriptions, there are many psychological claims about what the
speaker knows or does which can be shown to be wrong or inadequate.
So an expanded domain of "psycholinguistic" evidence can help to
sort out alternatives which the traditional kinds of "linguistic"
data could not.

To recognize the need to psychologize linguistics is one
thing, however, and the actual practice is something else again.
Chomsky himself declared linguistics to be a branch of cognitive
psychology a full decade ago (1968), yet he and his followers
still continue to embrace many of the same old "pernicious ideas”
(McCawley 1976) which prevent this conception from becoming any-
thing more than a slogan. In other words, while the so-called
"Chomskyan revolution" may well have entailed a terminological
re-orientation in the direction of the psychologization of lin-
guistic jargon and associated claims, no corresponding methodo-
logical revolution accompanied these changes, with the result
that the generative grammarians "continued to practice linguis-
tics as it has always been standardly practiced" (Sanders 1977,
165).

logical reality," yet they still persist in evaluating their theo-

Such linguists may thus claim to seek or establish "psycho-

ries on the basis of various "simplicity" considerations rather
than on the basis of independent psychological evidence (as if the
more general theory were, in fact, the most psychologically "valid";
contrast Fromkin 1976, 56, with Steinberg 1976, 385-386.)

But we are still merely scratching at the surface of the

problem. It has become commonplace nowadays to find exhortations
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in the linguistic literature to "expand the data base," often in
much the same directions as outlined above, yet Greenbaum seems
quite justified in expressing the doubt "whether linguists will
abandon a particular linguistic formulation on the basis of psycho-
linguistic evidence" (1977, 127). Why should they? For, after
all, since most linguistic theorizing was done within the non-
psychological or "autonomous" linguistic tradition, it is seldom
clear what particular psychological claims, if any, are to be
associated with any particular linguistic analysis. Obviously,
before we can ever hope to make use of new kinds of evidence to
test or evaluate psychological claims, we must first know what
the particular claims are that we are required to evaluate.

This is the crux of what I have called the interpretation
problem for grammars (Derwing 1974). If grammars merely describe
utterance forms,then evidence about such forms is the only kind
relevant to the evaluation of grammars, and a selection from a-
mong competing grammars can only be made on the basis of criteria
which are ultimately arbitrary. But if grammars relate in any
way to psychological events or states, then we need to interpret
grammars psychologically so as to make it clear what the new em-
pirical implications of these grammars are. In other words, a
formal grammar requires a psychological interpretation before
it can become part of a psychological theory, and it is only the
combination of the grammar plus the interpretation which can be
put to an experimental test.

Now the problem of interpretation is not nearly so severe
with respect to some of the older, more concrete linguistic no-
tions as in the case of many of the more recent, abstract devel-
opments. In Derwing & Baker (1977), for example, a summary is
provided of various straightforward interpretations, relevant tests,
and new experimental data which help to answer the question of
which, if any, of several obvious ways of describing the English
plural inflection is psychologically real. Serious problems arise,
however, when we come to analyses of the type discussed in Anderson
(1974, 54-61), which involve the positing of single *"underlying”
lexical representations and "extrinsically ordered” phonological
rules. Even ignoring the major problem of what psychological in-
terpretation to place upon the general notion of the grammatical

"generation” of forms (cf. Crystal 1974, 303), what psychological
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sense can possibly be made, first of all, of a notion of rule
"ordering" which has no relation to real time? To my knowledge,
no one has ever even proposed a sensible real-world analogue of
this idea, and without an interpretation, to repeat, it is impos-
sible to tell what kind of experimental test is even relevant to
evaluate its validity. Fortunately, in this instance, at least,
the concept is one that linguistic theory seems to be able to get
along very nicely without, merely by reformulating all rules in
such a way that no arbitrary ordering relations are required among
them (cf. Derwing 1973 & 1975). But we are still left with the
problem of what psychological content we can associate with the
linguist's notion of the "underlying" or "base" form in phonology.
A few suggestions have at least been made in this case (e.q.,
Linell 1974; Ingram 1976; Birnbaum 1975), but none of them have
yet seemed compelling enough for anyone to risk taking one out
onto an experimental limb. There is, in any event, another, less
direct route which can be taken in connection with this particular
evaluation problem. The keystone argument is that there is no
basis for positing a single "underlying" lexical representation
for any set of supposed "morpheme alternants" unless the alter-
nants in question can indeed be shown to represent the "same
morpheme" for speakers. Thus a test which assesses a speaker's
ability to "recognize morphemes" can indirectly provide evidence
relevant to the question of the extent to which psychological
theories might plausibly be constructed which incorporate the
linguistic notion of the "underlying" form. For example, on the
basis of "morpheme recognition" data collected by means of tests
described in Derwing (1976), there is reason to believe that typ-
ical speakers judge a word-pair to contain a common morpheme only
if the two words involved share a certain "critical" degree of
both semantic and phonetic similarity, as independently assessed
(Derwing & Baker in press). On this evidence, therefore, any
linguistic analysis which posits a common lexical representation

for words such as fable and fabulous, which lie outside of this

"critical" area, is not even psychologically feasible for more
than a very small minority of speakers.

While the recognition and solution of the interpretation prob-
lem represent, I think, the main barrier to the establishment of
the psychological reality of linguistic constructs, there are still
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quite a number of smaller obstacles which also have to be faced
and overcome. For one thing, we must learn to resist the tempta-
tion to be "bathtub experimentalists" (i.e., prone to the cry of
"Eureka!"). For even an investigator who fully recognizes the
need both to interpret and to test linguistic theories on psycho-
logical territory may well (for lack of laboratory experience,

for example) fail to anticipate many of the difficulties which can
arise out of the very activity of devising, carrying out, and
finally evaluating experiments. The most insidious of these dif-
ficulties, no doubt, is the one associated with the experimental
artifact. For just as (autonomous) linguistic theorizing has
yvielded many concepts which have no real-life analogues in the
knowledge or skills of real language users, so a particular ex-
perimental technique can also yield data which are more repre-
sentative of the technique (or of his subjects' ingenuity) than
of the subjects' control of the phenomenon of interest. A particu-
lar experiment does not always test in practice what the experi-
menter thinks it is testing in theory. I have encountered this
problem at least twice in my own research (cf. Derwing 1976, 43-50)
and Fromkin (1976) properly takes a few experimenters to task for
But in the

dispel doubts about

perhaps jumping too fast to conclusions because of it.
last analysis there is only one sure way to
the "experimental artifact" and that is via the very painstaking
route of cross-methodological verification: each evaluation prob-
lem must be approached by means of a variety of alternative ex-
perimental routes, in order to insure that the results obtained
are independent of any particular experimental procedure.

There are, of course, other methoddlogical problems to be
mentioned, as well. There is always, for. example, the possibility
of the "just plain goof" whenever experimental data are collected,
interpreted and evaluated, a danger that springs from causes as
trivial as the mispunching of data cards to others as abstruse as
failure to attend to assumptions which underlie a particular sta-
tistical model. Yet the most common type of error to sneak through
a data analysis unattended, perhaps, is the one that results from
a failure to take due cognizance of uncontrolled confounding vari-
ables (cf. Derwing & Baker 1977, 100), with the result that one's

interpretation may be based on an apparent cause rather than the

real one. But, again, there is no sure or simple formula to
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guarantee safe passage through such treacherous and unpredictable
waters as these; one can only take the utmost care possible in his
own work, then hope that his readers and critics will pick out
whatever errors and oversights may remain.

Finally, there is also the problem of the extraneous or
"nuisance" variable, so called, no doubt, because it is often so
very hard to eliminate from the experimental situation, even when
the investigator may know full well that it is there.
"morpheme recognition" research, for example, the interpretation
of the data is continually muddled by the factor of possible or-
thographic interference.

In my own

How much are "linguistic intuitions"
conditioned by the academic task of learning how to read, there-

by complicating our efforts to understand the "natural" course of
language acquisition through mere exposure to spoken language forms
under normal circumstances of use? (A very similar question is

the one concerning the very validity of the "linguistic intuitions"”
of subjects who have already been exposed to any significant degree
of formal linguistic training; cf. Derwing in press.) Answers to
such questions can only be partially and very tentatively answered
so long as one is forced to deal with literate (or "non-naive")
experimental subjects. I am very happy to see, therefore, that
some aspects of my work are soon to be replicated and extended to
the étudy of Lapp morphology by R. Endresen of the University of
Oslo, for included in his population samples will be many- speakers
who are not only linguistically untrained, but also illiterate in
their own language, thereby making it possible to investigate
systematically at least some effects of the orthographic variable.
Unfortunately, not all "nuisance" factors can be so conveniently
dealt with, and these others will continue to constitute one of
the more troubling aspects of trying to advance our knowledge by
means of controlled experimental research. But since this is the
way of science and the only secure route we know of for estab-
lishing knowledge about the world and its inhabitants, we have
little real choice but to face them all head on.
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ARGUMENTS AND NON-ARGUMENTS FOR NATURALNESS IN PHONOLOGY:
ON THE USE OF EXTERNAL EVIDENCE

wWolfgang U. Dressler, Institut fiir Sprachwissenschaft,

University of Vienna, Austria

§1.0 The concept of naturalness has become a major concern for
many phonologists. In my view, the concept of naturalness should
be best regarded as a basic principle of a phonological theory and
should be tested by the judicious use of external (or substantive)
evidence.

As to the relationship of naturalness to psychological reality,
my point is that a natural phonological analysis of a phenomenon
claims psychological reality for its concepts and constructs.
However, not all psychologically real constructs in a phonological
analysis need to be phonologically natural. E.g., a phonological
process (henceforth PR) posited by the linguist may refer to con-
structs of natural morphology (gp. Mayerthaler to appear), especial-
ly in case of so-called morphonological rules (cp. Dressler, 1977a).
§1.1 1In the theory of Natural Phonology (henceforth NatPhon), as
proposed by Stampe sdince 1968 (see now Donegan and Stampe to ap-
pear) and 'Polycentristic Phonology' (Dressler 1977a), naturalness
occupies a central place. Phonological systems are phonetically
(and I add, psychologically and, to a lesser degree: sociologically,
historically) motivated. The basic constructs of Natural Processes
in the sense of "mental substitutions which systematically but sub-
consciously adapt our phonological intentions to our phonetic ca-
pacities" (Donegan and Stampe to appear, §l, including its per-
ceptive converse) are substantive universals.

§1.2 Similar to adherents of NatPhon, S. Schane and M. Chen (see
Sommerstein 1977, 230, 233) have claimed that particular languages
select PRs from a fixed universal set of natural processes and may
impose constraints on their applicability. In the best of cases

a PR forms a subset of a universal process (as characterized by
the theory) and any restrictions vis-a-vis the general form of the
respective universal process can be derived from the hierarchies
of the universal process and from a fairly small number of prin-
ciples of restrictions.

But what if a PR is not such a regular subset of a universal
process? In this case NatPhon (or at least Polycentristic Phonol-

ogy) cannot appeal to frequency or intuitive plausibility, but

e
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must explain why the given PR is not a regular subset of a uni-

versal process. Several avenues are open: 1) Modification of the

universal process. 2) The deviation is due to language acquisi-
tion; in this case well-motivated linguistic and psychological
concepts must explain the deviancy. 3) The deviation is due to

historical circumstances The
a possibility avoided
in NatPhon (but cp. Dressler 1977a; Sommerstein 1977, 235f).

Since such PRs (diachronically) must go back to totally natural

(including sociological factors). 4)

PR is not totally (phonologically) natural,

PRs, explanation 4) includes explanations 3) and 2).
§1.3 Thus,

language acquisition, diachrony, and sociolinguistics is not ex-

it becomes clear that external evidence, at least from
ternal for NatPhon, but forms an integral part of the area it has

to cover. Moreover, there is no theoretical or methodological
principle which should exclude other dimensions of external evi-
dence from investigation:

§1.3.1 Take sociophonology: The restriction to the investigation

of only one level of formal, maximally differentiated speech as
practised in most of generative phonology and almost all of
structural phonology is an undue limitation of interest and of
access to natural speech, whose variation is apt to give important
insights even to formal principles of rule application (cp. Dressler
1975).

casual vs.

However, any detailed and theoretically sound work on
formal speech presupposes the inclusion of both, psycho-
logical/psycholinguistic theory (cp. Vanecek and Dressler 1977)

and sociological/sociolinguistic theory (cp. Wodak and Dressler
1978) .
§1.3.2 Or:
phonology in aphasia gives important insights into the structure
of phonology.

The differential (and always non-random!) breakdown of

However, studies so far have not completed the de-
sirable integration of all disciplines relevant to aphasia, e.g.
the brilliant thesis of Keller (1975) neglects all recent phono-
logical theories, whereas the present writer's studies (Dressler
1977b; 1978) have not yet integrated neuropsychology.
types of external evidence, see Linell (1974),
(1975, 224ff), 2wicky (1975), Skousen (1975).

§2. Non-arguments for naturalness

For other
Fischer-Jg¢rgensen

In the literature we find certain non-arguments/fallacies:

§2.1 "Facts about the real working of the brain are most important".
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Anttila (1977,
opposed to indirect neurolinguistic evidence, against generative

grammar, when he cites the biologist W. Wieser about the brain not

221) believes to have found direct evidence, as

working exactly, often blundering and correcting itself, not pro-
ceding logically, but according to similarities, being extremely

redundant, etc. However, Wieser has informed me that these phe-
nomena at the micro-level do not preclude precise rules at the
macro-level (which is the level of interest for linguistics), Jjust
as Heisenberg's indeterminacy relation does not vitiate the pre-
cise working of laws of classical physics in macrophysics. Here
we might speak of a micro-anatomic fallacy.

§2.2

anatomic fallacy or mistaken equation of phonology and phonetics,

There is a similar fallacy which one might call the macro-

which is an exaggeration of the Physical/Phonetic Basis Condition
(Botha 1978 II,
the interaction between phonological and morphological or phono-

16ff) of phonology. This line of argument neglects
logical and lexical naturalness (cp. Dressler 1977a) and of what
Hyman (1977) has called phonologization (which in my view starts
with allophonic PRs producing extrinsic instead of intrinsic allo-
phones) .

§2.3

concreteness,

Still more common is the false equation of naturalness with
since as a result of refusing the abstractness in-
volved in standard generative phonology, many phonologists have
regarded concreteness as a virtue in itself. However, phonological
concreteness has often been achieved at the expense of morphology
(e.g. Skousen 1974) have

More important still,

for which very few 'concrete phonologists'
cared to provide a theoretical framework.
concreteness has been defined (if at all) as restrictions on the
relationship between underlying phonological and surface phonetic
representations. In my opinion it is possible to define the
naturalness of processes and of representations (be it as structural
symmetries as found by phonemicists or natural asymmetries as de-
rived from processes, see Stampe (1973)), but not the naturalness
Notice both the failure

to find universal formal con-

of relationships between representations.
of Kenstowicz and Kisseberth (1977)
straints on the distance between phonological and phonetic repre-
154, 167f; 237

and the undesirable results of the much more rigorous re-

sentations (cp. Gussman 1978,
n. 47),

strictions of Natural Generative Phonology (see Hooper (1976) and

Sommerstein 1977,
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its critigue by Gussman (1978, chapter 1) and Donegan and Stampe
to appear, §3.1., §4).

As an example I simply want to refer to the abstract analysis
of German [n] as underlying /ng/ ({(discussed in detail in Dressler
to appear; cp. Dressler (1977a, 51)). For the much debated PR
g + @/n —— (except before non-centralized vowel), I have found
external evidence, e.g. in loan-word integration and sociophono-
logical variation (e.g. ['angelal vs. ['ansla] 'Angela'), in child
language (Mandarine 'tangerine' - fmanga'ri:na] vs. [mana'riznsl)
and aphasia (see Stark 1974). Thus, multiple external evidence
has been found in support of the psychological reality of this PR,
although this analysis implies a very abstract underlying repre-
sentation (cp. Kenstowicz and Kisseberth (1977, 7f, 53), Gussman
(1978, 168), see below §3.4).
§2.4 Often natural is falsely equated with productive. This
equation (Fischer-J¢rgensen (1975, 228f); Skousen (1975); Linell
(1976) , etc.)'might hold most of the time, but not always (Dressler i
(1977a, 1977¢)). ‘
§2.5 Still weaker and never explicitly justified is the equation
of natural and (e.g. typologically) frequent. Frequency might be
a first indicator for the phonologist looking for universals, but
what counts is explanation in the sense of causal argumentation.
§3. Counterarguments against external evidence

§3.1 "External evidence is unnecessary, internal evidence suffices".
This 'Nonnecessity Thesis' has been proved by Botha (1978 II) to
be incompatible with empirical mentalism. Formal, 'pure' lin-
guistics cannot alone do the job of vouching for psychological
reality. Due to the serious underdetermination of standard data
(internal evidence), various sources of external evidence must be
adduced (cp. §1.3 and Botha (1978 II, III §5.3)).
§3.2 "External evidence is too unclear". However, internal
evidence based on intuitions as utilized in generative phonology
is unclear itself in many respects as Ringen (1975) has shown.
Moreover, it must be noted that evidence from diachrony and loan-
word integration seems to be accepted by many who shun other ex-
ternal evidence.

Unfortunately, the use of both types of evidence has been
grossly simplified by most generative phonologists; for loan-words
see Fischer-Jgrgensen (1975, 229), Kiparsky (1973, 112ff), Dressler
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(1977a, 35ff). As to diachrony, both structuralists and generati-
vists have limited themselves far too often to nomological explana-
tions (e.g. symmetry, rule simplification), while neglecting the
all-important genetic explanation, e.g. by confusing sound change
with sound correspondences; thus context-free processes have been
liberally adduced as evidence, although they are, I believe, always
the final result of generalizing context-sensitive sound change.
§3.3 External evidence shows "what in fact counts as internal evi-
dence" (Kenstowicz and Kisseberth 1977, 3). Does this mean that
e.g. English loan-words in Japanese might be used to demonstrate
the necessity of morpheme structure constraints or redundancy rules
within phonological theory, but not for corroborating their specific
forms in Japanese itself? i

§3.4 "Internal evidence is more important than external evidence",
a view held by many (called the Nonprivileged Status Thesis by
Botha (1978 II, 12f)). However, quite apart from its theoretical
shakiness (cp. §1l), there are counterexamples: E.g. the abstract
analysis of English [n] as /ng/ rests on exceptional (and thus sus-
pect) alternations like lolnl, lo[nglest, whereas the normal, pro-
ductive superlatives are e.g. bori[nJest, winni[nJest; but external
evidence for the abstract analysis is excellent (starting with From-
kin (1973, 223)). Even more extreme is the German situation, where
in most varieties internal evidence is restricted to distributional
evidence (Vennemann 1970), which generativists usually esteem much
less than evidence from alternations, alternations in this case
exist only in external evidence (see above §2.3).

§3.5 Botha (1970, 130ff) has deplored the 'qualitative type jump'
from internal to external evidence and the lack of criteria of ade-
quacy. Since then he has revised his standpoint and has demanded
the construction of "bridge theories" mediating between linguistics
and other disciplines relevant for the given type of external evi-
dence (Botha 1978 III, 27ff). But 'hyphenated' disciplines, such
as psycholinguistics, sociolinguistics, neurolinguistics have strived
just for that since many years!

§3.6 "External evidence is often divergent and incoherent" (Guss-
man (1978, 167f) happily cites Dressler (19774, 224), where higher
standards in the use of external evidence are demanded). Here
Botha (1978 III, 30, 27ff) correctly states "that the relative
weight of a given kind of external evidence is a function of the
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adequacy of a particular bridge theory". In other cases conflicting
external evidence may force us to revise phonological theory (e.qg.
in the case of introducing Korhonen's concept of 'quasi-phonemes'
in Dressler (1977a, 52ff).

§3.7

seems to strike a heavy blow to the theory espoused here: I have

In connection with §3.6 I want to discuss a problem which

linked naturalness firmly with the universality of natural processes,

However, processes actually studied, show different hierarchies,
both typologically and in external evidence (cp. Drachman 1977;
Ferguson 1978), although hierarchies have been claimed to be an
integral part of the universal processes constructed by NatPhon.
Whereas Atomic Phonology has found a purely formal solution (criti-
cized by Donegan and Stampe (1977)) to this problem, I want to come
back to §1.2.
logical and psychological restrictions are determined both by ma-

The reactions of an individual to innate physio-
turation and social environment. In this way I agree neither with
(rather mystical) strong claims about innate universals (és in cer-
tain quarters of TG), nor with the arbitrariness of the outcome of
There
fore (in Dressler 1977a) I have spoken only of universal tendencies

societal constraints (as implied in marxist critiques of TG).

(one type being universal processes) which necessarily conflict and
must be compromised by the language learner: Thus, certain universal
processes are suppressed either in the language as a whole or in
certain domains of external evidence; or they are restricted in
ways allowing different process hierarchies. Moreover, a typology
of phonological processes must consider advances made in the theory
of typology: e.g. ordering typologies may be multilinear (with
branchings).
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ABSTRACT PHONOLOGY AND PSYCHOLOGICAL REALITY

Edmund Gussmann, Institute of English, Maria Curie-Sktodowska

University, Lublin, Poland

For a number of years now abstract phonological descriptions
have come under attack from two different but often related quar-
ters.1 Firstly, it has been claimed that even within the broad
framework of standard generative phonology less abstract solutions
are often available; reinterpretations of the data have been achieved
by suggesting that certain putative phonological contrasts are in
fact morpho-lexical generalisations, i.e. morphologically and
lexically rather than phonologically conditioned. Re-analysis or
change of underlying representations has also been offered as a
viable alternative to manipulating abstract segments and opaque
rules. Finally, various modifications in the rule component have
been shown to lead to less drastic departures from phonetic repre-
sentations than those called for by (relatively) abstract positions.
The drive towards concreteness seems to have culminated in the rise
of so-called 'natural generative phonology' of Vennemann, Hooper
and others although a whole range of more or less abstract views
has continued to exist; in fact these radically concrete positions
are coming under attack now even from those linguists who generally
favour concreteness in phonology (cf. Goyvaerts 1978, 125-133).

In any case, the type of criticism of abstract solutions that is
normally based on evidence internal to the structure of the language
cannot be meaningfully discussed without taking into account the
grammar as a whole, and this is obviously precluded here. It can

be safely assumed that less abstract solutions will be acceptable
even to those linguists who favour abstractness in phonology if it
can be shown that abstract interpretations are not necessary, i.e.
that either the required generalisations can be made without re-
course to the abstract machinery or else that the generalisations

are in fact wrong and must be replaced by others. It is perhaps
worth stressing that in order to evaluate such arguments and counter-
arguments one must consider not just individual pairs of rules but
rather the phonology as a whole; there has been far too much specula-

(1) The bibliography of the subject is vast and would require
several pages. In this report I have restricted myself to
just a few items which are directly relevant to the discussion.
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tion based on scattered examples and even on inaccurate data.

The other line of attack on abstract positions has involved
external evidence which has come to be known as substantive evi-
dence. It has been claimed that the generalisations captured in
abstract descriptions are not those that speakers of the language
make, i.e. that the abstract generalisations are, in a nutshell,

a figment of the linguist's imagination devoid of any psychological
reality. This line stresses the need to go beyond the structural
facts of the language in search of support for true generalisations.
Substantive evidence for such psychologically real regularities

has been sought in historical change, the treatment of borrowings,
in language acquisition and language loss (aphasia), metrics, dia-
lectal variation, speech errors, secret languages as well as in
direct phonological experiments (see Fischer-Jgrgensen 1975, 290ff
and Zwicky 1975 for good surveys). These are important findings
which certainly cannot be overlooked by anybody seriously concerned
with psychologically real phonology They must,however,be handled with
extreme caution given the present understanding of the ways in which
language is actually used since, as was judiciously observed by
Dressler (1977, 224), "the more modalities of external evidence

one uses, the more divergent and incoherent results one gets".

Let me consider just a few cases.

Polish has a general and typologically very natural rule of
devoicing obstruents word finally. In actual speech one often finds
that the rule is suspended in certain cases, e.g. in regularly used
foreign words and names whether completely assimilated into the
language or not - gro[gl] 'grog' rather than gro[k], kold] pocztowy
'postal code' (in spite of the fact that [d] precedes a voiceless
plosive!), possibly because the unvoicing would produce here the
humorous kot pocztowy 'postal cat'; in native words it is also
suspended for a variety of reasons as in d6[b] '24 hrs., gen.pl.',
where the unvoicing would produce a somewhat improper word. Surely
no one would like to conclude from such examples that terminal un-
voicing is not a psychologically real rule in Polish. Generally
speaking, foreign words exhibit specific properties, and most
schools of phonology have reflected this fact in one way or another
(in addition it seems that one should also recognise varying de-
grees of foreigness). The fact that some foreign or occasiocnal
native words (including, possibly, nonsense words) do not appear

l
s
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to have undergone a rule cannot be taken as direct evidence for
the non-reality of the rule.

Historical evidence, one of the most important sources of sub-
stantive evidence, is notoriously difficult to handle in that the
paucity or lack of reliable and unambiguous data is not the only
factor hampering definite conclusions; any interpretation of change
for purposes of verifying general theoretical claims involves as-
sumptions about the mechanisms of change which themselves are not
well understood and it also involves assumptions about e.g. the
interface between the rules of morphology and those of phonology
which is likewise largely unexplored. In view of these problems
it is not surprising that examples can be found in the literature
purporting to justify both abstract and concrete positions by use
of such evidence. The metric evidence available from the works of
Kiparsky, Anderson and others seems to support the level of remdte
representations although, given the variety of theoretical machinery
accessible to current linguistic thinking, alternatives could pre-
sumably be found.

Slips of the tongue have figured prominently as the window to
psychologically real grammars, and Fromkin's (1971) seminal paper
has stimulated a lot of interest in this area. Some of her evidence
has now become part of the stock-in-trade of those arguing for
abstract regularities as, for example, the celebrated case for /ng/
as underlying the phonetic [n]. It would be easy for somebody
trying to defend abstract phonology to claim that if /ng/ underlies
[n] in a psychologically real sense, then speakers of English must
have at their disposal means of arriving at the abstract solution
given the data internal to the language. These means could then
be generalised to cases where no external evidence can be adduced;
this is the position adopted by Kenstowicz and Kisseberth (1977)
who incidentally find that the case of the English velar nasal
violates all of their constraints on the abstractness of underlying
representations. Such evidence is intriguing, but supporters of
concrete phonology could easily dispose of it by viewing the slips
as resulting from the influence of spelling or something else.

I would like to further emphasise, however, that important as such
evidence may be, it is not obvious whether much use can be made of
it until more is known about the interaction of linguistic know-

ledge and language use. In our particular case we need some sort
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of theory of speech errors against which we could evaluate indi-
vidual instances for their linguistic significance since one fre-
quently observes not only slips of the tongue that can be shown

to reveal something about the underlying reality of language but
also instances of errors that appear to make "no sense" linguistic-
ally. It is also worth mentioning that different areas often pro-
vide contradictory evidence (cf. also Dressler's remark quoted
above). The following might be a possible example: slips of the
tongue adduced by Fromkin appear to suggest that affricates should
be treated as single segments phonetically in English. On the
other hand, optional low phonetic rules frequently simplify affri-
cates to spirants in certain contexts so that French and orange

end in [¢] and [#]. This, of course, could be interpreted as a
change in the feature /cont/ but since one also finds the deletion
of alveolar plosives in such words as rents, sounds, it seems more
plausible to treat both these changes as cases of deletion of the
plosive between a nasal and a spirant. This would require, how-
ever, that affricates be clusters at some stage in the derivation.
The need for the study of the ways of utilising linguistic
knowledge in speech is further confirmed by some surprising results
obtained from direct phonological and grammatical tests. Earlier
studies attempted to show that certain rules of the SPE phonology
are not psychologically real as speakers fail to apply them to
novel forms (nonsense words). Haber (1975) has shown that contrary
to what might be expected speakers of English do very badly in tasks
intended to test the productivity of the regular plural formation
rule (the -(e)s ending), i.e. one that with good reason is generally
assumed to be fully productive. It does not matter here whether
the relevant mechanism is purely phonological, morphological or
something else (the rule is transparent and could be formulated in
surface terms). If tests fail to confirm the psychological reality
of this simple rule, then most linguists would agree, I suppose,
that there is something fundamentally wrong with the tests them-
selves; Kiparsky and Menn (1977, 64) ascribe it to "a "strangeness
effect” which causes the subjects' performance to deteriorate re-
lative to their normal speech" and are also (66-67) "skeptical
about the ability of production tasks to show much of anything,
at present, about the form of internalized linguistic knowledge,
given the near-total obscurity surrounding the question of whether
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and how this knowledge is used in speech".

As far as other areas of substantive evidence are concerned
let me just mention two points: firstly evidence from an aphasio-
logical study by Stark (1974) strongly suggests that the German
velar nasal should be regarded as being derived from underlying
/ng/, and this thus strengthens the case for an abstract inter-
pretation of this problem vis-a-vis the stand taken by natural
generative phonologists. Secondly, there is the case reported in
Kiparsky and Menn (1977, 69-70) of an "invented language" which
appears to exhibit two rules extrinsically ordered, which would
indicate that the ordering of rules in itself cannot be difficult
or impossible to learn as has been sometimes claimed. As Kiparsky
and Menn point out, the charge that synchronic rule order mirrors
diachronic developments cannot be made against speech invented by
children.

The above discussion has not been meant to decry the import-
ance of substantive evidence; conversely, in view of its potential
significance I think it is necessary to stress that there is much
in it which is arguable and which is itself in need of explanation
and so can hardly be taken as definitive evidence for other theo-
retical concepts.

One final point that I would like to make is that the theo-
retical apparatus of abstract phonology is required to account for
uncontroversially related, low phonetic details of pronunciation
(see also Kiparsky 1975). Modifications, permutations, deletions
and insertions of segments are well-known not only from abstract
derivations but are also exceedingly common in accounts of rapid
speech phenomena; thus, there is nothing basically new about abstract
derivations that could not be found closer to the surface. Examples
of the various modifications are well-known, and I would like to
present a couple of examples from Polish where allegro rules in-
troduce segments and contrasts totally absent from lento speech.2
The phonetic inventory of Polish vowels contains six basic elements
[i, #, €, a, 2, ul, thus being again fairly regular typologically.
Allegro forms introduce on the one hand a contrast of length which

(2) The examples are taken from Biedrzycki (1978) who interprets
such data in terms of autonomous phonology and sets up phonemic
distinctions for allegro styles which do not appear in lento styles.
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does not appear in slow speech, e.g.: daa 'she gave' [da:] vs.

Kiparsk P. and L. M 1977): " N .
da 'she will give' [da], stdt 'table' [stu:] vs. stu 'of a hundred’ P Y enn ( 7) On the acquisition of phonology",

in Language, learning and thought, J.Macnamara (ed.), 47-78,

[stu] corresponding to the lento forms [dawa - dal] and [stuw - stu], New York: Academic Press.

respectively, and also several segments which are not known else- Starki J. (1%74)3 "Aphasiological evidence for the abstract ana-
) . sis of the German velar n " i i

vt o.g.s in sple:] cxefigtuo ‘cociety’ cale:dm 'hi' - lento 2{_37‘ asal", Wiener Ling. Gazette 7,

spl owe Jczefistwo, cz[owelm; zapomnila:Im 'I forgot', chcila:Im 'I

Zwicky, A. (1975) : "The strategy of generative phonology", Phono-
wanted' - lento zapomni[aweIm, chcilawelm; czlo:] 'one felt', logica 72. —

ok[o:] 'one shod' - lento cz[uws], ok[uwo]. The low level, optional
rules which produce such forms are psychologically real and by pro-
ducing new contrasts they seem to work like absolute neutralisation
in reverse. If we were to postulate length contrast phonologically
for Polish and then absolutely neutralise it, the abstractness sin
would be committed; speakers of the language, however, seem to find
nothing unusual about neutralising certain contrasts and intro-
ducing new ones when passing from lento to allegro styles. The
force of these examples should not be overstated but they seem to ' ;
show that there is nothing abnormal about rules merging and pro-
ducing contrasts or about segments which appear at one level of re-
presentation but not at another.
The abstractness debate will no doubt continue both on lan-
guage internal and external grounds. There remains much to do in
both areas so that any final verdict at this stage would be pre-
mature.
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THE PROBLEM OF PSYCHOLOGICAL REALITY IN THE PHONOLOGY OF PAPAGO
Kenneth Hale; M.I.T., Cambridge, Massachusetts, U.S.A.

This paper amounts to a clarification, for my own benefit more
than anything else, of a certain linguistic principle involved in
the evaluation of grammars. The principle, termed recoverability,
is due to Jonathan Kaye (1975), and my conclusion about its nature
and role in choosing among competing analyses is strongly influenced
by a recent paper of Morris Halle's (1978). 1In examining the re-
coverability principle, I draw a comparison between two cases of
alternative analyses - namely, the familiar problem of the Poly-
nesian passive morphology, and a superficially similar problem in
the phonology of Papago. In the course of the discussion, I will
attempt to correct an error of reasoning which I made in an earlier
treatment of the Polynesian case (Hale, 1973).

I begin with the Polynesian passive, using Maori to exemplify
the classic situation. Some passives appear simply to involve
straightforward suffixation of a vowel /-a/ - e.g., /patua/ beside
active /patu/, /kitea/ beside /kite/, and so on. The majority,
however, show a consonant between the root and a vocalic termina-
tion /-ia/ - e.g., /awhitia/ beside /awhi/, /hopukia/ beside /hopu/,
/werohia/ beside /wero/, /inumia/ beside /inu/, etc. The consonant
in these passives cannot be predicted from the surface form of the
uninflected, or active, verb. There are at least two ways to ana-
lyze the consonantal passives. The ‘'phonological’ analysis assigns
the consonant to the stem, and the passive is formed by suffixing
/-ia/ thereto. In addition, there is a rule deleting word-final
consonants, thereby accounting for the fact that uninflected verbs,
like all words in Maori, end in vowels. Thus, underlying /inum/
appears as [inu] if uninflected, but the deletion does not apply
before the passive suffix, hence [inumia]. The 'morphological’
analysis, by contrast, assigns the consonant to the suffix, thereby
proliferating suffixal alternants (/-tia, -kia, -hia, -mia.../),
and each verb is assigned to a 'conjugation' according to the pas-
sive allomorph it selects. The assignment of the final consonant
to forms like /inum/ is historically correct, and the deletion of
these consonants in word-final position is a fact of the linguistic
tradition leading to Polynesian. Nevertheless, I have attempted
to argue (Hale, 1973) that the ahistorical morphological analysis

is correct synchronically. If so, then what linguistic principle
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diétates it? What motivated the change from the (historical) pho-
nological analysis to the (ahistorical) morphological analysis?

I suggested that the motivating factor was the canonical disparity,
present in the phonological analysis, between the underlying morph-
eme structure of lexical items (allowing final consconants) and the
surface syllabic canon of Polynesian (forbidding final consonants).
The change to the morphological analysis eliminated this disparity.

Kaye has suggested another explanation. He defines a principle
of 'phonological recoverability': "Recoverability concerns the de-
gree of ambiguity manifested by a given surface form. The fewer
the number of potential sources for the form, the greater its re-
coverability" (Kaye, 1975, 244-45). Phonological recoverability
is valued in grammar, while 'phonological ambiguity', its converse,
is devalued. Notice that the change in Polynesian completely elim-
inates phonological ambiguity - under the morphological analysis,
the underlying form of a verb root is entirely recoverable from
its surface form. Kaye proposes that phonological recoverability
is the deciding factor in the Polynesian case.

This is a very promising suggestion. However, there is some-
what more texture to the problem which should be brought out in
order to characterize the linguistic nature of the recoverability
principle. As Halle (1978) points out, the Polynesian change did
not really eliminate ambiguity. Rather, it shifted the ambiguity
entirely to the morphology. The relation between uninflected and

. inflected forms remains ambiguous, since the derived form (the

passive) is not predictable from the surface form of the active.
Let us refer to this relation as 'morphological ambiguity' and to
the converse relation as 'morphological recoverability'.

While phonological recoverability is logically distinct from
morphological recoverability, it is not at all clear that the two
principles are linguistically distinct. At least, I know of no
convincing case in which phonological recoverability can be said
to function autonomously in the evaluation of grammars. If the
Polynesian change had consisted solely in the restructuring (i.e.,
in the realignment of the historic stem-final consonants onto the
suffix), it would be possible, in principle, to argue that the
change was motivated by phonological, rather than morphological,
recoverability ~ since the former, but not the latter, would have
been achieved. But the facts are different. The bulk of the evi-
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dence which I adduced in favor of the morphological analysis con-
sisted in observations to the effect that the conjugation system,
assumed to have arisen through the restructuring of passive forms,
was being regularized - a process which is complete in some Poly-
nesian languages (e.g., Hawaiian, Tahitian) and merely well ad-
vanced in others (e.g., Maori, Samoan). I reasoned incorrectly
that regularization implied restructuring. Surely regularization
- i.e., the reduction of morphological ambiguity - could take place
without restructuring. The evidence, therefore, does not directly
support restructuring. Rather, it supports the view that recover-
ability is a genuine principle in the evaluation of grammars -
assuming, as is reasonable, that change toward greater recover-
ability is in fact progressive. We cannot, on the basis of this
evidence, at least, isolate phonological recoverability as lin-
guistically distinct from morphologicai recoverability.

What, then, is left of the argument that the morphological
analysis is correct in the case of the Polynesian passive? Before
attempting to answer this question, let me introduce the Papago
case (simplified in nonessential ways for the sake of space).

The points of interest can be illustrated by the third person
singular possessed forms. These involve mere suffixation of [-j]
to roots whose surface forms end in vowels - e.g., [mo’0j] from
[mo’0], [bahij] from [bahi], [gookij] from [gooki]. But when the
root ends in a consonant in surface form, the suffix brings a vowel
into view - e.g., [fAimaj] from [fim], [hikaj] from [hik], [toonajl
from [toon], [cifij] from [ciAl, [huucij] from [huuc], etc. Rele-
vant historical events in the Piman tradition leading to Papago
are the introduction of a palatalization rule, raising *Vt, d, n/
to [¢, j, i] before high vowels, and the development of processes
effecting the reduction or deletion of unstressed short vowels in
certain environments - e.g., word-finally. Final short back vowels
were deleted following any true consonant (i.e., nonlaryngeal),
and final short *i was deleted following coronals. While there is
evidence that deletion was chronologically prior to palatalization,
modern forms show the more natural nonbleeding order to have de-
veloped at some stage (e.g., [huuii] from *huunu). Since any of
the five vowels of Piman (*/i, i, u, o, a/) could occur finally,
deletion gave rise to ambiguity. This ambiguity is still present
in the closely related Pima of Onavas (in Sonora), where deletion

Hate 111

(but not palatalization) also exists - thus, for example, in Onavas
pima, [hik] (from *hiku) has the third singular possessed form
[hikud], while [naak] (from * naaka) has [naakad]. 1In Papago, how-
ever, the ambiguity has been entirely eliminated (in nouns, at
least) through vocalic mergers. The deleting vowels merged as
follows: (1) high vowels merged to /i/ following coronals; (2) back
vowels not effected by (1) above merged to /a/. These mergers re-
sult in the circumstance that the vowel appearing in the suffixed
form is recoverable from the quality of the surface final consonant
in the uninflected base - if the consonant is a high coronal, the
vowel is [i]; otherwise, the vowel is [a]. Thus, [hik] and [naak],
ambiguous in Onavas Pima, are recoverable in Papago.

Clearly, the elimination of ambiguity here is independent of
any reanalysis of inflected forms which would associate the vowel
with the suffix, rather than the stem, in forms like [hikaj] and
[huucij] - the vocalic mergers in no way imply such a restructur-
ing. It is entirely consistent with the facts to assume that
modern Papago simply continues synchronically the historic deletion
and palatalization rules (in nonbleeding order) and that the only
restructuring consists in the vocalic mergers. While a restruc-
turing to the morphological analysis would have achieved instanta-
neous phonological recoverability (in this area of Papago phonology,
at least), there is no evidence suggesting that the change actually
happened. Morphological ambiguity is the same under either ana-
lysis - namely, zero ambiguity.

Now let us consider the Polynesian and Papago cases together.
What arguments can be constructed to choose an analysis in each
instance? I think that the outcome will differ in the two cases,
and, moreover, that the issue will turn on 'internal' arguments
(cf. Kenstowicz, 1978) of a rather traditional sort.

I will assume, since I have no evidence to the contrary, that
phonological recoverability is not distinct from morphological re-
coverability. Instead, there is a unitary principle of (morpho-
phonological) recoverability according to which the value of a
grammar increases as the amount of ambiguity (in relating base
and derived forms) decreases.

‘ In the Polynesian case, the phonological and morphological
analyses are equal in terms of recoverability. This equality might

be formalized, for example, by designing an evaluation metric
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according to which the diacritic use of a phonological segment has
the same cost as does an allomorph whose distribution is not pre-
dictable from surface phonology. Clearly, then, recoverability
cannot be used to decide the issue here. From this fresh starting
point, we see that there is no additional cost whatsoever associ-
ated with the morphological analysis. But there is an additional
cost associated with the phonological analysis - namely, the de-
letion rule and, assuming it to be an extra cost, the canonical
disparity between underlying morpheme structure and the Polynesian
syllabic canon. Given these considerations, it seems to me that
the rational choice here is the morphological analysis.

In the Papago case, likewise, recoverability fails to decide
the issue. Here, however, there is nothing to recommend the morpho-
logical analysis. 1Its choice would not eliminate the necessity
for the deletion and palatalization rules, since these are inde-
pendently motivated - the morphological process of perfective
truncation, among other processes, exposes medial vowels to the
effect of the deletion rule, and a well motivated prevocalic vowel
deletion rule exposes coronals to the palatalizing effect of suf-
fix-initial /i/. Moreover, under the morphological analysis, we
must distinguish at least two types of suffixes - one having a
single alternant, continuing original Piman vowel-initial (e.g.,
the causative-benefactive formative [-id], from *-ida), and an-
other, continuing original consonant-initials and exhibiting syn-
chronically three underlying forms distributed in accordance with
an allomorphy rule (e.g., the modern forms deriving from Piman
*—d%, [-j] after vowels, [-ij] after high coronals, [-aj] else-
where). This second type of suffix, and the allomorphy rule as-
sociated with it, are entirely a product of the morphoiogical ana-
lysis. There is no comparable cost associated with the phonological
analysis. It does not, as it would in the Polynesian case, involve
a canonical disparity, since underlying morpheme structure in the
phonological analysis of Papago simply corresponds to the least
marked of the rich variety of syllabic patterns admitted by the
Papago canon. All things considered, the phonological solution
here costs no more than what is necessary in a descriptive adequate
account - it is, therefore, the rational choice in this instance.

I conclude from this discussion that recoverability is a gen-
uine principle in the evaluation of grammars. Properly construed,
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however, it enters into linguistic argumentation in much the same
way as do traditional cost-accounting arguments which evaluate com-
peting analyses in terms of relative parsimony. If this is correct,
then it is not surprising that recoverability may fail to decide
between alternative solutions - the alternatives may, as in the

two cases examined here, be equal in terms of recoverability.

Beyond recoverability, there are other principles which are rel-
evant to the evaluation of grammars, including parsimony. I very
much doubt that any of these principles can be said to carry greater
psychological weight than others, i.e., to be more 'real' psycho-
logically. Our task as students of language, it seems to me, is

to determine which principles are justifiable linguistically -

those principles will also be justifiable psychologically, given

the subject matter of linguistic science. Of course, it is legit-
imate in making this determination to use evidence of all sorts,

and some may prove to be more helpful than others.
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PSYCHOLOGICAL REALITY AND THE CONCEPT OF PHONOLOGICAL RULE
Per Linell, Dept. of Linguistics, Univ. of Uppsala, Sweden

1. Phonology is concerned with the sound patterns of various
languages. In each language we use different sounds according to
different rules, and the task of phonology is to define these rules.

Thus, phonology is language-specific phonetics.

2. However, the usual phonological practice of most contem-
porary scholars in the field does not fit this description exactly.
For example, in orthodox generative phonology many "low-level" lan-
guage-specific phonetic regularities are not seriously considered,
while many regularities which should actually belong to either lex-
icon or morphology are erroneously treated within phonology.

Though phonology should be concerned with speech and though
speech is behavior, linguists have not studied it as behavior.
Rather (some aspects of) the products of behavior have been studied
in abstracto, i.e. idealized phonetic strings (words) and their
interrelations have been analyzed without regard to how they are
actually processed in speech production and perception and acquired
by children, etc. Normally, the analysis is also crucially depend-
ent on some kind of graphic representation. On this basis, the
phonologist sets up a model of representations and rules which ex-
press connections between various idealized linguistic expressions

and between properties of such expressions at various levels.

3. The problem of psychological reality in phonology concerns
the relations between the representations and rules of the phono-
logical model and the speaker-hearer's ways of storing and pro-
cessing information about the structures of strings of phonetic
behavior (their construction, pronunciation, recognition) and their
interrelations.

4. The claims for psychological reality can be quite different
in scope and content, ranging from those who assume an almost iso-
morphic relation between representations and rules in the phono-
logical model and actually stored information and actual processes
in speech performance, to those who see the relations as extremely
indirect (the claims being therefore empirically empty). As for
syntax, Fodor et al. (1974) are inclined to conclude that only the
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(analysis of the) output of a standard GTG is psychologically
valid. No doubt the same is true of an orthodox generative-phono-
logical (OGPh) model (where, in practice, outputs are classical
phonemic representations!). Underlying systems and derivations
have no psychological reality or can be psychologically relevant
only very indirectly.

5. Entities which are claimed to be pscyhologically valid
should have plausible interpretations within (or at least be com-
patible with) a theory of meaningful linguistic behavior (speech).
If we concentrate on phonology, i.e. on the phonetic aspects
(aspects having to do with sound structure itself), what are the
main problems that such a theory should be capable of solving?
Perhaps the following should be mentioned:

5 a) How can we explain the fact that, although manifestations
vary, there are many features that recur in the various mani-
festations of what speakers (of the same dialect) recognize
as the same word form? I would propose that there is one

common phonetic plan that defines the linguistic (phonological)
identity of the word, a plan which specifies the linguistical-
ly relevant properties that speakers aim at realizing and
which listeners tend to reinterpret into what they hear.

(This is, I believe, the proper interpretation of the con-
cept of "phonological form".)

5 b) How is it possible to construct phonetic plans for new forms
that do not already exist as memory-stored forms? I assume
that speakers may perform morphological operations which use
memory-stored information to produce new phonetic plans as
outputs. (These operations are naturally subordinated to
the major (semantic, syntactic) intentions of the speaker's

utterance construction.)

5 ¢) What is the nature of the memory-stored information used by

morphological and syntactic operations?

5 d) How can we explain the language-specific variation in the

possibilities of actually pronouncing and perceiving utter-
ances, i.e. in the execution of utterance plans? (I assume
that the phonetic aspects of an utterance plan would include
at least the phonetic plans of the constituent words and a
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prosodic plan of the utterance). To explain all the lan-
guage-specific details of a particular utterance token, we

would have to assume the existence of a fully specified artic-

culatory plan that accounts for all the features that cannot
be automatically ascribed to inherent properties of the speech
apparatus. (Thus, note that the terms "phonetic plan" and
"fully specified articulatory plan” are not synonymous.)

6. I have argued elsewhere (e.g. Linell 1979) that under-
lying morpheme-invariant forms and OGPh type derivations cannot be
fruitfully incorporated into a plausible theory of meaningful pho-

netic behavior. Instead, there is some evidence that

6 a) phonetic plans (cf. 5 a) may be characterizable in terms of
phonemic forms (general conditions on such forms may be stated

in terms of "phonotactic rules”).

6 b) some such phonetic plans are stored as lexical forms (stems,

base forms, and some phrases) (cf. 5 b).

6 c) morphological operations take such memory-stored forms as
inputs and produce new phonetic plans as outputs. If mor-
phological operations are analytically split up into com-
ponents, the components may correspond to morphophonological
rules proper, and the whole operation will have a certain
similarity to the abstract part of an OGPh derivation (ex-
cept that the inputs are concrete phonetic forms rather than
morphophonemic forms) (cf. (1) below).

6 d) the language-specific variations in normal, careful speech
vs. sharpened (formal, expressive) speech and informal, casual
("fast", reduced) speech can be characterized in terms of
phonological rules proper. Thus, fully specified articulatory
plans may be derivable from the word-form-invariant phonetic
plans (cf. 5 4).

7. In this paper I will discuss the proper interpretation of
terms like rule, condition, operation, and process in phonology

within a theory of the kind envisioned in §5.
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Often, the discussion of the psychological reality of phono-
logical rules is confused by the fact that several quite different
concepts seem to be mixed up in most treatments.

a) One is the (normal) interpretation of rule in the social
sciences, i.e. as norm (or sometimes merely regularity) of

behavior.

b) Another one is the notion of mathematical rule, a mapping (or
an instruction for the mapping) of one formally defined string
of symbols onto another one.

c) Since rules of type (b) are often described (talked about) as
processes, i.e. changes of something into something else, it
is sometimes tempting to interpret rules as performance pro-

cesses.

The situation is further complicated in that emprically quite
different sorts of regularities have often been regarded simply

as "phonological rules". Thus, the putative similarities between
morphophonological rules within a morphological operation like

(1) and the "fast speech" rules relating different pronunciations
of one and the same expression as in (2) are only superficial (and

formal).

(1) formation of noun from nonsense adjective according to the
obscene-obscenity pattern:

Operand: /ri}s/
Morpholexical rule: /r{§s+LtL/
Trisyllabic laxing: /risit/
Vowel shift: /resiti/

(2) (from Donegan and Stampe, 1978) /plent.t/ plant it

Regressive nasalization: pladt.t
Flapping: placr.it
Progressive nasalization: plasit
8. The basic concept of rule should be (7 a). Speech is a
stream of phonetic behavior or phonetic events (that produce cer-
tain effects). What distinguishes speech from "mere vocalizations"
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is the fact that the behavior must fulfil certain conditions of
syntactic and phonological nature (and both speakers and listeners
"know" this). In our model rules specify these conditions. Al-
though behavior and actions are inherently processual, they can be
looked upon either from the point of view of the processes them-
selves or as behavioral products. The latter is especially moti-
vated as regards actions which are intended to produce certain
effects. Thus, the act of pronouncing plant it in a certain, casual
way [pTErit] may be analyzed as follows: The speaker must construct
a certain phonetic plan that corresponds to his cpmmunicative in-
tentions, i.e. plant it rather than, e.g., plan it. This con-
struction is thus subject to certain rules or conditions, which may
be construed either as conditions on the behavioral operation (con-
struction process) or on its effect (the resulting phonetic plan).
The plan is then executed (realised, pronounced) in a certain way
([pT77t] rather than [plenttt]); the specifics of this pronuncia-
tion may be characterized as conditions on (rules for) either the
pronunciation as a process or the pronunciation (or, rather, the

fully specified articulatory plan) as product.

9. Note that rules concern properties of the intended be-
havioral products ("surface forms") (not some mystical morpheme-
invariants). What these properties are must largely be determined
by linguistic analysis. Thus, we cannot dispose of the tradition-
ally linguistic (structural) analysis of language products (§2),
although I would argue that (provided we are interested in psycho-
logical reality) this analysis must concern the products in rela-

tion to what we know about their production, perception, and

acquisition (which means that observations of actual performance
under normal and experimental conditions, slips of the tongue and

the ear, child language, etc., will be of vital importance).

10. Obviously, rules as generative systems (in e.g. the OGPh
fashion) need not have anything to do with conditions on actual
(or potential) behavior. Indeed, the idea that behavior could be
governed by generative systems seems very naive: (The various
figures of figure-skating could no doubt be specified by a genera-
tive theory of figures, but who believes that the skater's behavior
is produced by means of processes corresponding to such generative
rules?) Thus rules are not acts or processes, but conditions on

behavioral acts or on their products.
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11. Behavior can be talked about at several levels of abstrac-
tion. When we talk about the morphological operations of construct-
ing e.g. /resiti/ from /rf}s/ (cf. (1)) or /foksivz/ from /foks/
(pluralization), we are not necessarily modelling the actual be-
havioral process. The only thing we can say is that there is evi-
dence that speakers can (sometimes) form "correct" ity-nouns from
nonsense adjectives, that they can form plurals of English nouns,
and that the respective operations are subject to certain lin-
guistically defined conditions. That is, we can assume that speak-
ers actually carry out morphological operations and other lin-
guistic actions (and our models specify the linguistic content of

the actions), but we cannot speculate on how these operations are
neuro-physiologically implemented. Operations and actual processes
lie at two different levels of description and must not be identi-
fied. Operations are defined by their intended effects, and it is
conceivable that there are many ways for the neural mechanisms to
achieve the goals.

It follows that rules must not be equated with behavioral
processes. Not even in casual speech phonology are we entitled to
conclude that rules correspond to processes. After all, conven-
tional phonological rules state nothing but regular correspondences
between idealized representations of the same or related pronuncia-
tions. (Note that I am not using 'rule' and 'process' in the way
they are used in Stampean "natural phonology".)

12. I started by defining phonology as language-specific
phonetics, and later I characterized rules as norms. However, this
means that the phonology of a specific language would not describe
or explain all the details of actual pronunciations in that lan-
guage, since not all facts are conventional; some follow from bio-
logically determined limitations. (In casual speech phonology,
most regularities are language-specific variants of otherwise uni-
versal phonetic tendencies.) This is a reasonable definition of
phonology, since it confines phonology to those features that must
be learnt. However, we could alternatively generalize 'rules' to
cover all regularities, whether conventional or biologically de-
termined. Such a conception seems to be accepted in Stampean
phonology. Thus, e.g., children's incompetence rules (i.e. Stampe's

inherited processes) are clearly not social conventions. But even

E
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such rules remain correspondence formulas; the actual phonetic
processes are probably more of general continuous adjustments

along scales.

13. The analysis of concepts like "psychological reality",
"rule" versus "process" and "operation", etc. is necessary if the
relation of phonology to phonetics is to be properly understood.
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EMPIRICAL INTERPRETATIONS OF PSYCHOLOGICAL REALITY
Royal Skousen, University of Texas, Austin, Texas, USA j

In this paper I will discuss three requirements for a theory
of language. These requirements are (1) inducibility, (2) generality,
and (3) testability.

The first requirement, that of inducibility, is that linguistic ]
descriptions must be directly derivable from the data that speakers ‘
are actually confronted with in learning the language. A linguistic
description thus implies (1) a description of the relevant data and
(2) a set of rules by which the linguistic description is derivable
from the data. We refer to this set of rules as the rules of induc-
tion.

In order to understand this requirement of inducibility, let us
consider some common violations of this requirement. For example,
the order and frequency with which the data is presented to the
speaker may be significant in determining the proper description of
the data or in explaining how the-language may change over time, so
that if such information is ignored, the subsequent description may
be untestable. Consider, for instance, Chomsky and Halle's statement
in The Sound Pattern of English (p. 332) that "it is no doubt the
case that the linguistic forms that justify our postulation of the

Vowel Shift Rule in contemporary English are, in general, available s
to the child [?] only at a fairly late stage in his language acqui-

sition, since in large measure these belong to a more learned stra- é
tum of vocabulary." Of course, there is no way that Chomsky and h
Halle's description itself can be empirically tested, since their
description is based on data that, as they themselves admit, is un-
representative of the data that children are confronted with in
learning English. Children learn to speak long before they learn
words as infrequent as profanity, comparative, gratitude, serenity,

appellative, plenitude, divinity, derivative, conciliate, and so
forth (SPE, p. 50).
Another common violation of inducibility occurs when a non-

existent ordering is imposed on the data. A common method of expli-
cating linguistic data is to first offer that data which provides
direct evidence for some rule and then treat the exceptions to the
rule afterwards - by adding additional rules perhaps, but without
changing the original rule. Consider, for instance, Chomsky and
Halle's treatment of Kasem singular and plural forms in SPE (pp.
358-~364) . They first give us "regular" forms like bakada and bakadi
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(singular and plural for 'boy') as evidence that the singular end-
ing is a and the plural ending is 1i. Then they give us the surface
exceptions to this "regularity" (e.g. kambia/kambi 'cooking pot',
pia/pi 'yam', buga/bwi 'river', diga/di 'room', laga/la ‘'song’,
naga/nz 'leg’, pia/pz 'sheep', and so on). Chomsky and Halle try to
explain these forms without abandoning their original "regularity",
but their explanation depends crucially upon the order of presenta-
tion of these "irregular" forms. For instance, they first argue that
a plural form like kambi can be considered "regular" (that is, as
/kambi+i/) if there is a phonological rule of truncation that will
reduce ii to i. Having thus established that the "regular" endings
are a a;g i a;d that there is a rule of vowel truncation, then a
sinngar form like pia 'sheep' can be interpreted as /piat+a/:
"Since the grammar already [!] contains the Vowel Truncation Rule,

[pial can also be derived from an underlying [piaal." From an acqui=-

sitional point of view, Chomsky and Halle are assuming that the
speaker takes care of the "regular" cases first and then the "ir-
regular" case kambi before tackling the "irregular" case pia 'sheep
(sg.)' (which, incidentally, is "regular" on the surface). Finally,
Chomsky and Halle posit a rule of metathesis for Kasem, again as-
suming that all rules previously posited will be maintained. The
rules which Chohsky and Halle present depend upon their artificial
ordering of the data. But the data is not ordered in this way for
the child learning Kasem, nor does the child know in advance which
of these forms are "regular" and which ones are "irregular" or "ex-
ceptional”. If such a characterization of these forms is correct,
then the child must discover it from random data.

Another violation is to ignore some of the data, especially
those forms which the linguist knows are "incorrect": slips of the
tongue, false starts, analogical creation, stuttering, dialectal
variants, and so on. Yet the child does not know in advance which
of the forms in the data are errors. If a child hears another child
using the form goed for the past tense of go, we do not delete this
from the child's data. We keep it in the data, but try to explain
why the child will eventually identify goed as an incorrect past
tense form. Nor should we even delete examples of stuttering from
the data, since speakers can learn to imitate stuttering. Speakers
also learn how to show that they have made a false start. For in-
stance, speakers of English may use uh (but not /i/) to indicate
a false start. Nor do speakers ignore dialectal variants - they

learn them, even though they may not use them.
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Finally, linguistic descriptions cannot be based on non-existent
data. Although speakers can learn that certain items do not occur
in the data, this knowledge cannot be derived from knowing in ad-
vance that these items do not occur. The determination, for example,
of syntactic descriptions cannot depend upon knowing which non-oc-
curring sentences are ungrammatical and which ones are grammatical.

The second requirement is that of generality: The rules of
induction are independent of any given set of linguistic data and
independent of any given regularity found in linguistic behavior.

In other words, the rules of induction are universal and not taxon-
omic or ad-hoc. Only in this way can the explanatory goal of lin-
guistic theory be achieved.

An excellent example of a universal rule of induction is found

in Jakobson's Child Language, Aphasia, and Phonological Universals

in which Jakobson proposes that "the sequence of stages of phonemic
systems" found in such diverse areas as aphasia and the acquisition
of languages "obeys the principle of maximal contrast and proceeds
from the simple and undifferentiated to the stratified and differ-
entiated" (p. 68). Of course, there are problems with some of Jakob-
son's specific claims about language acquisition, aphasia, and the
phonemic systems of the languages of the world. Nonetheless, the
significant contribution that Jakobson makes is that he proposes a
conceptually simple and universal principle in order to explain a
diversity of linguistic behavior.

In accordance with Jakobson's general principle, let us con-
sider a principle of maximizing acoustic differences and see how
it might explain the instability of certain sounds in the languages
of the world. Take, for example, the case of the phoneme ﬁ. In com-
parison to the phonemes i and u, {4 is unstable and relatively in-
frequent. Children trying to learn a language that has the phoneme '
i generally replace it with i or u. Historxically, languages with i |
frequently lose it in favor of either i or u. In the languages of |
the world we find phonemic systems with i-u and i-ii-u, but i-i is
relatively rare, and g-g, as far as I am aware, is non-existent.
And when i-ii does occur, it is unstable and is usually replaced his-
torically by the more stable phonemic systems i-u and i-G-u.
Finally, when an adult speaker of an li-less language attempts to
pPronounce g, it will be pronounced as i, u, or perhaps the diph-
thongal ju. Now Chomsky and Halle "account for" this linguistic

behavior by means of a taxonomic marking convention which simply

i
1
H
{




124 Symposium No, 2

recapitulates the linguistic behavior formalistically (SPE, p. 405):

aback
-low

[« round] -+ [a round]

But a principle of maximizing acoustic differences could be used to
explain this behavior. The motivation for this principle is that
small acoustic differences are difficult to perceive and produce,
thus shifts will occur in the direction of increasing acoustic dif-
ferences. If we consider the first three'formants of the vowels i,
i, and u, the maximal distinction occurs between i and u and thus
the intermediate Ui may be replaced by the phonetically similar i

or u.

The important point in using a general principle such as this
one is that it can account for the linguistic behavior of other
sounds besides li. For instance, the interdental fricatives 8 and 3
are also unstable and infrequent and tend to be replaced by pho-
netically similar sounds such as the dental fricatives s and z, the
labiodental fricatives f and v, or the dental stops t and d. On the
other hand, Chomsky and Halle's approach leads them to postulate a
completely different marking convention in order to handle the in-
stability of the interdental fricatives (SPE, p. 407):

adel rel
[% strid] » [astrid] {[+ant]}

[+cor]

Such taxonomic rules do not explain anything; they merely formalize
observed regularties. The observation of regularities is, of course,
critical to the construction of a theory, but observed regularities
do not make theories. Instead, regularities demand explanation in
terms of general principles.

The third requirement for a theory of language is that it must
be testable: A theory must have an empirical interpretation. Let us
assume that we have some linguistic data for a particular language
and that we apply certain rules of induction to the data and derive
a description of the data. The question of utmost importance is:
How can we discover if the proposed rules of induction are correct?
In other words, how can we determine if the linguistic description
really represents what the speaker has learned? It is not enough to
simply declare that the description is psychologically real. The
linguistic data is available for observation, but we cannot observe

—
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the rules of induction that speakers are using to learn the lan-
guage nor can we observe the derived linguistic descriptions. But
we can observe subsequent linguistic behavior. So in order to test
the rules of induction and the derived linguistic description, we
need a mapping between the linguistic description and linguistic
behavior. This mapping is the empirical interpretation. A theory
is tested by its ability to predict the nature of linguistic be-
(1) the rules of
induction and (2) the empirical interpretation of descriptions.

havior. Thus a theory is composed of two parts:

A theory without an empirical interpretation is not really a theory
because it is not testable. Most so-called "theories" of language
are actually rules of induction - that is, systematical methods

for describing linguistic data (or deriving linguistic descrip-
tions). Theory construction must also include the interpretation

of descriptions. The empirical interpretation will predict how
speakers would use the linguistic description. By comparing the
predicted behavior with actual behavior we can test our theory.

If a theory has an empirical interpretation (that is, if the theory
is falsifiable), then we may ask if there is any evidence in favor
of this theory over alternative theories and if there is any evi-
dence against this theory. If the theory fails in some respect to
correctly predict actual linguistic behavior, then the fault may
lie in the rules of induction or the‘empirical interpretation, pre-
suming that the linguistic data is accurately represented.

A good example of an empirical interpretation of a linguistic
construct is found within those phonological theories that treat
the phoneme as a psychological unit. Consider, for instance, the
following possible empirical interpretations of the phoneme:

(1) Naive spellings (especially the spellings of children
learning how to read and write) are based on phonemic representa-
tions. On the basis of this empirical interpretation, Read (1975,
29-78) argues that invented spellings like CHRIE for try, JRAGIN
for dragon, NUBRS for numbers, LITL for little, and LADR for letter
give evidence that the children's phonemic representations for
these words are /&rai/, /Jjragan/, /nibrz/, /I.t1/, and /ledr/,
rather than the more common phonemic representations /trqj/,
/dragen/, /nambarz/, /litel/, and /letar/.
have undoubtedly been influenced by the standard orthography.)
54-58) that his informants'
spellings were also representative of their phonemic representa-

(These latter forms

Similarly, Sapir argued (1968, naive
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tions.

(2) Slips of the tongue are based on phonemic representations.
For instance, Fromkin (1971, 33) argues that since slips of the
tongue never split apart the affricates [t3] and [dZ] in English,
these affricates should be interpreted as single phonemes, /&/ and
/%/., rather than as a sequence of phonemes, /t$/ and /d%/. In con-
trast, actual phonemic sequences like [sprl, [pt], [kr], [bl], and
[fr] are frequently split apart. This difference in linguistic
behavior is explained if we assume that this empirical interpreta-
tion is correct. Similarly, Stampe (1973, 35) argues that there are
no archiphonemes in English because of the occurrence of [hwupsr]
rather than [hwibsr] as a slip of the tongue for the word whisper.
The psychological }or phonemic) representation of whisper is, say,
/hwispr/ rather than /hw.sbr/ or /hwi.sBr/, where B stands for a
labial stop unspecified for voicing (that is, an archiphoneme).
The reason then that the slip of the tongue is [hWLpsr] is that
slips of the tongue switch the order of phonemes, and the meta-
thesis in this example shows that the real phonemic representation
contains a voiceless, bilabial stop.

(3) Linguistic games are based on phonemic representations.
This empirical interpretation serves as the basis of Sherzer's
(1970) analysis of the Cuna language. The games that speakers play
are characterized as simple operations on strings of phonemes, al-

though one speaker's phonemes may be more "abstract" than another's.

The problem of the English affricates can also be studied by means
of linguistic games. Those "speakers" of Pig Latin who move only
the first consonant of an initial consonant cluster (e.g. spin is
[pthsqj]) always move the complete affricate (e.g. chin is
[tnCeil and never [5Lntgj]), thus indicating once more that [t$]
is to be interpreted as a single phoneme, /&/, rather than as /t&/.
Now let us suppose we have some rules of induction for the de-
termination of phonemic representations and that these rules lead
to the interpretation that the English affricates should be se-
quences of phonemes, as /t%/ and /d%Z/. Without any empirical inter-
pretation of phonemic representations, there would be no way to
test this description of English or the rules of induction which
are used to derive this description. 1In order to test our theory,
we must determine some empirical interpretation for our phonemic
representations. If we accept these three interpretations (namely,

that naive spellings, slips of the tongue, and linguistic games
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are based on phonemic representations), then we can test this de-
scription of the English affricates and any set of inductive rules
that would lead to such a description. We have already seen that
the evidence from linguistic games and slips of the tongue imply
that the affricates are unitary. In fact, children's spellings

also support this conclusion, since there is no evidence for in-
vented spellings of the form TSH for the affricate /¢/ (e.g. chin
is not spelled as TSHIN). In this case, all three empirical inter-
pretations argue against the phonemic representations /t$/ and /d3/.
These interpretations support each other, which is what we should
expect if all three of these interpretations are correct. Now it
may be that these empirical interpretations are, in fact, incor-
rect, but we should not reject them simply because we desire, above
all else, to maintain our description of the English affricates

(as /t8/ and /d%Z/) and the rules of induction that derive them.

And even if these empirical interpretations are not correct, this
does not relieve the phonologist of the responsibility to provide
some empirical interpretation for his phonemic representations.

In order for his theory to be testable, the linguist must determine
what will count as evidence for his description and what will count
against it. If the linguist can think of nothing that will disprove
his theory, then he does not have a theory.

One important empirical interpretation that should hold for
any theory is the principle of homogeneity: If the rules of induc-
tion do not distinguish between A and B in the linguistic descrip-
tion, then the behavior of A and B should be the same. Thus the
rules of induction can be shown to be wrong if, in fact, A and B
behave differently. The principle of homogeneity requires linguis-
tic theory to predict linguistic behavior accurately, If a theory
fails to predict an observed difference in linguistic behavior,
then the theory must be revised.

A well-known case where this general principle of empirical
interpretation has been used is in Kiparsky's paper "How Abstract
is Phonology?". Kiparsky argued (pp. 24-25) that "contextual neu-
tralizations are reversible, stable, and productive, whereas the

alleged absolute neutralizations are irreversible, unstable, and

unproductive." Now the standard generative phonology of that time
did not distinguish between contextual and absolute neutralization;
both were equally possible. Since linguistic behavior does distin-
guish between these two categories, the theory must be wrong.
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Kiparsky therefore argued that the theory must include an alterna-
tion condition, which would either forbid absolute neutralization
or at least make it highly improbable. In this way the linguistic
theory could predict the non-homogeneous linguistic behavior.

This example suggests that the principle of homogeneity can be
used to discover what sorts of information a linguistic description
should have in order to predict differences in linguistic behavior.
In fact, without the goal of predicting linguistic behavior, there
would be no motivation for discovering the psychologically real

linguistic descriptions.
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ACQUISITION OF THE PHONOLOGICAL SYSTEM OF THE MOTHER TONGUE
Summary of Moderator's Introduction

Charles A. Ferguson, Department of Linguistics, Stanford Univer-
sity, Stanford, CA 94305, U.S.A

The papers are fairly representative of the range of studies

of phonological development now being undertaken. The period

1968-78 was one of greatly increased research in child phonology,
in large part stimulated by the English translation of N
Kindersprache (Jakobson 1968) and the publication of experiments k
on speech-sound discrimination in infants (Eimas et al. 1971). A '
recent conference attempted to review and synthesize this research
(Yeni-Komshian et al., in press).

The three areas of greatest current research effort are:
neo-nate discrimination, the transition from babbling to speech
(first two years of life) and the development of phonological
organization (age 2-4 yrs.). The first and third are represented
here directly by Kuhl and Menn, respectively, and all three are
alluded to in the various papers. The phonetic/phonological

development of older children is represented here by Gilbert and
Hawkins, and the Hawkins paper represents the expanding field of
the development of prosodic and temporal characteristics of speech.
The papers are also representative of new trends in research
orientation. Earlier emphasis on innate structures and processes
led to concern with (a) universal orders of acquisition of phonemes,
features, and phonological oppositions, and (b) the identification
of feature detectors roughly analogous to visual feature detectors.
The new trend is toward emphasis on variation in the order and
routes of development and on the effect of input on the child's
development. The emphasis on variation is striking in Menn's

paper, which classifies variation into seven types and relates

these to possible developmental models, but it is evident also in
Menyuk's paper, which notes that "universality is confounded by
the particular data the child is confronted with." Similarly,
Kuhl, who is concerned with species-wide predispositions and even
predispositions shared with other species, examines the importance
of "selective auditory exposure" and concludes that in infants'
speech-sound category formation "their tendencies to attend to
particular acoustic dimensions [are] modified by exposure to a

particular language."

Another new trend is the reversal of earlier confidence that
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adult models of speech processing and linguists' phonological
theories are good bases for understanding child phonology. Current
research tends to claim that the contribution may often go in the
opposite direction, that developmental studies may help in under-
standing adult models and may offer a valuable corrective to
phonological theory. The models offered by Menyuk and Menn, al-
though different in approach, both illustrate this trend. Menyuk's
"outside-in" model is deliberately different from linguistic
segmentation and hierarchization and also suggests that current
adult models may be inadequate even for adults. Menn's two-
lexicon model with both non-automatic and automatic production
processing has implications, not much explored by her here, for

an adult model of phonology which would allow for more variation
than most theories.

Knowledge of infant speech perception is increasing rapidly,
as several research paradigms are followed (Morse 1974, Kuhl in
press). Knowledge of "pre-linguistic" speech production is like-
wise increasing (cf. Dore, et al. 1976, Stark 1978, Carter 1978).
Finally, both data-oriented and model-oriented studies of the
development of phonological structure are increasing (e.g. Fergu-
son and Farwell 1975, Kiparsky and Menn 1977).

Unfortunately, however, the conceptual gap between the infant
perception studies and the other studies seems to be widening.

The former are perception-oriented and elaborately experimental,
the latter are production-oriented and based on naturalistic
observations, typically of a small number of subjects or even a
single child. Ways must be found to study perception in pre-
school children and to connect the neo-nate studies with studies
of older children (cf. Strange and Broen, in press).
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ON THE VOWEL AND ITS NATURE, BETWEEN EIGHTEEN MONTHS AND FIVE YEARS accurately trace the development of vowel sounds from around eight-
John H. V. Gilbert, Phonetics Laboratory, Division of Audiology and een months to their adult values; in this we were superceded by the
Speech Sciences, University of British Columbia, Vancouver, Canada excellent work of Eguchi and Hirsch (1969) whose formant measures
for vowels over time are shown in Figure 2.
Introduction
For a number of years, we have been interested in the develop- A —
ment of vowels in children between eighteen months and approxi- ’ . e aves
® —-=— 7-8 YRS
mately five years of age (chronological age, CA), and have conduc- { /{ \ i M
ted a number of studies which have been directed toward questions WY : oot mme s 3-4 YRS
) , . : ] 0 —-— 7-8 YRS
in both production and perception. In this paper I shall ?ev1ew a 11-12 YRS, FEMALE
them, and some other studies which relate to the title, (Gilbert a-d). m—--—-13 YRS, FEMALE
0 iginal curiosity about the development of vowels was ® ———-- ADULT, FEMALE :
ur origin % o ADULT, MALE !

motivated largely by two factors; the first being that in 1967,
there was very little information relating to this particular as-

MEAN F, [kHz)

pect of phonological acquisition; the second being that the classic
paper of Peterson and Barney (1952) tantalizingly showed marked
differences in vowel formant measure between children and adults
without at any place in the paper stating how old the subjects were
who constituted their sample. The Peterson and Barney data showing
the differences between adult males and children are illustrated

in an F1/F2 plot shown in Figure 1.

MEAN F, (kHz)

Our interest in the development of vowels then developed into Figure 2. Mean formant frequencies for combined age groups

as shown in the key. Each point represents the ;
combination of Formant 1 and Formant 2 for each of :
the six vowels. The different symbols together

with the lines that join them represent the differ-

ent ages. The broken circles are drawn around all

points for a given vowel. (Eguchi and Hirsh, 1969).

There were, however, subsiduary questions relating to the problem
of the ontogeny of vowels, in particular, whether children of the
same chronological age but at different stages of physiological

ety @ 0, & Eratt a0

development, would demonstrate differences in vowel formant fre-

quencies because of their differences in growth. I will report ]
this information later.

The second principle question related to formant measures of
vowels produced by groups of children who were measureably differ-

ent in their linguistic development, since a great deal of space i

Figure 1. Frequency of second formant versus ‘ in the phonological literature has been (and continues to be) de- f
frequency of first fqrmant fSETVGGels voted to a discussion of how and in what sequence consonant sounds
323262lggsTigegningﬁ;égﬁ:?§ g?lzgl ' emerge. We felt that children at different stages in the acquisi- L
listeners (Peterson and Barney, 1952). tion process might give us some information relating to this ques- g':

three principle questions: the first was whether it was possible to tion, at least for vowels.
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A third, and last principle question, concerned the manner in
which vowel sounds are perceived by children when these sounds are
produced both by themselves and adults. Since vowels are perhaps
more easily acoustically measured than consonants in the output of
children, and since there appears to be more listener agreement on
their character, we considered this line of investigation was one
worth following.

Studies of Vowels

Because of their clear separation in the vowel quadrilateral,
our energies were directed chiefly to an examination of four vowels:
/i/ as in "heed", /2/ as in “had"; /o/ as in "hod", and /u/ as in
"who'd", produced by both children and adults, usually in an h-d
environment. Other studies reported in the literature have examined
a wider set than this. The choice of these vowels, however, allowed
us to compare our results with results from numerous studies conduc-
ted with adults, and in retrospect, to consider some issues, e.qg.
individual variation, as they apply to the emergence of vowels dur-
ing acquisition. Bearing in mind the problems of holding "mechan-
ical" (i.e. child) parameter constant, and the difficulties of min-
imizing measurement variation (see Kent, 1976, 1978 for details on
acoustic analyses of children's vowels), we hoped to view the vowel
system "settling down" across chronological age.

In an early paper, Okamura (1966) measured five vowels spoken
by 475 Japanese children and demonstrated that the formant fre-
guency construction of these vowels was quite different between
children and adults. A copy of his centre formant frequency measure-
ments is shown in Figure 3.

It will be seen that for all of these vowel sounds, the for-
mant frequency measurements appear to plateau around seven years
of age. When we came to compare our own data for four-year-old
English speaking children with that of Okamura, we found a fair
measure of agreement for formant two. Our measurements are shown
in Table 1.

Interestingly, the use of duration of vowels in emerging pho-
nology appears, at least in one report (Di Simoni, 1974), to fol-
low this development trend; by age six, durational differences
between vowels becoming stabilized in children's speech. This is-
sue is, however, confused and the reader is referred to a compre-
hensive account of factors in Greenlee (1978).

As mentioned earlier, one of our interests was to determine
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Figure 3. Formants and their standard deviations
{(Okamura, 1966)

wether differences in physiological age (whilst holding chronolog-
ical age constant) would, in fact,

. change the acoustic characte-
ristics of children's vowel sounds.

It did not appear sensible to
group children by CA for the purposes of examining vowel develop~
ment if, in fact, their physiological ages were markedly dissim-

ilar. The motivation for this observation was the assumption that

a difference in physiological age would mean a difference in vocal
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tract length and therefore a difference in characteristic vocal
tract resonances.
Table 1. Vowel productions: means and standard deviations,

in hertz for Fl and F2 measurements of control
and experimental groups (Gilbert, 1970).

Fl F2

Stand. Stand.

Vowel Mean dev. Mean dev.

/i/ Control 442 107 2510 99
Experimental 555 149 2613 67

/@®/ Control 917 183 1710 251
Experimental 859 130 1631 122

/a/ Control 693 112 1246 157
Experimental 727 113 1216 299

/u/ Control 539 166 1255 202
Experimental 533 115 1336 207

We found that both F1 and F2 naturally show a tendency to drop
with an increase in chronological age from fourteen to eightyfour
months, and that when subjects were reassigned to groups by Bone
Age (BA) (Harrison, et al. 1964) groupings, (BA being the physiolog-
ical measure which we used), the same pattern emerged. We found no
statistical difference between Ca and BA on our formant measures;
we thus concluded that grouping children by a measure of physio-
logical maturity (rather than CA) does not in the final analysis
alter results.

In retrospect, I am not sure that this was an appropriate con-
clusion to draw, based on the way in which we assigned children to
BA groupings. I suspect that it would have been more appropriate
to have taken both BA plus skeletal size, i.e. height and weight,
and then compared them with children af similar CA and intelli-
gence. We know from the work of Negus (1949) that the larynx de-
velops most rapidly between 3;0 and 5;0 CA and then increases in
size to maturity very slowly. This point should have been taken
into account. I am still not convinced that we have solved the
physiological age problem in our deliberations.

From a consideration of physiological age we then moved to a
slightly different view of the process, that is, would children at
different levels of linguistic development, but at the same CA ex-
hibit any significant differences in vowel production. Given that
children are the same height and weight our assumption would be
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one of no difference, since we would expect that whatever emerged

from the vocal tract would be of the same order, regardless of
whether or not each child's linguistic abilities were different.
We recorded children at 4;0 CA divided into groups on the basis of
normal and late language usage. Although there were no differences
between these groups in terms of mean formant two measurements,
when we played tokens produced by the late language users to adult L
listeners for identification, the adults were definitely confused ‘

in their perception, a result which we had certainly not antici-

pated.

We interpreted this discrepancy as an indication that children
who are at a less mature stage of linguistic development are doing
"something" to the vowels which cannot be accounted for on an a-
coustic basis. A thorough examination of the acoustical similari-
ties and dissimilarities between normally developing children and
language delayed children is necessary before we can make any fur-
ther judgements. It may well be that the dynamic acoustic infor-
mation distributed over the temporal course of the syllable, is
affecting listener judgement differently in each case.

The last question to which we addressed ourselves involved
the perception of vowels. In 1967, Menyuk reported an experiment
in which she showed that the phoneme boundaries for a set of vowels
in consonantal context were the same for six children between 5;0
and 10;0 as they were for adult listners. We found in our experi-
ments that children at 4;0 have no difficulty in discriminating
four broadly spaced vowel tokens spoken by themselves and by adults,
when these are presented to them in an h-d context. We also found
that, when children at this age are asked to produce vowel sounds
in an h-d context (in response to the same vowels in h-d context ;
spoken by adults and child speakers other than themselves), there
is virtually no difference between FO and F2 in their tokens, and
the tokens of the speakers whom they are imitating.

Lieberman (1978) and his associates at Brown University have
data which shows a gradual and ,consistent improvement in the chil-
dren's productions of vowels of English from the early stages of
babbling through to 3;0; an age at which the children are using
meaningful sentences and conversing with the experimenters. Lieber-

man's data is very robust, and certainly corroborates our own no-

tions about vowel development.
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Conclusion

The question of the acoustical development of vowel sounds
appears to be reasonably well answered by now. That is, one sees
an increasing trend over the first six years towards the adult
form in terms of fundamental frequency, F2 and F3. The plateauing
between 6;0 and 8;0 is undoubtedly related to the fact that the
vocal tract at this time is approaching its adult measurement,
The question of the child's perception of vowel sounds appears
more equivocal. Since perception will have to be accounted for by
correct usage in production, we will need further experiments of
the kind recently reported by Greenlee (1978) before any defini-
tive statements can be made. The same reservation is also true
for adult listeners' perceptions of child talkers. There appears
to be minimal evidence that children attempt to mimic the acoustic
characteristics of the adult speech that they hear, although we do
know from Garnica (1974) that at least the mother is adjusting the
acoustic characteristics of her utterances to the child. Why is it
then that children's vowel utterances are so clearly delineable at
a relatively early age? As discussed by Verbrugge et al. (1976)
normalization does not appear to be a satisfactory answer.
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THE CONTROL OF TIMING IN CHILDREN'S SPEECH

Sarah Hawkins, Dental Research Center, University of North
carolina, Chapel Hill, NC 27514, U.S.A.

It is generally acknowledged that temporal and prosodic
variables significantly affect speech intelligibility. For exam-
ple, adult listeners derive considerable information about the
syntax and stress pattern of sentences, when segmental cues are
either distorted by spectral rotation or absent because the
sentence is hummed. The role of prosody in defining syntactic
boundaries has been demonstrated with stylised synthetic intona-
tion contours and with prosody pitted against syntax in cross-
spliced sentences. The duration alone of both phonemes and
larger units can be crucial to speech intelligibility. Addition-
ally, adults appear to be particularly sensitive to the rhythmic
onset of stressed syllables, both when listening to speech and
when tapping to the rhythm of their own speech. The listener
appears to anticipate when stresses will occur and focuses atten-
tion at these times. (Documentation of the above points may be
found in papers for the other Symposia of this Congress and in
Cohen and Nooteboom (1975).) This integrative and predictive
role of prosodic cues figures prominently in recent models of
speech perception. For example, Pisoni and Sawusch (1975) sug-
gest prosodic cues may form an interface between low-level seg-
mental information and higher levels of syntax and meaning.
Martin (1972) has elaborated the notion of the predictive role of
rhythm in speech perception, pointing out that efficient percep-
tual strategies such as attention-cycling between input and out-
put can be facilitated when the signal need not be mopitored con-
tinuously.

What relevance have these observations about adult speech to
children's perception and production of speech? Although the
adult listener may be assumed to attend only minimally to much of
the acoustic signal, this cannot be assumed for the child. The
young child lacks the linguistic and nonlinguistic experience that
would allow him/her to "fill in" a large proportion of the message
on the basis of knowledge shared with the speaker. Our sparse
knowledge of children's perceptual abilities supports this dis-
tinction between adults' and children's perception of speech. For
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example, although infants of less than 16 weeks can discriminate
between stimuli differing in some durational aspects, such as VOT
(e.g. Eimas et al., 1971) and syllable duration (Spring and Dale,
1977), children as old as 4-6 years do not necessarily use these

durational cues in the same way as adults (Zlatin and Koenigsknecht,
1975; Simon and Fourcin, 1978; Higgs and Hodson, 1978). We know
more about children's speech production than their perception; the
last 5 or 6 years have provided data on children's timing in
phrases, words, syllables (Hawkins and Allen, 1978), segments, and
subsegmentals such as VOT (for additional references see below).
Many of these studies have demonstrated that while some aspects of
children's speech timing resemble those of adult speech from quite
an early age, (about 2-4 years), other aspects do not mature until
much later (up to about 9-11 years).

The question becomes when and why there are differences be-
tween adults and children. Do timing rules appear in children's
speech simply as a consequence of increasing neuromuscular coor-
dination, and only gradually come to serve a perceptual function?
Or does the child learn the perceptual function of such cues and
attempt to produce them in his/her own speech? 1In the latter
case the age when adult timing relationships appear would depend
partly on neuromuscular abilities and partly upon the age when
their perceptual function is recognised.

This paper discusses ways in which we might distinguish be-
tween the above possibilities, using data from children's speech
production. The aim is to provide a conceptual framework that ;
will be useful in thinking about children's timing control, as a i
first step towards formulating a theory of the development of
speech timing.

I begin from the position that the child's perception of
speech neither is essentially mature before s/he begins to speak !
(cf. Smith, 1973), nor develops concurrently with production (cf. ‘
Waterson, 1970, 1971a,b). Rather, I shall assume that while the
young speaker perceives some parts of the speech signal quite
maturely, s/he perceives other parts only as unanalysed 'noise'.
This view is similar to that of Ingram (1974), except that I
assume that the position of the 'noise' may not be fixed in the

signal in a segment-by-segment manner. The approach is polysys-
temic: the child's systems of perception and production both may
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be described in terms of quasi-independent subsystems, any or all
of which may be in a state of considerable flux at a given time.

I assume also that processes manifested in the child's speech
will appear in adult speech and most (but perhaps not all) pro-
cesses of adult speech will appear in child speech. What distin-
guishes the two is the domain of influence of each process. Thus
in adult speech we may find evidence for both hierarchically inte-
grated "comb" models and sequentially ordered "chain" models of
timing (Bernstein, 1967; Kozhevnikov and Chistovich, 1965; Ohala,
1975). Phonemes may be integrated into syllables, for example,
consistent with the "comb" model, while the timing of successive

higher units may be relatively independent of each other, consis-
tent with a "chain" model. In the young child's speech, such
integration implying a "comb" model may not be evident at the syl-
labic level, but similar integration may occur with less complex
units. This reasoning suggests that the child's task in learning
to speak fluently is not so much that of learning new routines as
of applying similar routines to increasingly more complex domains,
thereby integrating the elements of these domains into functional
units (c.f. Turvey's (1977) action plans). During this learning,
the role played by different processes may change. Auditory feed-
back in children's speech, for example, appears to have a quali-
tatively different effect than in adults' speech (e.g. Fry, 1966;
MacKay, 1967).

Bearing the above assumptions in mind, let us consider some
of the different factors that are likely to affect the speech
learning process, together with examples of evidence for their
existence within speech timing. Three such factors will be distin-
guished of which only the second and third are mutually exclusive:
(1) processes common to all motor skill development; (2) temporal
distinctions that serve as primary perceptual cues; and (3) tem-
poral regularities that do not function as primary perceptual cues.

Processes common to all motor skill development will apply to

all aspects of speech development; examples are slower and more
variable performance. These phenomena have been demonstrated for
speech in many studies and at many levels of analysis from the
phrase to the segment (e.g. Eguchi and Hirsh, 1969; DiSimoni,
1974a,b; Tingley and Allen, 1975; Kent and Forner, 1977; Keating
and Kubaska, 1978; Smith, 1978; Hawkins, in press). It could be
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argued that slower durations occur because the child possesses an
articulation-dominant system, whereas the (English-speaking) adult
uses a timing-dominant system (cf. Ohala, 1970). Nevertheless,
the basis of such articulation-dominance is plausibly immature
neuromuscular coordination, requiring more time to achieve ade-
quate articulatory targets. Where a phonological length distinc-
tion occurs, the child seems to learn to shorten rather than
lengthen articulatory units to produce it. This has been suggest-
ed for example for the effect of position-in-utterance on word
duration (Keating and Kubaska, 1978), for the developmént of un-
stressed syllable production (Allen and Hawkins, in press), and

in older children for the effect of clustering on consonant dura-
tion (Gilbert and Purves, 1977; Hawkins, in press).

Even in such apparently simple cases as longer duration, a
single effect may have more than one underlying cause. For exam-
ple, measuring /b, d, t/ durations in simple environments, Smith
(1978) observed that /t/ was 40% longer in the speech of 2 and 4
year olds than might be expected just on the basis of estimates
of the degree of durational increase due to neuromotor immaturity.
Smith suggested 3 possible causes for this, any or all of which
may have contributed to the observed effect: (i) an effort to
increase perceptual differences between /t/ and /d/, (ii) greater
complexity of the tongue tip innervation required for /t/ than
/d4/, and (iii) greater complexity of laryngeal adjustments for
voiceless stops over voiced ones.

Temporal distinctions that serve as primary perceptual cues

are likely to be detected by the child relatively early as long

as they do not signal, for example, syntactic or semantic distinc-
tions beyond the child's comprehension. Hence they should appear
in the child's speech in an order reflecting the complexity of the
neuromotor coordination required. I shall discuss two examples:
phonemically conditioned vowel duration, and voice onset time (VOT)
in stops.

Vowel duration functions in English as a primary perceptual
cue to the voicing of following consonants, with longer vowels
preceding voiced consonants. There is some evidence that this is
a distinction that occurs naturally and has been exaggerated in
some languages, such as English (Lisker, 1974). Such evidence
would suggest that the child might learn to produce the mature
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voiced-voiceless ratios relatively early. Naeser (1970) found
they were present by 21 months of age and in fact preceded control
of the voicing feature that governs the distinction in adult
speech.

The development of VOT control in stops nicely illustrates
the following points: (i) perception and production do not always
develop hand in hand, and (ii) a phonemic distinction that may be
legitimately regarded as lying along a single phonological dimen-
sion should not necessarily be treated as two extremes of a uni-
tary process in a theory of speech development. The development
of the voicing contrast in English has been studied longitudinally
(e.g. Kewley-Port and Preston, 1974; Macken and Barton, 1978) and
cross-sectionally (e.g. Menyuk and Klatt, 1975; Zlatin and
Koenigsknecht, 1976; Gilbert, 1977). It has been consistently
found that children make a distinction between short-lag (voiced)
and long-lag (voiceless) stops fairly early (around 2 years), but
at this stage only the short-lag distribution resembles the adult
form. It is not until much later (around 6 years or more) that
the long-lag VOT distribution resembles that of the adults. The
difference in age of mastery of the two VOT categories is commonly
accepted as being due to differences in the neuromuscular coordi-
nation required: short-lag stops allow considerable variability
in the coordination of laryngeal and oral activity, whereas long-
lag stops require rather precise coordination.

Temporal regularities that do not function as primary percep-

tual cues, especially those that appear to provide no perceptual
information, would be expected to be acquired as the child's
action plans (articulatory programs) become more sophisticated.

An example is the reduction of the duration of consonants in
clusters. Although many of the durational differences between
clustered and unclustered consonants are perceptible, they may not
serve a perceptual function (Klatt, 1976). The age when children
produce these durational modifications varies according to the
type of cluster, but the last ones are probably not mastered until
9-11 years (Gilbert and Purves, 1977; Hawkins, in press). This

is later than many of the temporal phenomena discussed above.
Hawkins (in press, in preparation) discusses evidence from these
data suggesting that many clusters undergo considerable reorgani-
sation as complex units, rather than there being simply durational
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reduction of each segment. Intermediate stages may involve uneven i

rates of development and durational changes in the opposite direc-

tion from that finally required. These observations, together
with the late attainment of mature durational relationships, are

consistent with the development of increasingly sophisticated

motor action plans by the integration of subroutines.

This paper has discussed some of the considerations that
should be included in a theory of the development of speech timing
within a polysystemic, parallel processing approach. It suggests
that adults and children will differ in speech production process-
es not so much in the nature of those processes as in their rela-
tive importance and their domain of influence. The child's
'system' cannot be regarded as static at any time, but rather as
reflecting the effects of several continually changing systems
that replace each other during development. Changes in one sub-
system may affect others, producing either progression or tempo-
rary regression. Furthermore, a given phenomenon observed in
development may have several causes, whose effects may all work
in the same direction or in conflicting directions. Consistent
with these points, the development of speech timing may be use-
fully considered in the contexts of maturing neuromuscular coor-
dination and the perceptual cueing function of timing rules.
Neuromuscular immaturity influences patterns of production both
across-the-board and in specific contexts. It is reasonable to
expect timing rules that are primary perceptual cues to be imple-
mented earlier than those that are not, assuming both that the
degree of neuromuscular complexity is constant and that the child
perceives the distinction as linguistically relevant.
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CROSS-LINGUISTIC EVIDENCE ON THE EXTENT AND LIMIT OF INDIVIDUAL
VARIATION IN PHONOLOGICAL DEVELOPMENT

David Ingram, University of British Columbia, Vancouver, B.C.,
Canada
Let me begin by describing four types of variation that could

occur during children's phonological development:
1 intra-child variation: the production of different phonetic

forms for the same word, Or the inconsistent use of a particular
phonological process across words by an individual child;
2 inter—-child variation: the production of different phonetic

forms or different phonological processes by different children

at a comparable stage of development;
3 intra-language variation: the occurrence of different develop-

mental stages or patterns by children learning the same language;
4. inter-language variation: the existence of phonological pro-
cesses for all children learning a particular sound pattern in

one language distinct from those used by all children learning a

similar pattern in another language.

We need to determine, first, do all four possibilities actually
occur in development? and second, what is the extent and limits

of each? Here I will briefly demonstrate that the first three
exist, and then comment on what it means to look for inter-language
variation.

Intra-child variation, or the use of varying phonetic forms
by the same child has been noted for a long time in phonological
diaries. Recently, investigators have attempted to document and
explain this occurrence. A succinct and plausible description of
what may be occurring is expressed in Klein (1977, 159): "It ap-
pears then, that the amount of variation in a child's productions
may be a function of the type and variety of processes a child has
available and applies in modifying words as he/she attempts to
say them".

The existence of inter-child variation is also well-documented.
Children learning the same words and sounds at comparable periods
of development will often show varying ways to produce them, seem-
ingly due to preferences for particular sounds or syllabic shapes,
e.g. Priestley (1977). Klein (1977) has dealt with one such pat-
tern at length, that of a preference for reducing syllables versus
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one for syllable expansion as in reduplication. Ferguson, in
several papers, has referred to such alternatives as individual
strategies and suggests that the extent of variation may be quite
great. For example, Ferguson and Farwell (1975, 437) in a study
on the phonological development of three children during the first
50 words conclude: "each of the three children is exhibiting a

unique path of development, with its individual strategies and pref-

erences and an idiosyncratic lexicon".

The occurrence of inter-child variation at any stage implies
the existence of intra-language variation, i.e. different develop-
mental stages or paths. Elsewhere, however, (Ingram 1974b, 1978)

I have argued that one needs to be cautijious about claims of wide-
spread variation and alternative stages. Even though variation in
the production of specific words and the use of phonological pro-
cesses may occur, a broader view may indicate that this variation
is simply part of a more general pattern. Regarding phonological
processes, I suggest that children may follow them in varying de-
grees (Ingram, 1974b). For variations that result from preference
for certain sounds, it may also be that more similar or general
patterns are discernible once sound classes are observed (Ingram,
1978) .

So far, little research has been done on inter-language varia-
tion, with the prevailing position being that most cross-linguistic
data will be similar to intra-language findings. In my earlier
study of general phonological processes (Ingram, 1974a), I observed
that these tended to occur with children acquiring different lan-
guages, a point also made in regard to the less obvious process of
Fronting (Ingram, 1974b). While these claims deal with aspects of
development shared by children, similar ones can be found for vari-
ations between children. In Ingram et al. (to appear), we studied
the acquisition of English word-initial fricatives and affricates
across 73 children, determining their individual preferences.

Most generally, one could say that when preferences occurred, they
were for either labial, alveolar, or palatal productions. This
three-way possibility was also observed in Ingram (in press) for
three French children, Elie-Paul (Vinson, 1915), Fernande (Roussey,
1899-1900), and Suzanne (Deville, 1890-91) as found in their sub-~-
stitution summarized in table 1.
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Table 1

Substitution patterns for French frica-
tives by three French-learning children

Adult Sound Substitutions

Elie-Paul (1;11) Fernande (2;4) Suzanne (1;11)

/£/ - s £
/v/ - s v
/s/ ) s s (t)
/z/ I - z
v ! s s
/3/ [ s 3

Is there, then, inter-language variation, i.e. the existence
of distinct phonological processes for learners of one language
that do not occur for learners of another language? To begin,
there are two simplistic extremes that reduce the issue to a triv-
ial one. On the one side, we can say that children are all geneti-
cally prepared to learn language, and consequently all have the same
processing mechanisms available. In this case, no inter-language
variation is possible, for it may simply be that the proper circum-
stances for a particular process do not apply. For example, a
child will not show simplification of consonant clusters in learning
a language that does not have them. The other situation is to say
that all languages are phonologically different, so that of course
children will show differences across languages because there are
distinct phonetic inventories and phonological patterns to be
learned.

There is, however, a middle ground between these two where
variation may be viewed in a non-trivial fashion. This is where
there are cases when two languages appear to present children with
similar phonological patterns, but children do not deal with them
in the same way. A closer analysis should provide insight into
the multiple conditions that occur in a particular language which
lead to different learning patterns across languages.

Let me provide two examples of such patterns. In English,
there is a common process of velar assimilation where an alveolar

consonant will assimilate to a following stop if it is velar, e.g.
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Jennika 1;7 duck [gak]; 2;2 tickle [gigu]. This occurs in both
CVCs where the sounds are within a syllable, and in CVCV words
where the assimilating sounds cross a syllable boundary. I have
examined extensive data from the three French children mentioned
above and have not found instances of this process. Possible ex-
planations are that potential instances are rare, and that the dif-
ferent timing pattern of Frénch inhibits its occurrence. None-
theless, one can locate places where it could occur, given our
current understanding of the process.

A second example concerns a process that all three French
children show quite widely, but which is not found in English learn-
ing children with any freguency. This is the process of consonant
denasalization where a nasal consonant will denasalize in harmony
with a nonnasal obstruent, e.g. Fernande mange ‘eat' [ba]]; menton
‘chin' [ba:to:]; marcher 'walk' [base]. Table 2 presents data in-
dicating how dominant the pattern is for the three French children
under discussion.

Table 2

Proportion of occurrence of denasalization
for three French children at varying ages

age Suzanne age Fernande age Elie~Paul
1;0-1;7 00 (0/1) 1;4-1;9 1.00 (5/5) 2;1 .50 (2/4)
1;8 .67 (4/6) 1;10-2;0 .83 (5/6) 2;2-2;5 1.00 (7/7)
1;9 .67 (6/9) 2;1-2;3 1.00 (8/8) 2;6-3;0 .25 (2/8)
1;10 .50 (6/12) 2;4~2;7 +25 (1/5)

1;11 .43 (6/14) 2;8-2;10 00 (0/7)

2;0 .19 (3/16)

Like the previous example, one can cite some factors that might
contribute to its nonoccurrence in English, but potential cases
do arise.

Data like these suggest that inter~language variation occurs,
and that we need to seek more instances of it. Once more are found,
they should show that phonological acquisition is the complex inter-
action of several conditions in the adult language, and that phono-
logical processes will need to be described in much more detail
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than exists to date. Also, they indicate that the study of acqui-
sition in only one language may yield a restrictive, and possibly
misleading, view of the language learning process.
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THE ACQUISITION OF CHINESE PHONOLOGY IN RELATION TO JAKOBSON'S
LAWS OF IRREVERSIBLE SOLIDARITY

Heng-hsiung Jeng, National Taiwan University, Taipei,
Republic of China

I. Introduction

This paper attempts to find out whether the laws of irrevers-
ible solidarity as proposed by Jakobson (1968; 1971) also apply
to the acquisition of Chinese phonology by two Chinese children.

Chinese here refers to the Mandarin Chinese as spoken in Tai-
wan, Republic of China, today. This variety of Mandarin Chinese is
different from the standard Mandarin in that the former generally
does not have the retroflex affricates /tg/, /tgh/, and the retro-
flex fricative /g/ that can be found in the latter. As far as tones
and other segmental phonemes are concerned, they are essentially
the same.

The subjects are my first son Jeng Wei, born on October 15,
1969, and my second son Jeng Hung, born on June 5, 1975. The data
selected for this study are those of my first son recorded between
the age of 2 months when babbling started and the age of 20 months
when I left for the U.S. and stopped recording, and those of my
second son recorded between the age of 15 months when he began to
utter the first words and the age of 31 months when he had more or
less mastered Chinese phonology. All these data were recorded by
the author, mainly in phonetic transcription and occasionally with
a tape recorder. My first son's data were mainly used for the dis-
cussion of the acquisition of tones, and the second son's data for
the discussion of the acquisition of segmental phonemes.

My wife's native Chinese dialect is Hakka, and my native Chi-
nese dialect is the South Min dialect spoken in Taipei. Most of
the time we converse in the variety of Mandarin Chinese spoken in
Taiwan as characterized above. Only when my wife's relatives or
mine come to visit us is Hakka or South Min heard more often. So
my sons generally live in the native-speaking environment of Man-
darin Chinese, with only occasional exposure to Hakka and South Min.
II. Acquisition of Chinese Phonology

A. Tones
It has been observed by Jakobson (1968, 21-22) and Lenneberg
(1964, 119) that babbling is not directly related to the acquisi-
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tion of speech sounds. However, they did not touch upon the acqui-
sition of tones in a tone language.

Chao (1951) noted that most Chinese children acquire tones
quite early, except some tone sandhi phenomena. Li and Thompson
(1976) and Li (1978) also observed that the acquisition of tones
by a Chinese child precedes the acquisition of segmental phonemes.
Weir (1966, 156) even pointed out that a Chinese baby at about six
months, that is, during its babbling stage, had already much tonal
variation over individual vowels, while the Russian and American
babies at about the same age seldom showed such variation.

The written records of my first son's babbling show that he
had tonal variation over individual vowels or syllables at a very
early age: [&,] (2 months); [e/€] (3 months); [¥N] (3 months);
[kuelkue] (3 months). And at 4 months, in response to my utter-
ance [a a73a], he produced a similar tonal variation over the same
vowels. The above examples show that at the very early stage of
babbling, he not only could produce vowels and syllables with dif-
ferent tones, but also link such production to the perception of
tones.

This evidence supports Chao's (1951), Li and Thompson's (1976)
and Li's (1978) observations that tones are acquired quite early
by Chinese children. With such ability to perceive and produce
tones transferred from the babbling stage, a Chinese child usually
sets out to acquire his first Chinese words with practically cor-
rect tones. My first son, at 11 months, uttered his first word
[Eipﬁ] correctly with a falling tone followed by a neutral tone.
At one year, he produced the word [paw] 'to mix milk powder with
water' correctly with the falling tone even though the aspirated
voiceless bilabial stop /ph/ was incorrectly pronounced as its
unaspirated counterpart. At 15 months, he could recognize the
difference between [giegie] 'shoes' and [giegie] 'thanks', [xua]
'flower' and [XQSJ 'painting' hecause of their.different tone
patterns, even though he could not produce them yet. My second
son at 16 months, about one month after the utterance of his first
word, produced a minimal pair with tones as the distinctive ele-
ments: [pawpaw] 'bread; food' and [pawpaw] 'hold in arms'.

Mandarin Chinese has four tones\énaJone neutral tone, which
occurs only in an unstressed syllable. Besides the above mentioned
high level tone [T1] (55), namely the first tone, in such a word
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as [xg%] ‘flower', falling tone [ ] (51), namely the fourth tone,
in such a word as [xua] 'painting', and neutral tone [ * ] in the
second syllable of the word [pspﬁ] '‘father', there are the rising
tone [ -1] (35), namely the second tone, and the falling-rising tone
[ 1] (214), namely the third tone, which is realized as [ 1] (35)
when it occurs immediately before another third tone and normally
realized as [ J] (21) elsewhere. Both my first and second sons
acquired the second and third tones more or less simultaneously

and without much difficulty: my first son had been able to produce
the second-tone words [mai] 'buy', [niu] ‘'cow', and the third-tone
words [tei] 'self' in [tsi tgi lai] 'by oneself', [tshi] 'rise' in
[tghi lai] 'get up' by the aéé of 19.5 months; my second son ut-—
teréé tﬂg second-tone words [t¢ig2] 'money' at 17.5 months, [nai]
'come' at 18.5 months, and the third-tone words [Ei kg%] 'open'

at 16.5 months, [gﬂ ps] 'urinate' at 17 months. However, they
occasionally mispronounced some second-tone words as third-tone
words and vice versa, and this supports the view of Li and Thompson
(1976, 189) concerning such occasional confusion.

As for tone sandhi phenomena, the data of my second son, con-
trary to Chao's (1951) observations, show that he generally had no
problem with them. And this also supports the view of Li and
Thompson (1976, 189) that "tone sandhi rules are learned, with in-
frequent errors”. For example, the third-tone word /uo/ 'I' before
another third-tone word was correctly changed to the second tone
in the expression [uo ie iau t§% tqz] 'I also want to go out'
uttered at 21.5 months, while before a neutral-tone word, it was
correctly realized as [uo] in the expression [uo t¥] 'mine', ut-
tered at 21.5 months. And the fourth-tone word /pg/ 'not' before
another fourth-tone word was correctly changed to the second tone
in the expression [g% tsqi] '‘absent' uttered at 24 months, but be-
fore a third-tone word, it remained unchanged in the expression
[35 iﬁ xq§$] 'don't like' uttered at 22.5 months.

Therefore, Chinese tones, unlike segmental phonemes which have
to evolve slowly step by step, are perhaps acquired by a Chinese
child during babbling before the utterance of the first word and
assigned immediately to the first words acquired.

But why are tones acquired before segmental phonemes? Perhaps
the answer may be found in the lateralization of the human brain.
Fromkin and Rodman (1974, 312) state that after lateralization,
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the right brain is specialized in pattern-matching and the left
brain in analytical thinking. Probably that is why such discrete
linguistic elements as segmental phonemes can be acquired by the
left brain after lateralization, which takes place around the age
of one, and before lateralization, when both sides of the brain
are still symmetrical, only suprasegmental patterns such as tones
can be acquired.

B. Consonants and Vowels

My second son's acquisition of Chinese segmental phonemes may
be divided into two stages: i. minimal phonological system; ii.
fully developed phonological system, which is almost identical with
an adult Mandarin speaker's phonology.

The minimal phonological system consists of four stops, /p/,
which has two allophones [m] and [b] as free variants, /t/, /k/,
and /ts/, which has an allophone [tg] occurring before /i/, and
four vowels, /a/, /aw/, /i/, and /e/. All these segmental phonemes
were acquired within 44 days, between September 25 and November 8,
1976. And the words uttered within this period are as follows:

(9/25) % [pap%] ‘people'; (9/26) [kq?k%w] ‘older brother',

[ie tei]~ [;3 tg%] ‘eyes'; (10/4) [a tgitgi] 'dirty'; (10/12)

[pgjpaw] ‘bread; food'; (10/18) [pa ng] 'hold in arms';

(10/19) [ts%tsgl 'dirty'; (10/26) [ta kai] 'open', [t:t%]

tcandy', [te ta] 'fall down', [mapa]~[baba]~[papa] 'people';

(10/28) [piapia] 'don't want'; (10/29) [p%?p%] ‘car'; (11/2)

[B%] 'flower’z; (11/7) [tiﬁ] '‘drop'; (11/8) [gi 93] 'urinate’.

Beyond this stage of minimal phonological system, nasals,
aspirated stops, fricatives except /£f/, and the retroflex liquid
/r/ emerged almost simultaneously although they became stable at
different times. The lateral liquid /1/ appeared later sthan all
these sounds, and /f/ was the last sound to appear. The following
table shows when these consonants first emerged and when they be-
came stable. The first number under each consonant indicates the
age (in months) when it emerged, and the second number the age when

(1) Hereafter, the Arabic numeral before a slash indicates the
month and the Arabic numeral after it indicates the day of
the month.

(2) This voiced bilabial fricative [B], which evolved into /x/
later on, does not fit into the minimal phonological system
proposed here.
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it became stable.

Table 1

Emergence and stabilization of further consonants
in the fully developed phonological system

T

Emer. 19 21.5 17 20 17| 17 19 17 29 | 18| 18 | 20.5

22 17§ 23 22.5: 17 29 | 18| 18 | 20.5

Stabi.; 22.5 22.5 22

The vowels that emerged in the fully developed phonological
system are /u/, /y/. /%/, and /o/, which has the allophone [¥]
when occurring after a nonlabial sound or occurring as a word-ini-
tial vowel. Once these vowels were acquired, they were very stable
afterwards, except /y/, which at one time lapsed into [i¥] for the
word "fish", whose proper pronunciation is [y]. The ages when
these vowels appeared are given in the following table.

Table 2

Emergence of further vowels in the fully developed
phonological system

u S y (o] k-1

Emer. 17.5 20.5 19.5 18 20

The division of Jeng Hung's phonological development into the
minimal phonological system and the fully developed phonological
system may appear to be rather arbitrary. However, because of the
simple distinctive features involved in the minimal phonological
system and the complex distinctive features involved in the fully
developed phonological system, the division is not without justi-
fication: in the minimal system, each of the consonants has only
two distinctive features, that is, [+stop] and point of articula-
tion, and each of the vowels is distinguished from the other vowels
by two features, [thigh] and [tlow], except /aw/, which has an
additional feature of [+labialized]; in the fully developed system,

after the age of 17 months, more consonants are distinguished by
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more complex manner features such as [ taspirated], [#nasal],
[+fricative], [*liquid], and [fretroflex] even though their points
of articulation remain more or less the same as those of the stops
in the minimal system, and vowels are further distinguished by
[ tback] and [*round].
III. Jakobson's Laws of Irreversible Solidarity

Jakobson (1968; 1971) set forth the laws of irreversible
solidarity to account for the chronology of the acquisition of
speech sounds by children, sound changes, and loss of speech sounds
by aphasics. Now the acquisition of Chinese phonology by my sons
Jeng Wei and Jeng Hung will be discussed in the light of his laws.

1) Jakobson did not touch upon the acquisition of tones in
tone languages. According to Li and Thompson (1976) and Li (1978),
the acquisition of tones precedes the acquisition of segmental
phonemes. The discussion in II.A further points out that babbling
has an important bearing on the acquisition of tones.

2) In the minimal phonological system of Jeng Hung, the vowels
/i/, /e/, and /a/ form a vertical split as Jakobson predicted, but
the labialized vowel /aw/, which developed into the diphthong /au/
at 17.5 months, does not fit neatly into the pattern, and the con-
sonants /p/, /t/, /k/, and /ts/ deviate from his laws of first and
second consonantal split.

3) The early appearance of /k/ in Jeng Hung's minimal phono-
logical system and /kh/ and /x/ in his fully developed phonological
system forms a counterexample to Jakobson's law that back consonants
presuppose front consonants.

4) Jakobson's law that back rounded vowels presuppose their
corresponding front unrounded vowels is supported by Jeng Hung's
early acquisition of /i/ and /e/ and late acquisition of /u/ and
/o/. So is his law that /y/ presupposes /i/ and /u/.

'5) The almost simultaneous appearance of the aspirated stops,
nasals, fricatives except /f/, and the retroflex liquid /r/ cannot
be accounted for by Jakobson's laws. One tentative explanation
proposed here is that these aspirated stops, nasals, and fricatives
except /f/, being identical with their corresponding unaspirated
stops in the minimal phonological system with respect to points of
articulation, are developed simultaneously on the basis of adding
to the existent unaspirated stops one more distinctive feature
from the different manners of articulation such as [+aspirated],
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[+nasal], and [+fricative]. The late acquisition of /f/, in the
light of this explanation, may be due to the fact that its point of
articulation is different from any of the unaspirated stops in the
minimal phonological system, hence the substitution of /f/ by the
voiceless bilabial fricative [#] in the words [% du] 'clothes'
and [®ei tgi] 'aeroplane'. As for the simultaneous acquisition of
/r/ with aspirated stops, nasals, and fricatives except /f/, one
possible explanation is that the additional distinctive feature of
[+retroflex] is combined with the negative values of these manners
of articulation as a clear-cut opposition.

6) Jakobson (1968) pointed out that the second licuid is one
of the last sounds acquired by the child. The late acquisition of
/1/ by Jeng Hung at 20.5 months, only before /f/, the last sound
acquired, supports his view.
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PREDISPOSITIONS FOR THE PERCEPTION OF SPEECH BY HUMAN INFANTS
Patricia K. Kuhl, Department of Speech and Hearing Sciences,
Child Development and Mental Retardation Center, University of
Washington, Seattle, WA. 98195.

The development of speech production and perception in the
human infant shares certain themes with the acquisition of com-
municative repertoires in animal species. Among those themes is
the notion that infants of a species demonstrate predispositions
for the perception of communicatively relevant acoustic signals.
While the animal literature provides examples in which innate
predispositions are in evidence, a growing body of literature on
the complex role of "normal" experience, and the effects of se-
lective auditory exposure, in maintaining, facilitating, and in-
ducing such behavior is accruing, leading to the hypothesis that
infants are predisposed toward fairly simple acoustic features
and develop the perception of "configurational" models only with
experience. Two approaches to examining the role of experience
in the perception of speech by human infants are discussed.
Converging Themes in Developmental Neurobiology

At the end of the first decade of research on the perception
of speech by young infants, the list of published experiments is
long and the speech features that have been examined is extensive

(see Kuhl, In Press, for review). The common theme running
through this work is the examination of potential auditory per-
ceptual predispositions that human infants bring to the task of
learning language - predispositions that would direct the infant
toward the acoustic features that are particularly relevant to
the perception of speech, such as those acoustic features which
signal the segmental and nonsegmental elements of the language.
The notion that members of a species may be perceptually

predisposed to attend to, resolve more precisely, respond to, or
to otherwise treat differently, visual and auditory signals that
are relevant to their survival is an old theme in the literature
on communicative behavior in animals and humans (Lorenz, 1965).
Many attribute stimulus prepotencies to species-specific neural
mechanisms that have evolved specially for that purpose and per-
ceptual predispositions that are innately determined. The evi-
dence for such mechanisms is both behavioral and physiological
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and largely stems from work on animal communication (see Schneich,
1977, for a review of neurophysiological data and Gottlieb, 1976a,
for a review of behavioral data).

The discovery in behavioral and physiological experiments
that communicatively relevant stimuli enjoy special status for the
adult perceiver naturally raises questions about the development
of these behaviors in infants of the species. While the early
theorists (Lorenz, 1965; Tinbergen, 1951) stressed the "instinc-
tiveness" of certain behaviors and underplayed the role of ex-
perience, "learning" in the classical sense, or maturation in
the development of complex behavior, more recent theorists
(Gottlieb, 1976a) have stressed the complex role that experience
plays and the variety of different ways experience affects the
organism (Gottlieb, 1976b).

Recent physiological evidence suggests that sensory input
during early development has an effect on central neural mech-
anisms, particularly in the visual system; the responsiveness of
units in the visual cortex of adults is biased by distorting or
denying early "normal" visual experience, or by selective visual
exposure. This physiological "plasticity" in the visual system
can be species-specific and evidence for "critical periods"
exists (see Daniels and Pettigrew, 1976, for review).

The effects of selective auditory exposure are less well
known. Silverman and Clopton (1977) and Clopton and Silverman
(1977) noted substantial losses in binaural interaction at the
inferior colliculus in rat after early monaural deprivation.
Clopton and Silverman (1978) demonstrated changes in the latency
and duration of neural responses to clicks at the level of the
inferior colliculus in rat after early auditory deprivation.
Clopton and Winfield (1976) further demonstrated using the rat
that exposure during the first four months of life to patterned
sound (upward tone sweeps, downward tone sweeps, Or noise bursts)
increases the response of units in the inferior colliculus to
that pattern relative to a similar but inexperienced pattern. No
effects of selective exposure were found in an adult population
of rats.

Perhaps the best examples from the animal literature on the

interactions between innate predispositions and experience are
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to be found in the growing literature on song learning in the
Passerine bird (Marler, 1973). Certain songbirds must hear
their songs in order to learn them but there are interesting con-
straints on learning; the exposure must be to the conspecific
song and it must occur during a “critical period." Marler hy-
pothesizes that song vocalization is developed by reference to
an "auditory template," a mechanism that is specific enough to
detect some of the critical features of the conspecific song and
thus direct the bird's attention in its direction,Abut one which
requires exposure to the song to "fill in" the details of its
acoustic structure. As Marler (1973) describes, their learning
is not left purely to chance, it ". . . takes place within a set
of constraints which seem designed to ensure that the learning
bird's attention shall be focused on a set of sounds that is bio-
logically relevant. . ." (p.80). To make the songbird parallel
even more striking, Nottebohm et al. (1976) have demonstrated
functional hemispheric asymmetry for the production of song in
these birds. Using ablation techniques, they have demonstrated
that the left hemisphere controls song production in the Canary,
but if ablation of the left motor area occurs before the bird
has passed the critical period for vocal learning, the bird's
song develops normally using the subordinate right motor area.
Marler interprets these data as indicating that the innate
direction that the infant comes into the world with is simply
that ~ a direction or guideline pointing the infant in the ap-
propriate direction, rather than a complete "schema" of the song.
He believes that the predispositions are toward rather simple
stimulus features and only with continued exposure to the con-
figuration that is being detected does the infant develop a
"schema" of the complex stimulus array.
Predispositions for the Perception of Speech by Human Infants

There are two ways in which the role of experience is cur-
rently being examined for the perception of speech by human in-
fants. One approach is to chart the course and examine the
nature of perceptual changes that occur as a result of exposure
to a particular language. Another approach is to examine the in-
fant's recognition of abstract auditory-phonetic categories
rather than simple stimulus features, expecting that the former
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may reveal developmental trends.

How does linguistic exposure modify the way in which infants per-

ceive speech sounds? While not well understood, the perceptual

effects of exposure to one's native language have been documented
in adult listeners (Miyawaki et al., 1975; Abramson and Lisker,
1970). Taken together with the existing data on the perception
of speech by infants, these data have led to the hypothesis that
infants discriminate all of the simple phonetic contrasts at
birth regardless of their linguistic environments, but that due
to the lack of exposure to certain phonetic units during develop-
ment the infant somehow loses the ability to distinguish them
from contrasting phonetic units.

Attempting to chart developmental changes in an infant's
perception that can be attributed to linguistic exposure has re-
ceived some attention, but we are still without a simple answer
to Ehe question. The evidence is fairly convincing that infants
being reared in non-English-speaking environments are capable of
discriminating at least one phonetic contrast (voiceless-unaspi-
rated /pa/ from voiceless-aspirated /pha/) that is phonemic in
English but not in the infant's native language. Streeter (1976)
using the sucking-habituation technique, demonstrated that two-
month-old African Kikuyu infants discriminated the English con-
trast in addition to discriminating a voicing contrast that is
phonemic in the Kikuyu language but not in English (prevoiced
/ba/ from voiceless-unaspirated /pa/). Lasky, Syrdal-Lasky and
Klein (1975) demonstrated similar results for Spanish infants of
the same age using a heart-rate technique.

On the other hand, the case for discrimination of the pre-
voiced /ba/ from the voiceless-unaspirated /pa/ by American in-
fants is not quite as clear. Recent studies (Eilers, Wilson and
Moore, 1977; Eimas, 1974) have failed to provide evidence that
American infants discriminate pairs of stimuli that are as close
on the continuum as those discriminated by the Spanish and Kikuyu
infants. However, there are a number of problems with these
cross-language comparisons. First, the stimuli are synthesized
to manipulate an acoustic cue that is acoustically fragile and
is likely to be subject to variation due to the differences in
acoustic calibration across laboratories. A more recent set of
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studies claims to be immune to this criticism. Using the head-
turn technigque, Eilers, Gavin and Wilson (In Press) tested six-
month-old American and Spanish infants in the same laboratory,

but in two different studies, and demonstrated that while both

groups discriminated the English contrast, only the Spanish in-
fants discriminated the Spanish contrast.

Do infants recognize the configurational properties of phonetic

categories? Only recently have researchers attempted to find

out whether infants are capable of recognizing the similarity
among sounds that have the same phonetic label when the sounds
occur in different phonetic contexts, when they occur in differ-
ent positions in a syllable, or when they are spoken by different
talkers.

A conditioned head-turn response for visual reinforcement
has been successfully used with six-month-o0ld infants to test
the recognition of phonetic categories (Kuhl, 1978). 1In these
tasks, infants are trained to make a head-turn response when one
speech token is changed to another speech token (like from /a/ to
/i/). During training, vowels produced by a male talker (com~
puter-synthesized) are used; subsequently, infants are tested
with computer-synthesized vowels produced by female and child
talkers. The ease with which the infant generalizes to new
exemplars from the category indicates the degree to which the
infant perceives the similarity among the tokens from a given
category.

Results to date in these category-formation tasks strongly
suggest that vowel categories are readily perceived by the infant
listeners. Tasks requiring the infant to recognize a change from
the vowel category /a/ to the vowel category /i/ and tasks re-
quiring the infant to recognize a change from the vowel category
/a/ to the vowel category /o/ result in near perfect transfer of
learning to the new tokens from the categories (Kuhl, 1978). We
have also completed studies on the categorization of fricative
consonants, such as /f/ vs. /8/, and /s/ vs. /[/ (Holmberg,
Morgan and Kuhl, 1977). 1In general, our results suggest that the
/a-i/ contrast is the easiest in this category-formation task,
that the /f-6/ contrast is the most difficult one, and that the
/a-o/ and the /s-[/ contrasts are of intermediate difficulty.
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These category-formation experiments (discussed in detail
in Kuhl, 1978) have two advantages. First, one can test the in-
fant's recognition of abstract configurational properties of
speech-sound categories, and second, one can test how readily or
efficiently the infant forms categories based on dimensions that
are not phonetically relevant, at least in English, such as pitch
contour or stress. These techniques may demonstrate that all in-
fants recognize categories based on certain "focal" auditory di-
mensions, but that their tendencies to attend to particular acous-
tic dimensions is modified by exposure to a particular language.

Systematic experiments examining the perception of abstract
perceptual categories, rather than simple discriminations, in at
least two different populations in which the target acoustic
features are chosen such that they are phonemically relevant to
one population and not to the other are necessary before the.con-
tributions of innate predispositions and experience will be under-
stood in the development of speech perception.
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TRANSITION AND VARIATION IN CHILD PHONOLOGY: MODELING A
DEVELOPING SYSTEM

Lise Menn, Aphasia Research Center, Boston University

School of Medicine, Boston, Massachusetts, U.S.A.

Child phonology is different from general phonology in
several important areas. When we try to characterize those
differences we find in many cases that a set of phenomena which
play a central role in the one field play a marginal role in the
other. It is gquite reasonable a priori that this should be the
case when we consider the topic of variation in child phonology
versus the topic of variation in adult phonology: the very notion
of acquisition implies long-term change in performance, whereas
we assume that in the adult, the phonology is sufficiently stable
for any change to be relegated to the limbo of marginal phenom-
ena.

In this paper, I will briefly review certain types of
variation which are prominent in child phonology, and consider
how one might incorporate these types of variation in a theoretic-
al model. We will not take up those types of variation that are
prominent in both child phonology and adult phonology, such as
registral, sociolinguistic, allomorphic, and allophonic variation,
although a complete model must deal with those as well; we will
keep to the more restricted topic of those types of variation
that seem to be intimately associated with the process of the
acquisition of phonology.

These will include, as mentioned, long-term changes in rules
and pronunciations. These are orderly, one-way transitions in
language behavior: the child learns to hit a particular phonetic
target, or learns to render a particular sequence of sounds in
accord with the adult model word instead of producing it in some
scrambled order.

Acquisition studies show that there are also several types
of short-term variation among renditions of a given word. Two
of these can be considered as being the microstructure of long-

term variation: transitional variation and local scatter in

the production of a particular phone in a phonologically defined
context.

Transitional variation refers to the vacillation between
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well-defined pronunciations of a word that frequently occurs
during the period when an old rule is being superseded by a new
rule. Such bimodal variation in renditions of a word is usually
taken as evidence that two rules are in conflict. Sometimes the
changeover from old to new rules has an intermediate period
showing transition variation, and sometimes no such period is
observed.

Local scatter is a unimodal variability in the production of
a particular phone. This simply looks like the result of poor
articulatory control compared to the adult norm: the child's
shots at a target more often fall wide of the mark. (There must
also be a second-order long-term variation associated with local
scatter, since we expect to see a reduction in local scatter as
the child matures.)

Presently I can enumerate five other kinds of short-term
variation. One of these is called backgrounding (Ferguson &
Farwell 1975). As they say, one portion of a word may be
vdeleted or drastically reduced while the child is 'working on'
another part of the word." They cite from their data one child's
production of 'milk' as [EA?] and [AK"] in the same session. I
think we now have enough evidence from selective avoidance
(Ferguson & Farwell 1975) to assert that children can and sometimes
do monitor the quality of their own output; therefore, the most
reasonable explanation of backgrounding as Ferguson & Farwell
describe it is to assume that it takes place under conditions of
high self-monitoring of the phonetics of the output or the input.

A second type of variation which also seems to involve self~
monitoring is the well-documented imitation effect: a word may

be pronounced very differently when it is an imitation than when
it is produced without the adult model ringing in the child's
ears. Frequent anecdotes report one sub-type of model-induced
variation: a child will be reported to have said a word 'perfect-
ly' or nearly so on the very first attempt, and then to have
reduced it drastically in later renditions. One would expect to
find parallels to backgrounding and imitation-effect variability
in adult speech when one is attending to the sound of the word as
well as its meaning, while speaking.

(It is also well-known that children can spectacularly fail
to be aware of the sound of their output, and imitation may fail
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to induce any variation at all; he or she may insist vehemently
that what she/he said is the same as what the modeling adult has
said. It is of course difficult to know whether the child is
referring to pronunciation or to content in such assertions;
metalinguistic conversations with two-year-olds tend to be un-
satisfactory (Brown & Bellugi, 1964; in Brown, 1970, p. 79).)
The third type of unexpected variation is again a bimodal
variation brought about by rule conflict, but this time it is
not a passing unstable phase marking the cusp-point of change.
Instead, it seems to reflect the co-existence of competing rules
which may arise and decay at about the same time (Menn, 1973).

We will refer to this as rule-coexistence variation when it is

necessary to distinguish this type of rule-conflict variation
from transition variation.

A fourth interesting kind of variation, which we will call
floundering, can be described as wide fluctuation in the produc-
tion of a particular model phone or string of phones under
phonologically stable conditions. An example is Daniel Menn's
'peach’ attempts, [it3] [dits] [pip8] [gik] [nit¥] etc. (Menn
1973). This kind of variation I have interpreted as being what
happens when a child has no well-formed rule for dealing with a
particular string of phones, that is, where the model word does
not meet the structural description of any of the child's rules,
and where the outputs look like what would happen if one or
several features of the model word were changed so that it could
be an input to the child's rules. Conceptually, floundering is
quite distinct from backgrounding; floundering is the result of
trying to use rules that don't quite apply, while backgrounding
occurs when the child's output is produced with less reliance on
practiced rules and more attention to pronunciation as a task.

The parallel distinction can be made in adult second-language
learning. Suppose we have an American trying to pronounce a hypo-
thetical word /ndana/, containing the unEﬂglish cluster /#nd/ and
the morphologically controlled medial /n/. Suppose our speaker

is able to get each of these difficult items correct when thinking
about it, but that s/he otherwise reverts to initial /#end/ or
/#d/ and to medial /ng/. The variation between /q/ and /ng/ (and
also between /#nd/ and either of the two wrong pronunciations) is
controlled by the amount of attention that it gets: this is

;
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backgrounding. On the other hand, the variation between /#end/
and /#d/ for /#nd/ is floundering: it is a random choice among
sounds which have a close resemblance to the difficult target.

Finally, some young children show lexically controlled
variation. Here, certain words show great variation in the
production of some or all their sounds while other words that
have similar adult models show much less variation. Jacob (Menn
1976) had a much greater variability for the /®wn/ Ssequence in
'‘down' than for the samé target in ‘around'. This also has
parallel at the margins of adult phonology: consider for example
the great variety of sounds permissible (as expressive variants)
for the 'phoneme' /o/ in the word ‘'no'. This variety is not
found in renditions of the same phoneme in the word 'know'.

We have named seven types of variation of special interest to
child phonology. Now, by a ‘'model' of a phonological system, I
mean a flow chart which specifies roughly what information is
stored, what is used in real time, and how the different pieces
are brought together to specify the articulatory instructions
needed to produce a word. How can these seven types of variation
be represented in such a model?

The most important capability to be added to extant models
actually is, I think, one that has not been explicitly mentioned
so far, since it manifests itself indirectly. Child phonology
models almost all represent the steady state: the rule or word
is established. These models need new apparatus to simulate what
happens when a new word is being tried or a new rule is being
formed, for practiced behavior is very different from novel
behavior. This familiar-novel distinction seems to be related to
the distinction that we have already invoked between monitoxed and
automatic behavior, but they are not the same. To deal with both
novelty and attention, models will have to allow more than one
route from adult word to child word. We could say that one route,
the one used most frequently, would represent automatic, over-
learned behavior, and other routes would correspond to the special
cases when at least part of a word is not being produced under
automatic control. We can make this more explicit by considering
an available child-phonology model.

Suppose we use a two-lexicon model similar to the one in
Kiparsky and Menn (1977), concerning ourselves with the part of
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it that would run: adult form =+ (perceptual strategies) - phonetic
representations perceived by child = input lexicon + (reduction

rules) + encoded articulatory representations = output lexicon »

(motor routines) -+ child's output form. The input lexical entry
represents the child's encoding of his/her percept of the adult

word, the output lexical entry represents an encoding of articu-
latory instruction, and the reduction rules relate the two lexi-

cons.l We can modify such a model to allow for non-automatic
speech production by adding routes from the input lexicon (percept
of model word) to the output side (pronunciation) that bypass the
output lexicon and some of the rules that lead into and out of it.
This would represent an attempt to give a spontaneous rendition of
a known word without most of the automatic apparatus, and might
represent what goes on during word-practice. To represent imita-
tion, we would also add routes from some point(s) among the per-
ceptual processing routines that would bypass both lexicons and
feed into some points among the articulatory routines.

The variation in the points of beginning and ending of these
bypasses would reflect the degree to which established perceptual
and articulatory routines were employed in the utterance.
(Presumably, the more that one monitors, the more habits of per-
ception and production can be overcome.)

It seems, then, that some aspects of transition (rule change),
backgrounding, and imitation-effect variation can be modeled by

the addition of these new processing 'routes' to a K & M-type
model. It turns out only a few more entities are required to
adapt this model or its descendants to represent the other four
types of variation that we have discussed.

Coexistence variation can be simulated by letting both of

the competing reduction rules operate on each applicable input
lexical item, thus generating two forms in the output lexicon
corresponding to each of those input forms. Either of those
forms could be translated into output any time the child said the
word. If the probabilities that the two forms both occur are not
equal, some notion of the 'strength' of a lexical entry must also
be added, so that one could say that the stronger entry is the

(1) The recent revision of the K & M model presented in Menn
1977 would allow a clearer formulation of some of the
following discussion, but occasions no major differences.
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one produced more freguently.

Trangition variation would also be represented by having two
output lexical entries, one generated by the older rule and one
by the new rule. As we have implied, we can model the loss of
a rule by removing it from the set of production rules. This
will 'disconnect' some output lexical entries from their input
lexical entries. (Transition variation would thus not be rule
competition, as we stated above, so much.as competition between
two output lexical entries.) Since new rules normally spread to
older words, we might hypothesize that the 'disconnected' output
lexical entries lose strength and fade away. However, we know
that some lekxical entries which clearly do not have live support,
such as phonological idioms and fossils (words which inexplicably
resist rule changes), do not fade in the usual way but remain
vigorous for long periods. If the 'fading' notion is used, we
require special apparatus to handle phonological idioms and
fossils. Several have been proposed (see Macken 1978) but we
cannot pursue that topic here.

Local scatter does not involve lexical entries at all, but
has to do with the lowest output rrocessing levels: we shall
assume that it occurs when articulatory instructions for a phone

~are executed with more tolerance than they would be by an adult.

Lexically controlled variation, on the other hand, requires,

obviously, a special entry in the output lexicon just as phono-
logical idioms do, and in addition this entry must specify
special articulatory instructions rather than the general output
routines or in addition to them.

The remaining form of variation that we have discussed is
floundering. The basic situation in floundering seems td be a
rule-input that is ill-formed. The proper analysis of a given
case, however, may depend on the whole rule-structure, because
there are several ways that this could happen in the present type
of model. There are two relevant loci: the input lexical entry
could fail to meet the structural description of necessary re-
duction rules, or the output lexical entry could fail to be of the
proper form for the articulatory instructions to handle. In
addition either case of ill-formedness might be better modeled by
overspecification, underspecification, or some other type of mal-
formation. Further elaboration of the psychological interpre-
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tation of this or similar models of child phonology will be re-
quired in order to make a principled choice among these alterna-
tives.

To conclude: certain types of variation are intimately and
essentially invclved with learning to pronounce. As we build
richer models of child phonology, we can incorporate them without
undue difficulty. Regardless of how easily we can draw new lines
and little boxes, however, one problem about transition and varia-
tion remains very difficult. How does a new linguistic behavior
cease to be effortful and become automatic?
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SPEECH SOUND CATEGORIZATION BY CHILDREN

Paula Menyuk, Applied Psycholinguistics, Boston University,
Boston, Mass., USA

Clearly acquisition of the structural properties of language
takes place via a process of segmenting and then categorizing the
segments of the language heard into units which can be used to com-
prehend and generate unique utterances. Equally clearly, the first
aspect of language that is used by the hearing adult and by the
infant to segment and categorize utterances is the acoustic speech
signal. Unlike the adult, however, who has already determined what
the "appropriate units" are and can by-pass much of the surface
structure of the utterance, the infant must rely heavily on the
signal to come to conclusions about appropriate segmentations.

She must also rely heavily on contextual cues to relate the seg-
ments of the signal to objects and events in the environment. De-
spite the fact that common sense tells us that the above must be
the case, we are, at the present time, still unclear about what
these segments are and what the bases for categorization of segments
are either initially or over time as the child matures. Indeed,
controversies still exist in the literature on this issue for the
adult as well as for the child. In this paper varying hypotheses
concerning the nature of and bases for speech sound categorization
by the child and its role in language acquisition will be examined
in light of theories on adult language processing and the data on
the speech processing behavior of the infant and young child.

Theoretical Descriptions of Processing

The segmentation of continuous speech has been described by
linguists as being hierarchical and nested. That is, a message can
be characterized as a type of speech act. The message can contain
a sentence or sentences and these contain phrases which are made
up of morphemes. Morphemes are composed of syllables which are
made up of speech sound segments each of which represents a bundle
of features. If this were a psychologically real description of
language processing as well as of elements of language then the
listener would determine categories of segments in a sequence with
each lower step of the sequence dependent on the immediately higher
step since higher steps indicate units of analysis. Speech sound
segment categorization would take place at the end of the sequence
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and require resolution of the bundle of features. Varying descrip-
tions based on this hierarchical model have been labelled "analysis
by synthesis" (Cooper, 1972). It might be logically argued from
this model that since speech sound categorization or identification
is comparatively late in the sequence of on-line processing then

it must also be late in the sequence of acquisition of the struc-
tural properties of the language.

The above model of language processing has been deemed inade-
quate in accounting for either real-time processing of speech by
the adult or for the observed sequence of acquisition of structural
properties by the child. Since earliest utterances are sequences
of speech sounds marked prosodically and the infant does not appear
to understand anything more about utterances than their affective
intent, it cannot account for behavior during the early babbling
period. The model does not account for subsequent language behavior
since even then the child does not evidence any knowledge of any
of the postulated higher categories (i.e. sentence, phrase and
morpheme). An alternative description of both processing and the
sequence of acquisition is a bottom-up model or "synthesis by ana-
lysis". With this model speech sounds are differentiated and cate-
gorized, then grouped into higher level categories in a sequential
manner during speech processing. In acquisition, speech sounds
are differentiated and categorized by a process of imitation and
sound approximation which is rewarded. These sounds are then com-
posed into words by the same process and by associating phonological
sequences with objects and events. Larger units of an utterance,
phrases and sentences, are composed by putting together smaller
units via a chaining process (Staats, 1971). This description
suggests that the earliest analysis in processing and the earliest
structural acquisition are segmental speech categories although
the nature of these categories is not defined in the model.

Not only is there a substantial amount of evidence to indicate
that this model does not adequately describe adult language pro-
cessing (Fodor et al., 1974), but, also, it is difficult to see
how the analysis of speech sounds one by one in a sequence can lead
to decisions about where crucial boundaries lie and, thus, to a
determination of meaning. For these same reasons a synthesis by
analysis model seems inadequate in accounting for language acquisi-

tion. Although there is evidence that in early care-giver-child
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communicative interaction, segments and boundaries are made much
more salient than they are in adult-adult communication (Newport,
1976), there is no evidence that the child, in the process of acqui-
sition, adds sequentially to segments by chaining bits together or
that the child merely imitates input structures. On the contrary,
the child appears to be only able to attend to and generate certain
aspects of utterances at certain periods of development regardless
of input structure and these aspects are not sequential bits of
adult utterances.

Still another description suggests that perception and genera-
tion of connected speech is a parallel process; i.e. one involving
all components of the language simultaneously. In the process
chunks of the message, probably phrases, are subjected to analysis
and rough estimates are made of the phonological composition of the
morphemes in the phrase to corroborate hypotheses about the meaning
of the phrase and then other phrases if more than one is contained
in the utterance. An exact representation of the phrase can be
kept in mind until analysis is completed so that needed corrections
on this estimate can be made (Garrod and Trabasso, 1973). The child,
during the process of acquisition, would analyze the data in the
same fashion. The distinctions between the child and the adult are
in the amount of information chunked for analysis, the much heavier
reliance on the part of the child on contextual cues for analysis
and the process of chunking itself since segmentation strategies
would change as more structural knowledge of the language is ac-
quired (Menyuk, 1977, Chap. 5). For example, an early chunking
strategy might be to ignore everything in the signal except those
sequences that signal main relations of actor and action or action
and object. Components of the relation would be grossly analyzed
for lexical look-up. However, analysis of the phonological seg-
ments per se would not be needed for comprehension. Since the
parallel processing requires analysis of segments only when correc-
tion of rough estimates is required it might, again, be logically
argued that speech sound segment categorizations would be later
acquisitions than morpheme categorizations.

The above are theoretical descriptions of adult language pro-
cessing and theoretical descriptions of the process of language
acquisition. In conjunction with these are descriptions which are
concerned with phonological acquisition only. This acquisition has
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been described as a process of first discriminating between the
speech sounds of the language, then categorizing these distinctions
in terms of articulatory gestures. These discriminations are based
on distinctive feature differences between speech segments. Early
distinctions are determined by feature detectors that are pre-
programmed in the auditory system of the human infant (Eimas, 1974).
These might be termed primary features. Finer distinctions are
then made both in perception and production and are probably af-
fected by particular language experience. However, given the uni-
versality of the speech processing abilities of normal infants,
both perceptually and productively, there is, to some extent, uni-
versality in the sequence in which distinctions are made. This
universality is confounded by the particular data the child is con-
fronted with; i.e. the language of the child's community and even
family. Thus, the universal order is modified by the perceptual
and productive problems a particular language poses for the child
and by the interactive styles, lexical selections, etc. of a par-
ticular family. 1Individual differences become more marked when
standard lexical items in a particular language begin to be used.

Data on Early Speech Processing

On the face of it there appears to be a logical gap between
theories of language processing and of language acquisition and
theories of the development of the phonological system. The latter
suggest very fine analysis of the signal on the segmental level in
terms of distinctive features, whereas the former suggest rather
gross analyses dependent on higher level categories. There are
also large differences between the findings of studies carried out
at different periods of early speech processing behavior. One of
the primary reasons for these gaps between theories of language
and speech acquisition and between the findings of studies of speech
processing and the conclusions drawn from them may be not main-
taining a clear distinction between what the infant and child can
do and what they ordinarily do; i.e. a capacity versus performance
distinction. The data collected thus far on early speech processing
indicate that the very young infant (1 to 4 months) as well as the
very young child (under two years) can discriminate between speech
sound segments that vary in terms of a single distinctive feature.
There also appears to be a hierarchy in the features that can be
distinguished both perceptually and productively. Thus, during
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the cooing and babbling periods some features appear to be more
perceptually salient than others and this also appears to be the

case when the task is distinction of minimal pair nonsense syllables.

Similarly, segments containing certain features are realized before
segments containing other features in babbled utterances and then
in morpheme production. However, there is not an exact correlation
between the order of perceptual and productive distinctions made,
and individual differences in the exact sequence of features and
segments distinguished can be observed.

What seems to be suggested by these data is that distinctions
can be made on the basis of distinctive features by the infant and
young child if the question is put to them in a way in which these
distinctions are made clear; i.e. in a small enough context that
is non-distracting such as nonsense-syllables. Also, the response
required in the task must be part of the children's behavioral re-
pertoire. For example, they must have sufficient memory to recall
the stimuli presented. Finally, there are some features that can
be distinguished before others. However, discrimination between
features does not imply that categorization of segments has taken
place in terms of bundles of features nor does the capacity to dis-
criminate between features imply that this is what children do when
they listen to speech and attempt to match articulatory outputs
to stored representations. Indeed, all the data indicate that
during the babbling and early lexical acquisition periods distinc-
tive feature differences are not actively employed in determining
meaning of utterances or in generating utterances.

During the babbling period perceptual processing of continuous
speech seems to be primarily based on the supra-segmental aspects
of the speech signal and contextual cues. Some time toward the end
of this period recognition of a small set of lexical items is ob-
served and still later production of word approximations begins.

The lexicon of the child at this time is quite small. It is entire-

ly reasonable to suppose that both lexical recognition and genera-
tion are based on syllabic representations of morphemes. In other
words, speech processing is taking place on the basis of the mor-
pheme and this may be the minimal unit for categorization of speech
information. The meaning of a phonological sequence, its gestalt
phonological representation as a syllable or reduplicated syllables,
supra-segmental features of intonation and contextual cues appear
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to be all that is needed or used to comprehend or generate utter-
ances during this time (Menyuk and Menn, in press).

Again, this is what children appear to do in on-line processing
of speech during these early periods of development, although, at
this time and long before, they are capable of discriminating be-
tween speech sounds on the basis of feature distinctions. As the
lexicon grows and as structural knowledge increases constraints on
memory probably make segmental differentiation and categorization
necessary. When this occurs an available competence is actively
employed. However, segmental differentiation and categorization
may be needed only rarely to comprehend continuous speech. Thus,
although the ability may be increasingly used at later periods of
development it still may be used infrequently. Research shows that
even 3 and 4 year-old children first use morpheme information to
differentiate between phonological sequences and only use segmental
information with some exertion when morpheme information is un-
available; i.e., with nonsense syllables or unknown words. At
present, little is known about when reference to segmental informa-
tion is used without marked exertion. Such ability is, of course,
required in learning to read alphabetic text. One would assume
that this ability develops gradually and that there would be indi-
vidual differences or group variations due to language experience
in the ages at which this ability manifests itself (Savin, 1972).
Conclusions

The theoretical description of the processing of language
which appears to most adequately describe the sequence of acquisi-
tion of the structural properties of the language and to best fit
the data on infants and young children's speech processing is one
of parallel analysis of chunks of continuous speech. Initially
the chunks the child can process are short in duration, linear in
arrangement and involve primarily surface structure information.
Reference is made to gestalt representations of surface acoustic
information to derive meanings. Thus, the analyses are quite gross.
As the child matures the chunks that can be processed simultaneous-
ly at all levels (semantic, syntactic and phonological) increase
in duration and, as structural knowledge grows, recursiveness
within chunks can be processed and the analysis becomes more de-
tailed or differentiated. The speech signal must be held in mind
and represented to allow analysis using whatever structural know-
ledge is available. It has been suggested that this representation
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or categorization of speech is initially acoustic images of mor-
phemes and/or syllables and only later in terms of segments and
features of segments. This appears to be the case even though the

k infant is capable of discriminating between minimally different
acoustic features. In summary, the model that appears to be most
descriptively adequate is not a "top-down" or "bottom-up" model but,
rather an "outside-in" model (Menyuk, 1977).
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SOCIAL FACTORS IN SOUND CHANGE: Summary of Moderator's Introduction

Einar Haugen, Department of Linguistics, Harvard University, Cam-
bridge, MA 02138, U.S.A.

The papers offered in this symposium may be divided into "the-
oretical" and "empirical", even though of course both types of re-
search are represented in all. The papers by Birnbaum, Fdnagy, and
Malmberg are primarily theoretical, Brink/Lund, Labov, and Peng pri-
marily empirical.

Birnbaum offers for discussion a model of linguistic change
originated by Henning Andersen, in which the key word is "abduc-
tion", especially applicable to the process of linguistic decoding.
Birnbaum is critical of certain aspects of this model, especially
its implication that a speech community may be homogeneous or con-
sist of neatly separable generations.

Fdnagy is concerned with the idea offered by some that into-
nation is a non-arbitrary, naturally motivated phenomenon. To dis-
prove this he offers samples from French and Hungarian of how in-
tonations can change their signification over time and become ar-
bitrary expressions associated with particular social groups.

Malmberg takes as his starting point his own earlier studies
of the Parisian vowel system, in which he found an "&tat de langue"
which included two systems, a "maximum" and a "minimum" system of
vowels between which the speaker could choose. The "minimum" system
represented a simplification, which Malmberg attributes primarily
to "peripheral" learners of the language, whether they be socially
or geographically marginal, i.e. lower class or colonial, the lat-
ter exemplified by Spanish in the Americas.

Brink and Lund (here Brink/Lund) have completed a massive
study of Copenhagen speech from 1840 to 1955, based on the record-
ed voices of speakers born between these dates. Their researches
have uncovered some 60 phonetic changes (which they call "sound
laws") that characterize this period and permit them to classify
their speakers into two groups, according to whether they speak
"high" or "low" Copenhagen.

Labov's paper sums up some of the conclusions at which he has
arrived on the basis of his classic studies of Martha's Vineyard
in’Massachusetts, the Lower East Side of New York City, and the city
of Philadelphia. He has been a pioneer in developing a technique of
selecting "social markers" which permit him to place speakers rather

accurately on the socioeconomic scale.
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Finally, Peng presents a summary of his studies of the 1lin-
guistic changes in the city of Tsuruoka in Japan, data gathered by
his colleague Nomoto in the years 1950 and 1971, in many cases from
the same informants. Out of this material he has drawn conclusions
that reduce the time span within which one can observe linguistic
change even more drastically than Labov: he contends that it is pos-
sible to identify linguistic change within a single generation.

Each of these papers brings something to the elucidation of
a problem that has baffled linguists ever since the reqgularity of
sound change was firmly established early in the nineteenth cen-
tury. The causes of sound change were vainly sought in everything
from climate to human physiology. Until recently linguists were
convinced that change was so slow that it was inaccessible to di-
rect observation. Diachronic linguistics became the study of the
past, historical and even paleontological, while a synchronic lin-
guistics sprang up which was based on assumptions of heuristic sta-
bility and uniformity, as language might wishfully appear to the
prescriptive grammarian.

The Prague School declared that the ideal standard language
should possess both stability and elasticity, i.e. it should be
flexible enough to change and yet conservative enough to seem un-
changing. They did not realize that this paradox could and must ap-
ply to every variety of human language; its latest synonym is La-
bov's expression in describing his concept of language: "orderly
heterogeneity". He opposes this to Chomsky's "ideal homogeneity",
but in fact his variable rules are a formalization of the concept
of "elasticity", while categorial rules reflect “"stability". Ques-
tions have been raised about the statistical nature of variable
rules: how can a speaker know that he is going to use one sound 66%
of the time and another the remaining third?

Part of the answer comes from the painstaking analysis by Brink

and Lund of the recorded materials from Copenhagen. They have of-
fered no statistics, but in their big book (unfortunately available
only in Danish) they have traced from decade to decade how certain
changes arose, how speakers vacillated from one to the other form,
and how new generations resolved the conflict by choosing one or
the other of the alternatives. It is clear that the concept of
"choice" with which Malmberg operates has been at work, but it is
not clear that it has been a choice between two or more coherent
levels of speaking. Even with the masses of data now being accumu-
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lated in such studies, including Labov's and Peng's, we are far
from knowing why these choices are made, either individually or
collectively. Such a study would be an infinite regression going
far beyond the realm of linguists' competence, especially if the
goal were to construct some kind of predictive model that would
tell us what kind of changes the future will bring. Brink/Lund's
material shows clearly that at any given point in time there is a
great deal of unstructured heterogeneity, vacillation which may
either lead to innovation or regression.

Our contributors differ sharply on certain crucial aspects
of the problem. Brink/Lund flatly assert that regular "sound
changes occur between generations (in our opinion innovations come
from children, who - under mutual influence - retain while growing
up a few of their originally many deviations from the adult lan-
guage) ". They refer to recordings of the same persons from 30 to
50 years apart in which one could detect virtually no change. A-
gainst this Peng claims that the’ changes passed on are those that
young people have developed up to the age of 35, when they commu-
nicate them to their children. Against these extreme views we may
place Birnbaum's judicious remark that there is a "continuous pat-
tern~setting effect of parents on children, teachers on students,
leaders on followers, older on younger playmates and fellow work-
ers, more prestigious on less prestigious...”".

There is also some difference of opinion on the role played
by social classes and other groups in the activation of change.
Labov has found that the upper working or lower middle class leads
in changing, while Brink/Lund hold that in general the lower clas-
ses of Copenhagen have been in the lead, as being the majority, if
not the most prestigious socially. The difference may be more ter-
minological than real, for it is hard to compare the finely graded
scale of socioeconomic status developed by Labov with Brink/Lund's
linguistic division of the entire population of Copenhagen into
two groups, the H-speakers and the L-speakers. On one point all are
agreed: that women have more H-features than L-features, though
Brink/Lund will not grant that there is a special female sexolect.

Both Peng and Malmberg emphasize that it is not language that
changes, but people who change language. This is clear enough when
we speak of the adoption of new words or the learning of new dia-
lects and languages, but for phonology the functioning is so auto-
matized and deeply embedded in the subconscious that it has been
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difficult to find any clear social causes for specific changes,
e.g. Umlaut or the Germanic consonant shift.

I would suggest that we do know a good deal about the causes
of sound change, but we have made little progress in predicting
its results. But at least we now have techniques and instruments
that enable us to catch it on the wing and study it while it is
going on. We still have a long way to go before we can learn to
control it, if we should ever wish to do‘so. In this respect we

are no worse off than any other social science.

B
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ONGOING SOUND CHANGE AND THE ABDUCTIVE MODEL: SOME SOCIAL
CONSTRAINTS AND IMPLICATIONS

Henrik Birnbaum, University of California, Los Angeles, USA

Underlying the present discussion of some aspects of sound
change is the notion that language not only, as energeia, (or,
explicitly, as a set of largely automatized processes definable
in more or less accurately phrased rules), is susceptible to for-
mal analysis of some degree of descriptive adequacy and explana-
tory power but that, in addition, it can be conceived of as an
inherent and integral part of human thought and imagination.
Adopting the latter point of view, language can be said to form a
conceptualized (verbalized) mirror image of mental activities (cf.
the notion of language as the primary modeling system, elaborated
in Soviet semiotics). The former approach, concerned with build-
ing models of linguistic structure (or parts thereof), views lan-
guage as a — particularly sophisticated — semiotic subsystem
(operating within the parameters set by its specific neurophysio-
logical premises) and strives to explain its functioning in this
capacity. The other kind of inquiry into the nature of verbal
communication places the chief emphasis on language as a cultural
manifestation of the human mind (in the sense of Geisteswissen-
schaft) and seeks to understand its performance in society. The
former approach may be termed generative (in the broadest meaning),
the latter hermeneutic. Both, if applied pragmatically and with-
out any ad hoc constraints, have a sociolinguistic dimension.

It is a fairly common view that sound change takes place
gradually in a series of minimal, barely noticeable adjustments
and modifications at the phonetic (subphonemic) level and that it
is only at the functional or semantically distinctive (phonemic)
level of sound production and, in particular, perception that the
impression of abrupt sound change obtains.

Some years ago, Andersen (1973), while critical of 'standard'
TG phonology but adopting a broadly generative approach to lin-
guistic inquiry in terms of positing specific speaker/hearer
'grammars', i.e., sets of rules generating acceptable sound
sequences (utterances), proposed an intriguing model of phonologi-
cal change. 1In addition to induction and deduction, he intro-
duced, following Peirce, a third mode of inference termed abduc-
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tion. Applying deduction and abduction specifically to sound
change, Andersen (1973, 777, fn. 13) points to the "unique role
of abduction ... vis-3-vis the other modes of inference, which
merely test what has been arrived at by abduction" and suggests
that "one can evidently describe the process of encoding as essen-
tially deductive, and that of decoding as abductive". 1In closing,
he submits (1973, 791) that while early structuralism (Jakobson)
"could insist only that every phonetic inn?vation be interpreted
in terms of the system that undergoes it ..., it is Cnowl possi-

ble to interpret every phonological innovation — abductive or
deductive — in terms of the system that gives rise to it".

In a subsequent paper, Andersen (1974, esp. 25-6, 41), in
discussing and summarizing his typologies of innovation in the
content and expression systems of language, distinguishes between
adaptive and evolutive innovations, with the former subclassified,
on the expression plane, into remedial and contact innovations;
the evolutive innovations are subdivided into deductive and abduc-
tive, with the abductive innovations of the expression plane fur-
ther specified as pertaining either to the phonemic system ( a)
feature valuation, b) segmentation, c) ranking), or to pronuncia-
tion rules. 1In a more recent study, with his theoretical reason-
ing again firmly grounded in Slavic diachronic and dialectal data,
Andersen (1978, section 4.2) arrives at the conclusion that we
must "acknowledge that conceptual factors take precedence over
perceptual or articulatory ones in determining how a phonological
system may be changed as it is transmitted from generation to gen-
eration ... and recognize that it is the structuring principle of
linguistic form — the fact that the speech signal must be segmen-
ted, that distinctive features are binary, and that they must be
ranked — and not the articulatory or acoustic or perceptual sub-
stance that shape its historical development. We are led to con-
clude that the ultimate source of dialect divergence — and of lin-
guistic change in general — is the process of language acquisi-
tion, in which the speakers of a language impose form on the fluc-
tuating and amorphous substance of speech." Novel and incisive
though these formulations are, they not only allude to Jakobson's
views about DF analysis and language acquisition, but in their
reference to form and substance, content and expression also echo
some of the basic tenets of glossematic theory. Yet, essential-
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ly, the abductive model of sound change, pertinent, above all, to
the decoding process, is of course Andersen's, at least as consis-
tently formulated by him and solidly underpinned by theoretical
considerations. The model implies that the output of 'grammar 1°
serves as the input to 'grammar 2' which in turn yields a reinter-
preted 'output 2', slightly, yet significantly different from
'output 1' (1 and 2 here symbolizing successive generations); cf.
esp. Andersen (1973), 767 and 778, figs. 1 and 2.

It should be noted, however, that observations and infer-
ences of a similar kind have been made with regard to phonologi-
cal change also prior to Andersen's sketching of his model of
abductive innovation in phonology, as well as after the appear-
ance of his first, seminal paper on the subject. As an example
of the latter — arrived at independently, it seems — may be quo-
ted some remarks made by Hetzron in discussing two principles of
reconstruction in genetic linguistics. Thus, Hetzron (1976, 96)
writes: "In diachrony ... what is transmitted from generation to
generation is not the structure, but a set of data which is ana-
lyzed by the child acquiring the language so that he could estab-
lish a structure for his own use. Language change is precisely
justified by the fact that a subsequent generation may analyze
the facts perceived by learning the language from the older gen-
eration, and this may eventually require some adjustment in the
facts, some modification of the perceivable data". To be sure,
Hetzron's formulation is less precise than Andersen's in addition
to being couched in traditional structuralist ('taxonomic')
rather than in broadly generative terms. But in essence, this is
in line with Andersen's more elaborate and tightly argued model
of phonological innovation.l

When stating his premises, Andersen (1973, 767) wrote:

"What is needed is a model of phonological change which recogni-
zes, on the one hand, that the verbal output of any speaker is
determined by the grammar he has internalized, and on the other,
that any speaker's internalized grammar is determined by the ver-
bal output from which it has been inferred." And he qualified

(1) For an earlier comment on the similarity of Andersen's and
Hetzron's reasoning and a first criticism of a shortcoming
they, in my opinion, share, see Birnbaum (1977), 28-30.
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his theoretical framework by adding the crucial requirement:
"The model that is needed must show how phonological innovations
can arise in a homogeneous speech community ..." While the broad-
ly generative (and logic) premise sketched seems most useful
indeed, the formulation of the sociolinguistic condition is some-
what questionable (his reference to Labov's definition notwith-
standing). What, in fact, is a homogeneous speech community?
And what exactly is meant when Andersen (like Hetzron) speaks
about the transmitting of a phonological system (or a set of data)
from generation to generation? As I had an opportunity to cau-
tion (Birnbaum, 1977, 30): "... the transmission of a linguistic
system or subsystem (or a grammar or grammatical component genera-
ting this system or subsystem) from one generation of speakers to
the next must not be conceived of in all too rigid, mechanistic
terms since the distinction of successive generations in any real
speech community is never very clear-cut and easily ascertainable."
Put differently, even though sound change in reality -— on the pho-
netic level, accessible to physical scrutiny and measurement —
occurs gradually and it is only on the more abstract phonemic
level that one sound, at some point, simply replaces another, it
is nonetheless a fact that, given the passage of time, an actual
sound shift (e.g., ¢ > 0, ou > u; d > t, k > ¢) is ascertainable
also at the phonetic level, How do such phonological changes
come about? Surely not as a result of any simultaneous gradual
adaptation by each entire membership of a number of clearly defin-
able consecutive generations. Obviously, a real speech community
is never truly homogeneous, nor does it consist of a limited set
of neatly separable generations.

Considering the interpenetration of synchrony and diachrony
— in phonology, ongoing sound change — it would seem more realis-
tic not to posit a limited set of coexistent generations at any
given time (as is implied in Andersen's abductive model as well
as in Hetzron's informal reasoning) but rather to assume the con-
tinuous pattern-setting effect of parents on children, teachers
on students, leaders on followers, older on younger playmates and
fellow workers, more prestigious on less prestigious population
groups, etc., all interacting at various ages and stages of their
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