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Zusammenfassung in deutscher
Sprache (Summary in German)

In der natiirlichen Sprachverarbeitung haben Frage-Antt@&ygsteme in der letzten
Dekade stark an Bedeutung gewonnen. Vor allem durch robMstkzeuge wie
statistische Syntax-Parser und Eigennamenerkenner iisbglich geworden, lin-
guistisch strukturierte Informationen aus unannotiefiertkorpora zu gewinnen.
Zusatzlich werden durch dieext REtrieval Conference (TREf@hrlich Mal3stabe
fur allgemeine domanen-unabhangige Frage-Antwoen8rden definiert.

In der Regel funktionieren Frage-Antwort-Systeme nur gugnn sie robuste
Verfahren fur die unterschiedlichen Fragetypen, die ireeFragemenge vorkom-
men, implementieren. Ein charakteristischer Fragetyg sile sogenenannten
Ereignisfragen Obwohl Ereignisseschon seit Mitte des vorigen Jahrhunderts in
der theoretischen Linguistik, vor allem in der Satzsenkai@egenstand intensiver
Forschung sind, so blieben sie bislang im Bezug auf FrageSysteme weit-
gehend unerforscht. Deshalb widmet sich diese Diplomadiesem Problem.

Ziel dieser Arbeit ist zum Einen eine Charakterisierung Eogignisstruktur in
Frage-Antwort Systemen, die unter Beriicksichtigung deotetischen Linguistik
sowie einer Analyse der TREC 2005 Fragemenge entsteheiZsall Anderen soll
ein Ereignis-basiertes Antwort-Extraktionsverfahretwemfen und implementiert
werden, das sich auf den Ergebnissen dieser Analyse.stifzirmationen von
diversen linguistischen Ebenen sollen daten-getriebezinem uniformen Mod-
ell integriert werden. Spezielle linguistische Ressonyagie z.B. WordNet und
Subkategorisierungslexika werden dabei eine zentralée Riinehmen. Ferner
soll eine Ereignisstruktur vorgestellt werden, die das #dgen von Ereignissen
unabhangig davon, ob sie von Vollverben oder Nominalisigen evoziert wer-
den, erlaubt.

Mit der Implementierung eines Ereignis-basierten Antwiextraktionsmoduls soll
letztendlich auch die Frage beantwortet werden, ob einkzérpEreignismodel-
lierung die Performanz eines Frage-Antwort-Systems \&sdre kann.



Chapter 1

Introduction

Within the last decade the task of Question Answering (QA) Iracome one of
the most prominent research tasks in the area of Inform&iemieval (IR) and
Natural Language Processing (NLP). The need for procedaigg amounts of
documents has arisen from the expansion and increasindapitypwf the World
Wide Webn the 1990s. Technical advances in hardware engineermgdad new
means of processing large amounts of data. With the developai robust NLP
systems, such as part-of-speech (POS) taggers, namgd{&l) taggers or sta-
tistical parsers, more ambitious tasks than the one ofnmétion retrieval (which
is basically the retrieval of documents from a corpus on #sdiof matching terms
of a query with terms of the documents of a corpus) have beenulated. The
need for a more flexible and user friendly interface for deaegines additionally
promotes the development of such systems. One of the mdisutlitask to date
is QA which allows the user to formulate his/her query in naltitanguage. Unlike
conventional retrieval systems the output is not an enti@ithent or passage but
a text snippet which - in the ideal case - does not containhamytout the answer
to a question posed.

The complexity of QA systems varies due to the extent of listiti processing.
The role of linguistic processing mainly distinguishes Qanfi IR. In QA, the
query is not simply an unordered set of terms but a questiondlated in natural
language. On the one hand, this makes processing more HWitfioei to the high
ambiguity of natural language but, on the other hand, theygoentains much
more (structural) information, i.e. the syntax and sentantOne particular aspect
of this additional information which combines both syntaxdaemantics igvent
structure The influence of this aspect in QA, or more precisely answegetion,
will be explored in this thesis.



1.1 Motivation

In many conventional QA systems questions and answer sgrgeme represented
by a set of terms, also known &sg of words Such a representation originates
from information retrieval (IR)which is mainly concerned with retrieving data,
mostly documents, from a large data collection. In all QAteyss which deal
with unstructured or at most semi-structured data (suctheworld wide web,
such a retrieval task is embedded into the system. The tnanafion of the ques-
tion into a query for the retrieval system and the answeiaetitbn from the set of
retrieved documents or passages are additional tasksmpiessystems the mod-
elling of the question and candidate answer sentencesmerggin-based. Queries
are constructed by converting questions to bag of wordsa{lyshy removing all
functional words and stemming the remaining content words) far as answer
extraction is concerned, a common method is to match thestappearing in a
question with the terms in a candidate answer passage @nsentA passage or
sentence is deemed relevant if the ratio of matching terntsgis. An answer
is identified as a term situated in the vicinity of an area vathigh density of
matching terms which additionally conforms to some comstsasuch as having
an appropriate POS and/or NE tagrhis kind of answer extraction is illustrated
by Figure 1.1. The advantage of this type is that this makesgssing very effi-
cient and a uniform representation is maintained througtimipipeline of the QA
system.

The power of such term-based models is, however, rathetelimiA term-based
representation certainly guarantees a reasonalkal but this often goes at the
expense of therecision(Rijsbergen, 1979). Such an approach is likely to fail on
the two Question-Answer Pafr§l.1)-(1.2) and (1.3)-(1.4):

(1.1) Who was killed in the attack?
(1.2) The terrorists killed twenty three people who werekimay in the factory.
(1.3) Who has supported the new UN resolution?

(1.4) The British Prime Minister, who currently spends hididetys in Barbados
on an invitation of veteran singer Sir Cliff Richard, has émically sup-
ported the new UN resolution.

In the first case, either the correct answer, tlee twenty three people who were
working in the factory or thetwo terroristsare returned as an answer. Without
more structured knowledge concerning thié event (for example: labelling the
former entity as thegentand the second as tipatien) a QA system cannot rea-
sonably decide between those two candidates. In the secamdpée, a standard
system would favousir Cliff Richardto theBritish Prime Ministersince the entity

1(Shen & Klakow, 2006), for example, use such a method, witiel talldensity-based answer
extraction as a baseline to test their more advanced method against.
2Note that in this thesigjuestion-answer paimeans a pair of question and answer sentence.
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Question

1 2 3 @ t5 6 {7 t8/9 t10
A
3 t7 8 t9 10

t4 t5 t6

Answer
Sentence

Figure 1.1: Term-based Comparison in QA.

is far closer to the terms of the question. The fact that thi&éyaa deeply embedded
in a relative clause and thus is not related toghpportevent cannot be modelled.
Fortunately, the tasks of question analysis and answeaatdn is different from
the retrieval of information from large data. Due to the filiett those modules re-
quire less data to be processed the amount of processingedaarbased. Thus, a
more sophisticated form of linguistic processing shoulédithempted. Syntactical
and semantic parsing should be used in order to represesti@ue and answer
sentences. The question that arises is what linguisticstwitild be chosen to rep-
resent them. Since many questions deal witbnts(a detailed definition of that
term will be given in the next chapter) this might be a sugalvhy of representa-
tion. It should be intuitive that a model which represenengstructures as a group
of entities which have a particular role in this event, bexpiressing the spatial or
temporal setting or other participating roles, such as tageatient or theme, is a
more appropriate way of representation than an unstrutisgeof terms. Event-
based comparison in QA is illustrated by Figure3l.Note thatedestands for
event denoting expressibandarg for the argument

3Some readers may have noted that the question contains emtseWT his is no misprint. It may
be the case that short questions (like the majority of the CR&estions) only refer to a single event,
but this does not have to be the case. The longer the quebsimase the more events the question
may contain. This issue will be discussed further in thehfmotning chapters along some examples.
“This is a predicate evoking events.
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Question

Answer
Sentence

Figure 1.2: Event-based Comparison in QA.

1.2 Goals of this Thesis

The main goal of this diploma-thesis is to explore in howdaent structurecan
contribute to better processing in QA systems. In order tsalbintend to imple-
ment ananswer extraction modulehich is exclusively designed to tackle event
questions.

Following questions have to be answered in the course oftibss:

e What is an event?

e What does it comprise?

e What is its scope?

e How can events be modelled in QA?

e Can the performance of a QA system be improved by employingedorm
of event modelling?

Since there is no commonly accepted definition of the tementone has to find
a definition at first which suits the context of open-domain REst. Once there
is a concrete notion of this term, one has to explore what oustithis modelling
requires. Concretely speaking, this means that one hasaloate empirically
potential tools for the module in advance, check whethey therk as predicted

12



in this particular context and select the most appropriateso The design of the
module should not merely be event-based but the model slastddoutperform

other non-event-based answer extraction methods. Fithlymodule which is

to be developed should run in a reasonable time-span, ieecdimplexity of the

module has to be adjusted to the practical needs of its usage.

1.3 Outline

This thesis will be structured as follows: Chapter 2 willffigsse a brief overview
of the task of QA. Then, | will try to illustrate the competimgncepts of events.
Different QA systems which use some kind of event-based thodavill also be
looked at. | will explain which particular notion is best &a for QA and how it
can be used in theory to enhance the performance of a baggsystem. Chap-
ter 3 will discuss the insights gained by an analysis of th&TR005 question
set, which is the set on which my module is going to be developealditionally,
eligible tools that are available for a possible implemgotawill be described.
The final design of the model will be explained in Chapter 4Chapter 5, | will
carry out an evaluation of the module by testing its perforoeson both some arti-
ficial test set and the output of the retrieval component ahasting QA system in
order to examine its viability in state-of-the-art apptioas. After a discussion of
these results in Chapter 6, | will summarize my findings asd aliggest possible
directions of further research in Chapter 7.

13



Chapter 2

Background

This chapter tries to establish the foundations for thewalhg chapters. | will start
with giving a generic overview of QA. Then, | will discuss th#ferent linguistic
notions ofevents After this, | will look at existing QA systems which perform
event modelling or some similar form of processing. | wiltass the concepts of
linguistic theory and those to be found in practical systevith respect to their
usability in an open-domain event-based answer extraatiodule. Finally, | will
give a (preliminary) definition of event structure whichtsuihe task of answer
extraction best.

2.1 A Brief Overview of QA

Giving an overview of QA is quite difficult since there arefdient forms of QA
tasks and that is why the corresponding architecture of systems varies con-
siderably. | will try to describe a fairly generic architeat, i.e. only those com-
ponents of a QA system will be mentioned that are present ist types. This
description will mainly follow (Hirschman & Gaizauskas,@)).

The task in QA is to find out automatically whether an answerafguestion is
hidden in a data collection. This data collection may ha¥eint forms. It may
consist of unstructured data, such as a corpus of newspdioges semi-structured
data, such as thé/orld Wide Webor structured data, such as a database. In the
following, | will focus on the first case since this thesis Ivahly deal with this
form of QA. It comprises following steps:

e Question Analysis: Once a question has been entered into the system it
must be analysed. The aim of th@estion analysiss to convert the text
into a structured query for the document retrieval compandost systems
also employ somguestion typingvhich map a question onto an element of
a set of predefined types. This question type determines hewetrieved
information from the corpus has to be processed furtherderoto find an
appropriate answer for the question. This component magrbe@ven more
complex if the QA system is a component in a dialogue systemthis

14



case, the question should be analysed with the help of th&xtoof the
preceding dialogue and can be refined by asking the userlifeniguestion
needs further clarification.

Document Collection Pre-processingin most situations, the corpus from
which answers are to be extracted is too large to procesasixely on-line,
i.e. when a question has been entered as a query. Some pes§ing is
required. This often means that the corpus is converted épi@sentation
which is more appropriate for fast data access. This colmrefocess is
commonly referred to amdexing

Candidate Document Selection:A query is matched against an indexed
representation of documents in order to retrieve a list oked candidate
documents. The techniques applied in this step are IR mgethod

Candidate Document Analysis: This is an intermediate step in which the
collection of retrieved documents is analysed further eotto restrict the
set of potential answer documents. (The fewer documentsetirmed the
more detailed answer extraction can be performed.) Sorastithis even
involves dividing the set of potential documents into pgssa

Answer Extraction: The potential answer documents or passages are fur-
ther processed. Since this module covers a fairly small sdat@, more
complex processing, i.e. advanced NLP, is possible. Thisgasing again
re-ranks the list of retrieved documents or passages.

Answer Selection: There are two ways how to obtain an answer from the
data. The easiest way is to take the best retrieved docume@atssage and
return the text snippet from these data that matches theriarimposed by
the question analysis most. The alternative is to embedtéissnippet
into an appropriate utterance. This task is also knowNatsiral Language
Generation (NLG) The generation of an answer (sentence) is particularly
more appropriate in case of a dialogue system since the arfsar@ence)
can be tailored to the context in which the question was po@ddte that
NLG will not be part of this thesis.)

Event-based modelling is some form of linguistic procegsifhis restricts its ap-
plication to only a subset of the QA modules. All those modukhich process
large amounts of data should only consist of efficient IR ro@sh The exclusion
of candidate document selectiandcandidate document analysise therefore in-
evitable. On the other hand, typical modules which benedfinfNLP are question
analysis, answer extraction and answer selection. (Natietiie latter two often
appear as one step in literature. It is also caledwer extractionIn order to be
consistent with the majority of QA publications, | will skito this convention.)

An important issue in QA are the resources in terms of datec@ns that are
currently available. The most prominent collection is pded by Text REtrieval

15



Conference (TREC)Voorhees & Harman, 2005) which is an ongoing series of
workshops and competitions focusing on various IR researehs. Th&uestion
Answering Trackakes place on an annual basis and provides both a set of ques-
tions and a text corpus. (Note that in this thesis for reasbssmplicity | always

refer to theQuestion Answering Trackhen using the terrTREC) The corpus

that is currently used in TREC is tl&QUAINT corpus (Voorhees & Tice, 2000).
The results of participating systems are evaluated manudiese evaluations are,
however, later made available publicly and can thus be usedystem develop-
ment in subsequent years.

2.2 Concepts of Events in Linguistic Theory for QA

A general definition oeventaccording to (Hornby, 1995) is
a thing that happens, especially something important, éident.
(Pustejovsky et al., 2003) describe it as

a cover term for situations that occur. Events can be puhotuast
for a period of time.

(Papka & Allan, 1998) call it
something happening in a certain place at a certain time.

These are very broad definitions. For the current task a nigeistic notion is
required. In linguistics, the notion of the term dependsydwer, on the particular
branch of discipline one considers. It does not necessaelyn that these concepts
are completely disjoint but at least they consider the teomfa different point of
view. There are two main areas in which this term plays a atucie (which are
also relevant for QA). These are aspectual classifichtiml sentence semantics.

2.2.1 The Scope of Events

Before | will discuss the different linguistic notions efentl should define what
its scopeis from a linguistic point of view. In some literature, likBgrsons, 1990),
one assumes that sentences are the atomic units to dennts. eMeis view, how-
ever, is a simplification. It is more the semantic countdrpéa sentence, i.e. the
propositiort, that is the atomic unit of an event. But not all propositi@ame re-
alized as sentences. This is even not true if one regardacimtlauses, such
as relative clauses, adverbial clauses or verbal phrasssnésnces. This is due

IAccording to (inguistics in Sll, n.d.) aspectis a grammatical category associated with verbs
that expresses a temporal view of the event or state exjprbyshe verb.

2pccording to Wikipedia - The Free Encyclopedia.d.) propositions are assertions whose con-
tent might be taken as either true or false.

16



Eventuality

Event State Process (Activity)

Accomplishment Achievement

Figure 2.1: The Different Types of Aspects.

to the fact that there are other parts of speech than verbshvevioke proposi-
tions. InTimeML (Pustejovsky et al., 2003), for example, which is a speditioa
language for event and temporal expressions in naturabiage text, linguistic
expressions which evoke propositions can be verbs, nodjestives, predicative
clauses and prepositional phrases (PP). These differpnéssions have different
semantic scopes. Consider Sentence (2.1) where theawevi is the linguistic
expression evoking a proposition.

(2.1) [The Prime Minister arrived at the Party Conferdpce

Its semantic scope is a sentence. One can, however, coheevetb to a noun
arrival as in:

(2.2) [The arrival of the Prime Minister at the Party Confergrgewas expected
for Wednesday afternoon.

The semantic scope of this expression is restricted to tha pbrase (NP) and not
the entire sentence.

I will adopt the notion of the scope of events which corregfsoto propositions.

Note, however, that | must restrict the set of expressiogiayg propositions to

verbs and nouns since it is beyond the capability of statirefart NLP tools to

determine participating entities of propositions which avoked by the other ex-
pressions.

2.2.2 Events and Aspect

In an aspectual typology of sentences the terantalways occurs. This section
will present the typology stated in (Bach, 1986) which isp&milar to the other
popular classification scheme of (Vendler, 1967). A disicus®f an aspectual
typology might shed light on what agventis. Figure 2.1 displays the different
aspectual types (@ventualitie} of sentences. The three main classeseaants
statesandprocessesEventsare defined as a unique happening in the outside world
whose temporal extension is finitAccomplishmentare eventsthat may or may
not take an extended amount of time. Thus, it is meaningfalstcthow longan

17



event of this type lasted. Furthermore, these events hagdynaefinite culmina-
tions. A typical example is:

(2.3) Agatha made a sandwich.

Achievementn the other hand, are instantaneous. That is why, it makesimse
to ask how long such a specific event lasted. An example feityiie of event is:

(2.4) Agatha won the race.

Stategdiffer from events in that they hold for varying amounts ofdi. It neither
makes sense to astow longa state lasted nor whether it culminated. A typical
sentence which reports a state is:

(2.5) The dress is white.

The final type of sentence apgocessegor sometimes referred to astivities.
Like events they are happenings. They differ from them in having no ratu
finishing point. An example for this type is:

(2.6) Man ran.

Aspectual classification is a very complex task (which, iis thesis, should be
rephrased as the task of distinguishing events from nontgvand has yet to be
explored further. There already exist some computatioredets. The model pre-
sented in (Moens & Steedman, 1988) is a very sophisticatedarich considers
the interaction of the three main sourdesical aspectgrammatical aspecand
context From a theoretical point of view this model accurately acite for vari-
ous aspectual phenomena. It, however, relies heavily otdwoowledge. Thus,
an implementation for an open-domain application is alnmopossible to realize.
A more data-driven approach is described in (Siegel & McKeo2000). In this
paper, aspectual classification is achieved by applyingpwsrmachine learning
methods. The mediocre performance of all methods appligdesis that a mere
surface-based approach seems to be insufficient for robpsttual classification.
Apart from the technical problems that one encounters wimgrieimenting aspec-
tual classification, it is not even guaranteed that the naticaspectual evertss
appropriate for QA.

2.2.3 Events in Sentence Semantics

Sinceeventsare propositions it should be obvious that the underlyinguistic

modelling is part of sentence semantics. Semantic modedirould be an inte-
gral part of the QA module to be implemented. The final dedigmyever, will be

essentially influenced by the capacity of the correspontthads needed for this
implementation.

3By this | mean those linguistic expressions which are di@sbias an event according to an
aspectual typology like the one presented above.
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As already mentioned, events can be seen as happeningsauttiige world. The
ultimate task in sentence semantics is to reconstruct thatin of the outside
world, i.e. to characterize events on the basis of the infion taken from linguis-
tic expressions. (Basically, this just paraphrases tlgiigtic notion ofmeaning)

Frame Semantics

Though there are, admittedly, many logics modelling eventgll only mention
one type, namelfFrame Semantics (F®)troduced in (Fillmore, 1968), since this
form of representation seems to be the most appropriate Aor(/n explanation
will follow below.) In the following, | will use the terminagy of theFrameNet
project (Fillmore, Johnson, & Petruck, 2003) which is a rtinjual project to
develop a frame-based lexical knowledge base. Semantis imnFrameNet are
defined according to FS. Unlike standard formalisms, suchiras Order Logic
(FOL), the units to be modelled in FS are not lexically motivatetirealized as
specificframes According to (Fillmore, 1968) frames are defined as

units for the conceptual modelling of the world: structussthemata
representing complex situations, events, and actions.

A frame is triggered by the so-calldthme evoking element (feahich is some
kind of predicate. The participants, the so-cafleine elements (fesare semantic
arguments of the predicate, i.e. tle® Sentence (2.7) can be represented in FS by
something like Formula (2.8):

(2.7) Brutus stabbed Caesar in the back with a knife.

(2.8) Af[TypeOf(f,CauseHarm) N FEE(f, stabbing) N Agent(f, B)A\
Victim(f,C) A BodyPart(f,b) A Instrument(f, k)]

It states that there is a framgwhich is of typeCauseHarm and it is evoked
by the frame evoking element FEExicalized bystabbing. There are fourffes
namely BrutusB which has the role of thdgent, CaesaC' which has the role of
the Victim, the backb which has the role of th&ody Part and the knifek which

is the Instrument within this frame.

Fesin FS are the uniform type of representation for complemant$ adjuncts
There are two main benefits in the conceptad Firstly, the entities are assigned
an explicit semantic rofe (Fillmore, 1968) describes these roles as

conceptual participants in a situation in a generic wayepmhdent
from their grammatical realization.

In FOL, on the other hand, Sentence (2.7) would be represest&ormula (2.9):
(2.9) Stab(B,C,b, k)

“These terms are explained in Appendix B.
5These roles were originally calletlematic rolesn (Fillmore, 1968).
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Arguments are assigned to a predicate. Their meaning isamdgded by their
position in a relation which is denoted by the literal theg part of. Thus, in FS,
more information of the participants of a proposition areated which can be
essential for further reasoning tasks.

Secondlyfesare represented in individual units, i.e. literals. By tlépresenta-
tion one actually increases the capability of determinintpgment relationships
between different utterances. For example, one can sha\Bémence (2.7) entails
Sentence (2.10), since in FS (2}8)(2.11).

(2.10) Brutus stabbed Caesar.

(2.12) 3f[TypeOf(f,CauseHarm) N FEE(f, stabbing) N Agent(f, B)A
Victim(f,C)]

(2.12) Stab(B, C)

Unfortunately, one cannot establish this entailment i@tain FOL, since for
the underlying formulae of Sentences (2.7) and (2.10)) 2..12).
The expressive power of FS that is provided by the abstradtmm lexical and
grammatical realizations can be illustrated with the folloy example. The situa-
tions in Sentences (2.13) and (2.15) are identical but dréylihguistic represen-
tation and point of view are different. Fortunately, duehe tabelling of frames
and semantic roles the representations of the two senténé&are almost iden-
tical. Formulae (2.14) and (2.16) only differ in their resipee fees i.e. gaveand
received but the remaining literals are identical.

(2.13) The teacher gave the student a book.

(2.14) 3f[TypeOf(f, Giving) N\FEE(f, give) N Agent(f,t) A Recipient(f,s) A
Theme(f,b)]

(2.15) The student received a book from the teachter.

(2.16) 3f[TypeOf(f,Giving)NFEE(f, receive)NAgent(f,t)\Recipient(f,s)A\
Theme(f,b)]

The frame labels and semantic roles denote situations ioutede world and,
thus, are independent of the lexical units. For reasonigkstéeesshould be ig-
nored. Thus, one could achieve a logical representatiorchwsiiates that both
situations are actually the same.

Why Frame Semantics is the Optimal Form of Representation foQA

FS seems to be the most appropriate form of representatiQiim his is because
itis a shallow form of representation but contains much ntioae just structural in-

formation obtained by syntactical analyses. Current sihtbe-art deep semantic
parsers generating full FOL representations are inap@tesince their processing
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is too inefficient. Scope ambiguities and underspecifioatiare problems which
occur massively if a word by word translation of natural laage into a logic lan-
guage is attempted. But the complexity of current TREC dolest(e.g. TREC
2005), which is a measure of how complex questions to be psececan be, do
not require a representation of that sort.

From the perspective of shallow processing the semantienbof FS as provided
by FrameNet is fairly detailed. Consider the difference ehantic information
provided by a named-entity (NE) tagger. The set of diffetgpés of NEs in state-
of-the-art taggers is very small, i.e. usually there aretypes: person organiza-
tion, locationandtime These types are not even related to the proposition. Thus,
one fails to distinguish between agentand apatientsince both entities would be
labelled as gerson

These insufficiencies should all be rectified in a frame-thaspresentation pro-
vided by FrameNet. Question-Answer Pair (2.17)-(2.18uthlustrate the usage
of FS in QA:

(2.17) [How many students ;c.in, did [Kip Kinkel] ger [Kill | kitiing?

(2.18) [Theshooting kiing Of [two student, ;.. in a school cafeteria in Spring-
field, Oregon caused a high media attention.

Note that | changed the notation of FS. Instead of a FOL-lé&@resentation, |
bracketed the constituents of the sentences feitndfeelabels. The latter can
be identified by their bold lexical units.

In Formula (2.17), the framkilling is evoked bykill, how many students thefe
Victim andKip Kinkel the fe Killer. Note that the question constitudmtw many
studentsis treated as a norm&. This treatment is vital since it is needed for
matching candidate answers. The answer sentence hasltweirigl frame struc-
ture: shootingevokes the framilling andtwo studentss thefe Victim It should
be obvious that one obtains the answer of the question byhingtbow man stu-
dentsandtwo studentwia their commorfe-label in a common frame.

| deliberately chose a more complicated case since itifltess the robustness of
FS in this application. Firstly, the expressions evoking phopositions in the two
sentences, i.&kill andshooting are both different lexical units and belong to dif-
ferent parts of speech, i.&ill is a verb whereashootingis a noun. Furthermore,
the frame representing the question possessetedina the answer sentences does
not contain. All these differences should not complicaterttatching of the frame
structures of question and answer sentence - at least rmethually. The under-
lying frame structures are not identical but, due to the fhat they contain no
contradictory information, they can be unified which is the-pequisite for an ap-
propriate matching of question and answer sentence.

Other ways of representing these sentences would, howsv@roblematic. The
fact that one participating entity is missing in the ansvesitence and the fact that
the predicates are lexicalised differently would make acimag on the basis of
FOL impossible.
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Finally, 1 should comment on the relation between eventsfeardes. As already
mentioned earlier, frames cover virtually any kind of prsiion, i.e. not only
events. This is, however, only true if one interprets thenteventin an aspectual
context (see Section 2.2.2). Nowadays in (computatioiadlstics, this term, or
more precisely the termvent structurgis also used to describe predicate-argument
structures or similar semantic forms of representationg, feame structures. For
example, in TimeML (Pustejovsky et al., 2003), any predidatlabelled as an
evenf. This may be ascribed to one precursor of FS, the so-calledt seman-
tics (Davidson, 1967), which actually defined a logic repredeorigor aspectual
events Since then, the term event structure has also been usetién tbieories
though they do not necessarily exclusively deal with asavents.

In QA, one could, therefore, say that event questions arethjaestions which can
be answered on the grounds of matching event structuresexaonple, the first
two of the following questions might be answered with thelaflframe structures
though only Question (2.19) deals with aspectual event

(2.19) Who killed John F. Kennedy?
(2.20) To which company does Youtube belong?
(2.21) Who is Al Gore?

The predicatebelongin Question (2.20) rather describes a state than an event.
Question (2.21) is problematic since this question doegvwite a frame, or more
generally, the sentence does not contain a predicate, arefahe one cannot use
event structures in order match this question with appat@ranswer sentences.
Section 4.2 will present how those event questions can aitoatly be recog-
nized.

2.3 Event-based Modelling in Existing QA Systems

I now turn to existing QA systems and look if and how eventeoasiodelling is
designed. Thus, one can obtain a complementary view to dwgdtical concepts.
The type of event modelling that | will perform in QA should fathful to the
theoretic notions but practical issues will also have todmesidered. A measure of
what a good trade-off might be, could therefore be read offifthe design of ex-
isting systems. Unfortunately, the teewent-based modellincan hardly be found
anywhere in topical publications. That is why, | have lookedystems which use
syntactic and semantic processing, since they more or lesigelnevent structure
(see also previous section).

(Sinha & Narayanan, 2005) address event-based QA and ag@aextraction on
the basis on FrameNet but this approach is designed for ac:ldemain, namely
weapons of mass destruction (WMgZenarios. This allows to focus on reasoning

Sor more preciselgvent denoting expression (ede)
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on the basis of event ontologies which are domain specifie.cbicrete algorithm
to match questions and answer sentences is only descrilaesbiperficial manner.
So, there are hardly any insights of this paper that can ket fase¢he current task.
(Sauri, Knippen, Verhagen, & Pustejovsky, 2005) presaragvaent recognizer for
QA. Though this is not an entire system this paper gives atugsights into how
an event in an open domain looks like. Some ideas correspmtitetconcepts
presented in the preceding sections, suckvastsare lexical units evoking propo-
sitions. It is an algorithm looking for predicates rathearttperforming aspectual
classification. EVITA this is the name of the event recognizer, is a rule-based
implementation which carefully analyses the context ofsgae events. Unfor-
tunately, only examples of rules are displayed, so the patitin does not offer
sufficient information for a re-implementation. Neithertle prototype publicly
available. Therefore, this publication can only be regdrale a support for the di-
rections already formulated.

Some publications, such as (Buchholz, 2001), (Clarke g£@02), (Durme, Huang,
Kupse, & Nyberg, 2003), and (Li & Croft, 2001) describe apdgomain QA sys-
tems using grammatical relations which can be regardedras stementary form
of event structuré With the notable exception of (Durme et al., 2003), these pa
pers do not offer a uniform model to include those linguidéatures. Instead
heuristics, whose motivations are not always visible, aeduor answer extrac-
tion. All of these implementations suffer from a low recalard linguistic con-
straints seem to be too restrictive. (Shen, Kruijff, & Klaka2005) and (Shen &
Klakow, 2006) address this problem. By modelling the matghif syntactic re-
lations between questions and answers by means of datndriedels, syntactic
criteria gain some robustness. However, the proposed mhetioolels events only
implicitly since all possible syntactic relations are taketo consideration and thus
no form of event structure is explicitly generated.

(Kaisser, 2006) presents a novel approach which makes ksamieNet. This pa-
per comes closest to the conceptewknt structurghat is going to be followed in
this thesis. Since, in this paper, the frame matching betweestions and answer
sentences is used as a hard constraint, the modelling ren@mrestrictive. How-
ever, the general usage of FrameNet in QA (as already pess@nSection 2.2.3)
seems to work. One can claim that even though this paper yseopteliminary
report on the usage of this lexical resource (e.g. importantponents, such as
word-sense disambiguation, are not yet integrated in fsiém).

2.4 A Practical Definition of Event Structure in Question

Answering

There now follows a definition of events in open-domain QA.d¢laspects have
already been mentioned and explained in the previous ssatibthis chapter:

"This is due to the fact that the grammatical function of aipakar entity is indicative of its
semantic role.
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Event structures are formalizations of propositions, aagframe structures in FS.
Thus, events do not have to coincide waikpectuakvents (see Section 2.2.2). Ev-
ery nominalization and full verb is regarded asement denoting expression (ede)
In an answer extraction algorithm, event questions areetijogstions which suc-
cessfully match answer sentences by means of their undgréient structures.
For a successful matching on the basis of event structur@ean guestion has to
ask for an entity which can be identified as a participant efatert, such as the
agent of thekill event in the following question:

(2.22) Who killed John F. Kennedy?

An appropriate model for the internal structure of eventsfeame structures from
FS which model the external concept of an event (i.e. theyradifrom the lexical
units denoting the event structure in text).

8In case the question evokes more than one event, it suffiathia question constituent repre-
sents an entity which participates in one of the events.
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Chapter 3

Data and Tools

The last chapter explored events in liguistic theory andtag QA systems. On
the basis of these insights consequences for the basiad#dige implementation
of an event-based QA module were drawn. Whether this approag really be
followed depends, however, on the data on which QA will bdgrared and the
software tools that are available for the implementatiorthérough inspection of
these issues is therefore imperative. The final method tbegihie implementation
should consider the results of this and the previous chapter

3.1 The TREC 2005 Data Collection

The data on which my implementation is going to be developidenclusively
consist of the TREC 2005 question set (Voorhees & Harman580d the cor-
responding text corpus, i.e. the AQUAINT corpus (VoorheeSiée, 2000). For
this chapter only the question set is of interest since atmuresiduces the QA
process. It determines what is to be looked for. Four aspects are af mgerest:

e Does the frequency of event questions suffice for an exdusient-based
answer extraction algorithm?

e What role does time play?
e What role do spatial coordinates play?
e How can other participants of events be characterized?

The following subsections deal with each of these itemsrsdgig.

1Chapter 4.6 will look at the set of the relevant candidaterensentences. This issue is not
covered in this chapter since an evaluation on these datalyspossible after acquiring labelled
training data for my method which will all be described in fblbowing chapter. In order to preserve
a chronological order, | have, therefore, to postpone sessment.
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3.1.1 Event Structure in the TREC 2005 Question Set

Chapter 2.4 stated an operational definition of event strador my implementa-
tion. With this definition of events, | annotated the questet of TREC 2005 in
order to determine the relevance of event questions. | ed200 event questions.

In relative terms this amounts 87.74%.

In order to recognize events in natural language text ondseecharacterize the
linguistic expressions that trigger events. | call suchregpionsevent denoting
expressions (edesPpart from full verbs there are other classes of words which
are potentiakdes such as nominalizations. They are the second most fredjnent
guistic realization okdes In total, | counted0 nominalizations in thé30 TREC
2005 questions (i.5.09% of the questions contain such a nominalization). This
should justify the modelling of nominalizeztles All other edes for example, ad-
jectives, will not be considered aslesin this thesid.

This quantitative evaluation clearly supports the eveagelol modelling suggested
in the previous chapter.

3.1.2 The Role of Time

This section looks at the role of time in the TREC 2005 quesset. | will not
exclusively restrict this analysis to the set of event goastas it might be interest-
ing to see whether the distribution of the questions raigtintime in the set of all
questions differs from that in the set of event questions dtcommonly accepted
view that temporal information plays a crucial role spectuakevents. Whether
this also holds for the events that are considered in thsgheill be investigated
below.

Quantitative Analysis of the Different Types of Questions hvolving Time

| begin with a typology of questions involving temporal infeation. The most
obvious type of question asks for a specific point in timehsas:

(3.1) When did the submarine sink?

In the following, | will refer to this type atemporal questionFor current QA mod-
elling, this type is highly important since approximaté.45% of the questions
in TREC 2005 are of this particular type. Each of them is als@weent question.
So, temporal questions are a reliable indicator of events.

A similar question type arduration questionssuch as:

(3.2) How long was the debate scheduled to be?

They are fairly rare - only).38% of the questions are of this typePeriodicity
questionssuch as Question (3.3) are equally seldom:

2| encountered less than a hand-full of the other types in REQ 2005 question set.
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Question Type Frequency | Percentage
Temporal Question 66 12.45
Duration Question 2 0.38
Periodicity Question 2 0.38
Temporal Relation Question 12 2.26
Question with Temporal Expressign 18 3.39

Table 3.1: Statistics of Questions Involving Temporal Comgnts.

(3.3) How often did Richard Nixon stand for president?

Both periodicity questionsand duration questionglso coincide exclusively with
event questions.
Another type of question involvieemporal relationssuch as:

(3.4) How many people died when St. Helens erupted?

There are approximately.3% questions to be found in the set. This type differs
from the above mentioned in that no explicit temporal exgimesis required in
the question or the answer sentence. Unfortunately, tiy@ibtic objects that are
related temporally need not levents Only around one fourth of the temporal
relation questions are event questions. The rest are casg#sas:

(3.5) How old was Crosby when he died?

The matrix clause cannot be converted into an event steictue to the absence
of a predicate.

The final question type describes questions which do notasktemporal expres-
sion but contain one, such as:

(3.6) What cruise line attempted to take over NClDiecember 1998

In these cases, the temporal expression should be regasdegaticipant of an
event Ideally, the best answer sentence contains the idenéingbdral expression
as the question. Unfortunately, orgy39% of the questions contain such a tempo-
ral expression. If one only considers event questions théa decreases th7%.
Table 3.1 summarizes the statistics for TREC questions abte .2 for the sub-
set of event questions. All in all, these results suggesttémaporal modelling, in
general, should be included into a QA system. | could also diridence for the
claim above mentioned that the inclusion of temporal mautglis, in particular,
useful for event-based modelling QA, since many of the ifiedtquestion types
involving time co-occur exclusively with event questions.

Due to the limited time for the implementation | will only ceider temporal ques-
tions and questions containing temporal expressions. eTaesthe two most fre-
quently occurring types which means that they should bengiveority.
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Question Type Frequency | Percentage
Temporal Event Question 66 12.45
Duration Event Question 2 0.38
Periodicity Event Question 2 0.38
Temporal Relation Event Question 3 0.57
Event Question with Temporal Expressipn 9 1.7

Table 3.2: Statistics of Event Questions Involving Temp@@amponents.

Modelling Temporal Expressions

Now that temporal modelling in event-based QA could be figstj one needs to
explore further what the appropriate design might look.likeo questions should
be answered:

e How are temporal expressions represented?
e How are they located?

The first question is important for matching two temporalresgions. Hence, it
is more relevant for questions with temporal expressiorge Jecond question is
equally relevant for both temporal questions and questidtistemporal expres-
sions.

The mere recognition of temporal expressions is fairly e&ate-of-the-art NE
taggers perform this task fairly reliably. An appropria¢gresentation of temporal
expressions in QA, however, is very complex. (Passonné€8)Istates that

temporal information is distributed across several noragal lexical
and grammatical elements.

Temporal expressions might become problematic if they hav®me semantically
interpreted. The mere recognition does not specify a teat@xpression further.
A formal representation of these expressions, which allasmantic comparison
of these terms, is needed. Otherwise, expressiondd#tdviondayand 7/8/2006
cannot be compared. In general, different levels of graitylaf temporal expres-
sions and the occurrence of anaphoric expressions requie form of normal-
ization and anaphora resolution. Software tools lik&Time (Time Taggern.d.)
are specifically designed to solve these tasks. As far as TRIS is concerned,
however, the usage of this kind of processing is not realgded:

The problem of temporal anaphoras is not present. | inspectandom sample of
10 questions with temporal coordinates and checked the setrcésponding an-
swer sentences due tOREC Answer Pattern2005). | did not find any anaphoric
temporal expression in this set.

The normalization of explicit temporal expressions is rtwt tdifficult for the
TREC questions as might be expected. The temporal expnsstiat are to be
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compared with each other are almost exclusively year datsy, it might be
possible that one encounters dates in question and ansmiense with different
formats, such aduly 2006and 7/8/2006 A normalization of such expressions
is straight forward since one only has to extract the yeahe$e expressions. |
even suspect that a common string matching algorithm, ssi¢thed_evenshtein-
distancewhich is implemented in§am’s String Metrigsn.d.), might suffice for
comparing temporal expressions since the great majoritpuestion-answer pairs
in TREC 2005 contains identical temporal expressions irstiore and answer sen-
tence. (I conclude this from the same evaluation on a randomple of TREC
questions and corresponding answer sentences where tdhtiperal expressions
were identical.)

3.1.3 The Role of Space

Intuitively, spatial modelling for QA should be as importas temporal modelling.
The similarities between these two types will become olwiatien one looks at
the different types of questions involving locations.

Quantitative Analysis of the Different Types of Questions hvolving Locations

There are two types of questions involving locations (anih lod these types will
be modelled in my implementation), one beilogative questionsi.e. guestions
which ask for a location, such as Question (3.7), and therdibmg questions
which include a spatial coordinate which can be used as aerefe point for
matching candidate answer sentences, such as Questipn (3.8

(3.7) Where was George Foreman born?
(3.8) When did the first McDonald’s restaurant operthe U.S|;oc?

The percentage of locative questions with 13% is similar to that of temporal
questions. However, there are far fewer event questionsgthose locative ques-
tions (approximately onlg$8%). The remaining locative questions (approximately
32%) are description questions, such as:

(3.9) Where is Port Arthur?

This result suggests that temporal questions are moreaitiggcof event questions
than locative questions. Related publications, such agx@ample, (Crowe, 1995),
confirm this observation.

Approximately 8.67% of the TREC 2005 questions contain a location (being a
named entity)4.72% of the questions are event questions with a spatial codelina
Table 3.3 summarizes the statistics presented above.
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Question Type Frequency | Percentage
Locative Question 59 11.31
Locative Event Question 40 7.35
Locative Description Question 19 3.58
Question with Spatial Coordinate 46 8.67
Event Question with Spatial Coordinate 25 4.72

Table 3.3: Statistics of Questions Involving Spatial Exgiens.

Modelling Spatial Expressions

As far as locative questions are concerned, modelling shioeifairly straight for-
ward. The most important tool is a conventional namede(RE) tagger which
supports the detection of locations. The situation is @hjiko occur that one has
to choose between many locations nearby an event undetigatsn. This is due
to the fact that locations do not occur that often. According state-of-the-art
NE tagge?, a location occurs every 20 senterfte©f course, not every spatial
coordinate is recognized since ordinary NE taggers onlggeize locations being
names of countries, cities or rivers. In order to increasectiverage one could use
knowledge sources, such as WordNet, in order to recogncagitms being com-
mon nouns, such dwuse schoolor hospital As far as questions involving spatial
components in TREC 2005 are concerned, however, these tfpesations are
irrelevant, since locative questions ask for named estdigd spatial coordinates
that might both occur in question and answer sentence areafeed entities.
Comparing spatial coordinates can be highly complicat@ati&l information be-
haves quite differently from temporal information in thesspect. There are, ad-
mittedly, similarities as to the classifications of anaphiand non-anaphoric real-
izations, but there are two properties which are fundantigrdéferent and these
properties demand some different modelling of the two tygg@sformation.
Whereas temporal information can be described by a finitengrar, spatial in-
formation cannot as easily be described in thaberativeway. An appropriate
modelling of spatial information heavily relies on a larggabase. It can only be
built manually, since it requires the world knowledge of apeat.

Due to the lack of a common structure in spatial coordinatésfairly difficult to
interpret two different locations. Temporal informaticancoften be normalized to
a format with sufficient granularity in order to determine tielation, i.e. similar-
ity, between two dates, for exampleaturday, 11/23/1963, 5:25pandNovember
1962. But to state a relation betwe&xeterandUnited Kingdonit requires again

3| use the tagger from (Curran & Clark, 2003b).

4| computed this number by counting the number of spatial &sgions in a set of documents
annotated by a NE tagger and normalizing this value by thebeurof total sentences.

SNote, however, that sometimes, this does not work if one igateo unspecific as iMonday
andSeptember 1999
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external knowledge, i.e. an ontology of locations whichmefExeteras a city in
the countryUnited Kingdom A fairly reasonable approach for QA could be the
metrics proposed by (Makkonen, Ahonen-Myka, & Salmenk@03). Locations
are hierarchically ordered by levels of geographic spetifisuch ascontinent
country, district/countyandcity. The similarity of two locations can then be repre-
sented by their distance in the hierarchy.

Since this task is beyond the scope of this thesis and the TéRELCdo not suffi-
ciently provide spatial coordinates for event questionsugh the amount of event
questions which contain a spatial coordinate is more tharetthie size of the event
questions containing temporal coordinates, | will not canepspatial information
in semantic terms (for example by means of a geographic agypl Instead lo-
cations are compared by the orthographic similarity of #rens that denote them.
Fortunately, as with temporal coordinates, spatial coatgis are also usually iden-
tical in questions and answer sentence. (At least, | did mobenter other cases in
TREC 2005.)

3.1.4 Other Propositional Entities of Events

Toregard space and time as the only propositional entifiegemts is inappropriate
for answer extraction in event-based QA. The TREC 2005 mrestalso refer
to the living beings and things (both physical and abstramtplved in events.
Since events are closely connected to propositions (atiletss thesis | take this
point of view), all arguments of propositions (in syntadiems this corresponds
to complementsand adjuncts of a verb or nominalization) should be regasded
participant$. From this perspective time and place are entities whicmateso
tightly related to events than other entities because theynastly adjuncts. Only
the fact that the proportion of these questions among thet epeestions in TREC
2005 is so great (more than half of the event questions ditlielve space or time)
make these two participating entities so important.

How propositional entities of events, in general, will beagnized, interpreted and
matched in my QA module - so far | have only discussed how teai@md spatial
entities are to be treated - will be described in the forthognchapter in detail.

3.2 Existing Tools

After looking at the data to be processed | should also atkesavailability and
performance of NLP tools which could be used for the impletagon of my an-
swer extraction module. How these tools relate to each etliebecome obvious
when the overall architecture of my module will be presemteitie next chapter.

5Note that in this thesis | also subsumgbjectsy this term.
"For a more detailed explanation of these syntactic term#ppendix B.
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3.2.1 Stemmer

In any text retrieval task some form of stemming must be appliThe reason for
this is that one needs to group all inflectional forms of adakunit. The sim-
plest stemming methods convert these forms into an ab$tnamt(e.g.emigrated
andemigratesare transformed intemigrat$). For my implementation a reduction
to such abstract word forms is insufficient as these stemsotdre looked up in
lexicons, which | also use in my module. Therefore, | needesomore complex
processing which returns the lemma of the inflectional fanstéad of an abstract
stem (e.g.emigrateinstead ofemigratf). | have decided to use Abney’s stem-
mer (Abney, 1997) since it offers precisely this functidtyal

3.2.2 Part-of-Speech Tagging

Part-of-speech (POS) tagging is needed for various reasbost NLP tools such
as syntactic parsers or named-entity taggers demand Rfg8etaext as input. |
will use theC & C tagger (Curran & Clark, 2003a) which is a statistical tagger

3.2.3 Named-Entity Recognition

The greatest problem with state-of-the-art named-enhi)(taggers is that they
are not capable to recognize fine-grained classes. Remoyistrestricted to per-
sonal names, locations, and temporal expressions. Agdgliedicated in Sec-
tions 3.1.2 and 3.1.3, locations and temporal expressimnfust recognized and
not interpreted. My method has to work with this limitatiohwill use the NE
tagger included in th€ & C software package (Curran & Clark, 2003b).

3.2.4 Pronoun Resolution

An important factor in QA is the way in which pronouns are tegh The omis-
sion of pronoun resolution would prevent entities in anssertences, if referred
to by a pronoun, which also occurred in a question (usualthéform of a named
entity) from being matched. The only tool that was availatolene is a mod-
ule of Alyssa(Shen, Leidner, Merkel, & Klakow, 2006), which is the QA st
developed at LSV for TREC 2006. It uses components provige@ATE (Cun-
ningham, Maynard, Tablan, Ursu, & Bontcheva, 2001).

3.2.5 Syntactic Lexicons

If one needs access to subcategorization frames of thealenitts triggering
events, one needs a lexicon which enlists all possible fsaphi@ particular verb
or nominalization. One could argue that subcategorizatiames could also be
directly read from parses but in that case one would not be tbHdistinguish
between complements from adjurfct©One possible usage of the information of

8The termscomplemenandadjunctare explained in Appendix B.
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subcategorization lexicons is to check whether the argtistatus of an entity in
a question and its potential counterpart in an answer seat@me the same. If their
status is identical, then this supports the view that thechmaf the two entities
is positive. (I will later fully explain why | need these fras For the moment,
one should keep in mind that these frames can be seen asgspaint of event-
structures.)

As far as verbs are concerned, | made us€OMLEX Version 3.¢gMacleod, Gr-
ishman, & Meyers, 1998). The lexicon contains approxinys®€00 verb entri€s
At the time of implementing my model no other lexicon was ke to me®.
Nevertheless, the lexicon contains entries for all verlbmdbin the TREC 2005
question set.

Since nominalizations also play an important part in e\s#ed modelling (see
Section 3.1.1), a lexicon for these types of nouns is alsaetke This lexicon,
however, has to provide more information than a lexicon &bg. These are:

(3.10) specification of the original verb of the nominaliaat
(3.11) list of subcategorization frames
(3.12) assignment of grammatical functions to complements

(3.10) is essential for QA if one needs to map nominalizationto verbs. (Since
the occurrence of nominalizations is significantly lowearththe occurrence of
verbs, it is often the case that nominalizations will onlypear in either question
or answer sentence. The other sentence contains the cordesg verb.) These
mappings are required for measuring semantic similarii@dVordNet (see also
the upcoming Section 3.2.7). (Durme et al., 2003) expjicgthte the limitation of
current tools to compute (semantic) similarities exclelyiwithin the same part of
speech. As already mentioned, simple stemming methodbdtractlemmas do
not help in this case. The reduction of the two wotglsninationandfinishedto
terminatp andfinish for example, cannot be used as input for tools computing se-
mantic similarities (sincéerminatf is an abstract word form). So, the knowledge-
driven mapping of the two word forms is the most appropriatieiteon for that
problem. | hope that by using a lexicon which offers a mapgiatyveen nouns
and verbs, | can increase the scope of measuring semaniiargigs.

(3.11) is required for the same reasons as it is the case wdadimg with verbs.
(3.12) is needed since the assignment of grammatical fametio complements of
nominalizations is not that straightforward as it is theecadth verbs. Normally,
one can identify the NP immediately preceding the (actiezb\as the subject and

%It also includes other parts of speech than verbs but thelynatl be considered for further
processing.

For future work | would recommend using the new subcategtim lexicon called
VALEX (Korhonen, Krymolowski, & Briscoe, 2006) since it hadarger coverage and more detailed
information concerning subcategorization frames than C8KL The resource has been released in
late 2006.
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the NP immediately succeeding the verb as the object. Ndiz@tians do not fol-
low these rules. The assignment of grammatical functionsoody be determined
with the help of explicit listing of the mappings. The followg sentences illustrate
this:

(3.13) The eruptioriof the volcands;y 5y was regarded as a bad omen.
(3.14) The assassinatidof J.F.Ko s happened on 22nd November 1963.
(3.15) His removalfrom government,oc was not expected.

(3.16) The commerifrom Johnsy s was totally inappropriate.

One could distinguish betweenaF, being a subject in Sentence (3.13) and
an object in Sentence (3.14) with the help of valency infdiomawithout further
lexical information, i.e eruptionis intransitive andissassinatiofs transitive, but,
one could not distinguish between the locative functioms(th no grammatical
function) of the PPy, in Sentence (3.15) and its function as a subject in Sen-
tence (3.16).

The only lexicon that is publicly available and which fulfilsese criteria men-
tioned above is NOMLEX (Macleod, Grishman, Meyers, BageReeves, 1998).
The original NOMLEX contains approximately 1000 entriesiebhwere manu-
ally annotatett. The extension which | use, callddOMLEX-Plus(Meyers et
al., 2004), has been semi-automatically extended. In,ttte lexicon contains
4900 nominalizations. This extension also includes nohastake arguments like
nominalizations, but are not morphologically related tg gerb. This would, for
example, allow us to ma live in Question (3.17) ontthomein Answer Sen-
tence (3.18).

(3.17) Where did Ronald Reagan live?

(3.18) Ronald Reagan, ex-president of the USA, has diedsdtdrne in Bel Air,
Los, Angeles.

This is a very useful feature for QA since the coverage of @k mappings is
further increased.

As far as grammatical functions are concerned, | only camsidl the functions
subject and object since NOMLEX rarely states indirect aigj@nd its inclusion
would have complicated processing.

3.2.6 Syntactic Parsing

Syntactic parsing is needed as a basis for detecting thesgii@t participating
entities of events, recognizing subcategorization fraamesderiving grammatical

"This lexicon also includes entries of partitive, relatibaad attributive nouns but they will be
ignored for the present task.
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relations. The only parsers that are appropriate for theentitask are statistical
parsers because they are sufficiently efficient for QA.

| tested two parsers that were available: the parser by MicBallins (Collins,
1997) and the one by Eugene Charniak (Charniak, 2000). Thiput is quite
similar, Collins’ parser sometimes produces flatter stmgs than Charniak’s. Fi-
nally, | decided in favour of Collins’ parser, however, gnte output format of
this parser can be better used for further processing. Ttmibneeds to be con-
verted to a format which allows easy access to the differenstituents of a parse
trees. TigerXML (Mengel & Lezius, 2000) was found to be doiga | also use
(TIGER API 1.8 - A Java Interface to the TIGER Corpngl.) which is a JAVA
API for navigating TigerXML files which is publicly availael

| did not consider dependency-based parsers, such as MR[PA Lin, 1998),
though it is more efficient parser, since dependency strestare not compatible
with the remaining tools | use, such as COMLEX, NOMLEX or Tig®IL. In
order to use MINIPAR it would have required an automatic ession of depen-
dency structures to phrase structures which was also faatihe-consuming for
this thesis.

3.2.7 Semantic Lexicons

For the module to be built the only semantic lexicon whichvdes useful in-
formation is WordNet (Miller, Beckwith, Fellbaum, Gross,Miller, 1990). This
lexicon is concerned with lexical relationships (sucthgpgernomy hyponymyor
meronymy between different semantic concepts also knowayaisets Each lex-
ical entry is assigned to at least one synset. The structusyrsets and their
different relations is similar to that of an ontology whidlows some form of lim-
ited reasoning.

Another useful property of WordNet are its Lexicographdes:i These files are
very general but informative classifications of subsetsyofssts. A Lexicogra-
pher File only comprises a subset of synsets of the same fogpeech. Table 3.4
displays the list of Lexicographer Files for nouns and verdste that the Lexi-
cographer Files are orthogonal to the synset graph encaldendifferent lexical
relationships. As far as nouns are concerned these claasd®aised as a simpli-
fied alternative to semantic roles from FS. The Lexicograpfies of verbs, on the
other hand, might be seen as a simplified frame from FS. (@e8tB will explain
this analogy in detail.)

For this thesis, | use WordNet via two different tools. Thetfis WNL - Java
WordNet Library n.d.) which is a JAVA API for navigating through WordNet.
Common functions allow looking up the synsets of lexicaimgeand traversing
synset nodes in thé/ordNet synset graphApart from that it also provides more
complex operations, such as computing the strength of aeship holding be-
tween two synsets. | discovered, however, that these coroplerations are highly
instable and should not be used. | use this tool primarilyolm@ining Lexicog-
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Part of Speech Lexicographer Files
noun acts, animal, artifact, attribute, body, cognitign,
communication, event, feeling, food, group, loga-

tion, motive, object, person, phenomenon, plant,

possession, process, quantity, relation, shape, state,
substance, time
verb body, change, cognition, communication, competi-
tion, consumption, contact, creation, emotion, mo-
tion, perception, possession, social, stative, weather

Table 3.4: Lexicographer Files of Nouns and Verbs in WordNet

rapher Files of specific lexical items. Since for QA deterinmgnthe semantic
strength of two synsets seems fairly useful | also use a ReKkage called Word-
Net::Similarity (Pedersen, Patwardhan, & Michelizzi, 2p@hich calculates the
distance of two synsets in terms lagperonymyrelations. The advantage of this
tool is that it supports state-of-the-art metrics (Budslgit& Hirst, 2006) in order
to calculate semantic distances in WordNet. All these m®tréturn a numeric
weight which can be used for automatic comparisons of theetgrof two lexical
units.

3.2.8 Semantic Parsing

The only semantic parser that is freely avaible at the moinsesihalmanesefErk

& Pado, 2006) which labels plain text with complete frameicures to be found

in FrameNet. The processing comprises recognifinagne evoking elements
(fees) determining their frames and labelling th&mme elements (fes)he tool
comes with aready-to-usemode, i.e. both syntactic and semantic parse models
have already been trained. In this mode, syntactic parsirdpne via Collins’
parser (Collins, 1997). Because of the limited time | coultydest the tool within
this mode.

Unfortunately, due to the low performance of this tool onTIiREC 2005 ques-
tions | could use not it for the final implementation. Varigeasons are responsi-
ble for that. Appendix A describes in detail which problenergvencountered and
suggests possible explanations.

3.3 An Alternative but Similar Model to Frame Struc-
tures

The previous section stated that semantic processing EsemgeNet cannot be

used due to the insufficiently robust performancesbhflmaneserConsequently,
an alternative model has to be devised. This model shoula lag@roximation of
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frame structures (since frame structures are still assumbd the most appropri-
ate form for this task) by making use of other existing NLPIsowhich perform
better.

In order to allocate different but semantically relateddakunits to one event, i.e.

if one intends to approximate frames, one can use lexicalress, such as Word-
Net (see also Section 3.2.7). Thus, differedes such ago shootandto kill, can

be related to the same concept.

Additionally, WordNet and NE taggers can be easily used $sigming semantic
classes to the participating entities of events. The insurtable problem, how-
ever, is that these semantic classes, sugeeson objector cognition are defined
independently of events. Thus, there are event scenariwhich these labels fall
to discriminate between the different participating éeit For example, imagine
a murder event likeX shot Y General semantic labels would label both X and Y
aspersonand would not help us in a subsequent question ikeo shot 22? to
distinguish betweeX andY. Semantic roles provide the expressive power to dis-
criminate betweerX which is regarded as thagentandY which is thepatient
Xis the answer, since the question asks fordgentand not thepatient One
might wonder, however, in how far the usage of grammaticattions, such as
subjectandobject can be harnessed in combination with general semantisedas
in order to approximate semantic roles. In simple cases) aaX shot Y gram-
matical functions can be used to distinguish betw<éé&eing a subject and being

an object. They can be derived from subcategorization fsanféne assignment
of these functions can become complex, however, if one dersipassivization,
controlling or raising®. Since the detection of grammatical functions can be erro-
neous, one could augment the entities with semantic classatoned above. For,
in some cases, such as Sentence (3.19), one can distingaishlject and object
just by their semantic tag.

(3.19) [Petefperson Wrote [a lettelcommunication -

In my method, | will make usage of both semantic tags and graticai functions
in order to have as much information as possible in ordergtindjuish different
entities participating of some event.

21t is not trivial to unify Z and its counterpart in a relevamsaver sentence, such as Y in the
current example, since the entity might not be realized aséme NP, e.glohn F. Kennedwandthe
President of the United States

BThese terms are explained in Appendix B.
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Chapter 4

Method

This chapter presents a model for event-based QA. The bdesign is displayed
in Figure 4.1. Both questions and their corresponding ciatdianswer sentences
are transformed from plain text to event structures. Thilkhei explained in Sec-
tion 4.1. Event structures are more abstract represensatibthe sentences which
include various linguistic information. The event strueti generated from ques-
tions need some post-processing, as will be described i8et2. These filters
rule out insufficiently processed questions and non-eveastipns. Answer sen-
tences do not need this kind of processing. However, sorme @fiust be spent in
finding them in the AQUAINT corpus. How this is done will be débed in Sec-
tion 4.3. Event-based representations of a question ardidzte answer sentence
contain all information that are needed for matching therwidibe explained in
Section 4.4. The goal of this matching is twofold. At first, andidate answer
sentence must be checked for relevance concerning thaaqueghen, if the sen-
tence fulfils sufficient criteria, an answer snippet will béracted from it. Since
the matching of questions and candidate answer sentengesasy a data-driven
model combining various information from different lingtic and non-linguistic
levels, its unknown parameters must be estimated. Howghdeme and how the
necessary labelled training data are acquired will be dmsitin Section 4.5. Fi-
nally, Section 4.6 will discuss a descriptive statisticat thhave obtained from the
labelled training data. Hopefully, this might give somedhs into the characteris-
tics of the answer sentences of event questions. This eestiimuld be regarded as
a digression supplementing the contents of Chapter 3.1.

4.1 From Plain Text to Event Structures

How the transformation of plain text to a representation wén¢ structures is
achieved is illustrated in Figure 4.2. The first processitep $s pronoun reso-
lution because the tool | use (see also Chapter 3.2.4) exjpiain text as input
format. Following this, the text is processed by a POS ta¢gge Chapter 3.2.2).
Its output is both processed by a syntactic parser (see &h3y26), a NE tagger
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(see Chapter 3.2.3) and a look-up method using WordNet. thatenly full verbs
and (common) nouns are looked up. An expression is not taggbdhe label of
its synset, as it is normally the case in other methods, but with the nafrtbe
Lexicographer File which includes this synset (see Chapi&i7). This is done
since these names are sufficiently general for semantic aesom between two
different lexical units. As far as nominal expressions anecerned, the tagging of
the two semantic components is complementary. A NE tagggsr fieoper nouns
whereas WordNet labels common nouns. For reasons of urtfothe labels of
the NE tagger are mapped onto corresponding Lexicograptes. F

The output of the parser are phrase-structure trees endodéderXML (Men-
gel & Lezius, 2000). These trees are far too variable to besidered a basis
for matching questions and answer sentences. That is whyatieeconverted to
some form of predicate-argument structure which also eitjglistates the three
main grammatical relationsubject objectandindirect object. This is an abstract
representation which ignores some variations in syntairface structures (i.e.
phrase structure trees), such as active and passive tibar(gee Examples (4.1)-
(4.4)) or the different ordering of syntactic constitueintguestions and declarative
sentences (see Examples (4.5)-(4.8)).

(4.1) How many people were killed by Kip Kinkel?
(4.2) kill([Kip Kinkel]sy .7,[how many people s.7)
(4.3) Kip Kinkel killed 4 people.

(4.4) kill([Kip Kinkel]sy.s,[4 peopléos.)

(4.5) Whose policy did the U.N. criticize?

(4.6) criticize(the U.N]sy p,[which policylop.r)

(4.7) The U.N. criticized Iran’s nuclear policy.

(4.8) criticize(the U.N]sypJ,[lran’s nuclear policipz.7)

This transformation can become fairly difficult when it camie imperatives since

the imperative itself along its corresponding predicatgsment structure has to be
ignored (because the imperative will not turn up in the amsseatence). This is

illustrated in Examples (4.9) and (4.10):

(4.9) Name the most famous movie produced by Steven Spiglber

1By the synset | mean the first synset WordNet offers as a lexical uHiis synset normally
encodes the most frequent meaning of a word. Any word-sesaenbliguation (which would select
the most appropriate synset for a term given its contexteglatted since processing would have
been beyond the scope of this thesis.

Note that due to technical restrictions on processing nalizi@tions onlyindirect objectsof
verbs can be recognized.
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(4.10) produc€fteven Spielbetgy z.7,[the most famous movies.)

Another difficulty in Sentence (4.9) is the elliptic relaiclause which has to be
normalized as well

For traversing the phrase structure trees | (SGER API 1.8 - A Java Interface
to the TIGER Corpusn.d.). In order to produce precise subcategorization ésam
| use COMLEX, a subcategorization lexicon for verbs, and N, a subcate-
gorization lexicon for nominalizations (see Chapter 3.2.5

In general, the method for constructing a predicate-arguiisteucture from a parse
tree follows conceptually the method proposed in (C.-S. &irsmith, 2006),
though | had also to deal with questions and nominalizatieviich makes my
algorithm considerably more complex than the fairly simalgorithm in (C.-S.
Lin & Smith, 2006).

After syntactic and semantic information have been acduihey are com-
bined. This representation is a simplified representatidname structures from
FS (which has already been briefly introduced in Chapter. 3@yen the struc-
ture in Example (4.4) the predicate and its arguments olstimantic labels. The
corresponding structure looks like:

(411) ki”change([Kip Kinkel]i)s:rf;gment:SUBJ'[‘l peopl%s:rf;gment:OBJ)

Finally each predicate-argument structure is augmentedabsllites They are
nominal expressions which could not be identified as sywtarguments (either
complements or adjuncts) but are in the vicinity of a preticaA satellite can
relate to anyedeoccurring in the same sentence. One reason why these &ntitie
are included is that due to the limitations of the parser seméies cannot be
established as a syntactic argument to a predicate. A typicanple where the
inclusion of satellites would be vital is Sentence (4.13)chtcontains the answer

to Question (4.12):

(4.12) Who won the 1998 Nobel Prize in Literature?

. d
(4.13) After[Naguib Mahfougrson [who]ggm;{mm:ww

. . . 0S5€sSion H time
Nobel Prize in theratuﬂéomplemmt:OBJ [in 199877 ., ...

competition [the

[won| pred

(4.13) also summarizes the information present in an everttaré. These (graph)
structures are encoded in a specifically designed XML-forfvhich is conceptu-

3This normalization could only be performed on questionsesia naive algorithm is not suffi-
ciently robust for the vast syntactical variability in th@®AINT corpus. The TREC 2005 question
set, on the other hand, is far more syntactically restrigthith is why a simple algorithm works
here fairly well.

“To be precise, this illustration is still a simplification .0t sentences have more complex struc-
tures when multiple events are evoked. This is due to thetlf@ttsome expressions can be multi-
functional. For example, a nominalization can be both aipetd, i.e.ede and a complement of
anotheredebeing a verb, or an entity may be a satellite in one eventtstre@nd a complement in
another.

Apart from that, each entity is also characterized by theéiapdistance to it®de This is necessary
since some metrics in my answer extraction algorithm neisdriformation.
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ally very similar to TigerXML). As far as questions are cormx, the question
constituent (normally, the phrase in which the interrogagpronoun occurs) is
specially marked. There are basically two types of questmnstituents, one in
which there is only an interrogative pronoun, as in Questébh4), and the other
in which there is an NP with a real head noun, as in Questidrbj4.

(4.14) [Wh0 killed J. F. Kennedy?
(4.15) [How many crewmalwere lost in the disaster?

Since in Question (4.14) the corresponding NP is semalytieadpty, no semantic
information can be deduced from the pronoun; WordNet and\tEBeagger will
not output any information. That is why the question type lbamdditionally used
as a semantic label. For this thesis, | have used the qudsties presented in
(Li & Roth, 2005). The labels were assigned by using the dutpthe question
classifier of the Alyssa system (Shen et al., 2006). For magcbperations with
candidate answer constituents, it is of course necessanatch these labels with
the ordinary semantic labels. A mapping for all common qaadiypes onto ap-
propriate Lexicographer Files of WordNet has thereforenbieglemented. For
more information, see also Appendix E.

In cases where the question constituent comprises morgukaime interrogative
pronoun, such as in Question (4.15), semantic informatiom the head noun (in
this casecrewman can also be considered.

4.2 How Event Questions are Filtered

When questions have been converted to corresponding evectiuses they have
to be filtered. There are two reasons for that. On the one hhadyrocessing of
questions is fairly error-prone, and if certain premisesrant fulfilled, the question
will not be considered further. For example, if there is nespdor the questioh

or vital syntactic information, such as the detection of iein verb or the ques-
tion constituent, could not be detected, the question igprmtessed further. On
the other hand, not every question which could be succégsfahsformed to an
event structure is an event question. This may sound paicda@t first, but the

event structure presented in the previous subsection isatna@sformation from a
parse tree to a more abstract structure, hence, it is adoramsfion of one represen-
tation format to another but no inherent classifier. Thedliffy of building such a

classifier is that a high precision cannot be pursued singetitd reduce the recall
too much. Given that only the TREC 2005 question set could tked with, a

reasonable recall must be maintained. This means thatribeiditic constraints
that are incorporated in my method must not be too restectivhe question sets
from previous years could not be used, since the proporti@vent questions is

®Collins’ parser constructs a pseudo parse tree comprisiagion-terminal combining all termi-
nal nodes in case the sentence cannot be parsed.
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extremely low. Neither could the dataset of TREC 2006 be &heck it is not
available at the time of the implementation of my module.
The filter | have designed uses three different kinds of imfation being:

e syntactic information
e question type
e lexical information

There is one major syntactic pre-requisite for event qaestbut it has a fairly
strong discriminatory power. It requires the main verb talall verb or, in case
of copula constructions, the main predicate to be a nonzimi@din. Thus, one can
identify Questions (4.16) and (4.17) as event questionsQunesktion (4.18) as a
non-event question:

(4.16) Who killed John F. Kennedy?
(4.17) Who was the killer of John F. Kennedy?
(4.18) Who was John F. Kennedy?

Unfortunately, not all full verbs indicate event questionBor example, Ques-
tion (4.19) would not be excluded by the previous rule busiclearly not an

event question. It should not be treated as such since tdeokievent-based mod-
elling that | propose in this thesis would not identify thesaer snippet in a typical
answer sentence, such as Sentence (&.20)

(4.19) What does the abbreviation WHO stand for?
(4.20) The World Health Organization (WHO) was established April 1948.

Given the question type set | use in my implementation, Quest.19) would be
classified as aabbreviation questionAll of these questions should be excluded
from further processing. There are also other questionstyg@ch indicate non-
event questions. Appendix C lists all question types andtidrehey include or
exclude event questions.

There are, however, questions which, from a syntactic diniew, could be event
questions and the corresponding question type does naidexelvent questions,
and yet these questions should not be treated as such. Nggmmples are a
subtype of locative questions. Question (4.21) is a loeatign-event question
whereas Question (4.22) is an locative event question:

(4.21) Where is Port Arthur located?

(4.22) From where did the Hindenburg start on her final joy?ne

This is due to the fact that this answer sentence only evokestablishevent which cannot
be found in Question (4.19) and, thus, this question-anpagrcannot be matched on the basis of
common events.
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In order to detect further non-event questions, such asti@uegl.21), | wrote
some surface patterns. These rules basically comprisedd seine lexical items
which should not occur in certain syntactic configuratiomg.(exclude all locative
questions witHocateas the main verb in passive voice).

All in all, the filter | used classifie@34 of the questions as event-questibnap-
proximately, 193 questions are real event-questions. This is a satisfacemylt
which produces sufficient data for further processing.

4.3 How Candidate Answer Sentences are Computed

There are two different ways how candidate answer sentemeagtrieved:
(4.23) Using TREC Answer Pattern2005) with pointers to documents

(4.24) Using QTile (Leidner et al., 2004) in combination lwihe document re-
trieval output of the Alyssa system (Shen et al., 2006).

These two types of candidate answer sentences are needed ftifferent evalua-
tion scenarios which will be discussed in Chapter 5.1 anp@n®.2, respectively.
(4.23) are manually labelled candidate sentences. If higshodule on these data,
| obtain a fairly unbiased evaluation of its performance.sélassifications solely
derive from shortcomings of my method.

In order to assess how my model works in real life, it canniyt@a such artificial
data but must obtain its input from a retrieval module of a Qatem (as (4.24)
suggests). For the retrieval of candidate answer sentémres list of ranked doc-
uments which is the output of Alyssa’s document retrievahponent | useTile
which is a component of th@ED-systen{Leidner et al., 2004) As a query | do
not use the original question but some corresponding dvased representation.
For example, Question (4.25) is reformulated as Exampi6j4.

(4.25) What was the attendance at Super Bowl XXXIV?
(4.26) {attendance, at Super Bowl XXXIV, attepd

As processing answer sentences, in general, is very timsdooing, | decided
to process only the top5 sentences that QTile outputs. Given this amount of
sentences an optimal configuration of the remaining paemneif this tool was
determined by iterative optimizati®nOf the top60 documents returned by Alyssa,

"Note that | treatist questions in the same way fstoid questions. An individual treatment of
these two types would have been too time-consuming. Thestonisf the smaller question class, i.e.
list questions, would have decreased the amount of evestique considerably since the proportion
of event questions among list questions is comparable tathang factoid questions.

8] could not use Alyssa’s sentence retrieval component kseciawas not available when | started
my implementation.

This optimization was performed di90 questions of the total &34 (presumed) event questions
(see also Section 4.2) of the TREC 2005 question set. Notdhge data were not part of the test
set used in the final evaluation (see also Section 5.2).
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QTile only considers the top, and uses thg most highly ranked sentences within
each of these documents for the final ranking from which aalgentences (out of
40 possible) are returned for matching questions and carelaizwer sentences.
This optimal configuration achievedraean reciprocal ranKVoorhees, 2000) of
0.257.

4.4 Matching Questions and Candidate Answer Sentences

This section presents the most important part of my impldatem, namely the
method how a question and potential answer sentences achadaBefore | will
explain the algorithm, however, | will introduce some temoiogy which is vital
for understanding my method.

4.4.1 Some Terminology and Definitions

The terms explained in the following will be dealt with inbattom-upfashion,
i.e. | will start with the terms describing atomic units ar@htinue with the terms
which denote more complex units.

My method is organized by different kinds ofappings A mappingaligns some
linguistic expression of a question with one linguistic mgsion of a candidate an-
swer sentence. The mapping also requires that the type bhghestic expression
of a question and a candidate answer sentence are the satrleast@ompatible
with each other.

The three atomic mapping types are illustrated in Figure Zitiey are:edeMaps
gArgMapsand argMaps EdeMapsare mappings of event-denoting expressions
(ede3. These are linguistic expressions which evoke eventsriadbtype schema
of this mapping type is:

(4.27) edeMap : ede — ede

Since, in my implementation, event evocation can only bedtmpped via some
form of predicate-argument structumgesare confined to full verbs or nominal-
izations. Basically, these are the common expressionggepting predicates. In
Figure 4.3, there are two positive mappings beittgmpted— tried andtake over
— take over®,

QArgMapsare the mappings from question constituents to answer inoeTHs.
As far as the type of these constituents are concerned, tegyst linguistic units
describing entities. In the context of event structureitiestcan be eithecomple-
ments adjunctsor satellites(the terms are explained in Appendix B). A formal
type schema is:

(4.28) qArgMap : entity — entity

The negative mappings aattempted— take overandtake over— tried. | will not consider the
negative mappings in the forthcoming examples.
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In our current example, i.e. Figure 4.3, the positive magpwould bewhat cruise
lines — Carnival Cruise Lines Note that the answer constituent is not automati-
cally the answer snippet which the program should outputhdiuld only include
this snippet. Take for instance the following questionvegrspair:

(4.29) How many crewmen were lost in the disaster?
(4.30) 118 crewmen died in the accident.

The positivegArgMapis how many crewmenr- 118 crewmerbut the answer is
only 118and notl18 crewmen

ArgMapsare all mappings of entities surrounding edewith exception of the
question constituent and the answer constituent which Hasie own mapping
type. The type schema is:

(4.31) argMap : entity  — entity

In our current example, the positis@gMapsare NCL — NCL andin December
1999— NIL. The latter mapping is called positive since the only cdrneapping
for the temporal expression iszaro-argumensince the answer sentence does not
contain any appropriate counterpart. This example alsmphies that, in prac-
tice, these mappings often remain partial, i.e. the set pfessions of a question
can only rarely be mapped completely onto expressions afisiwer sentence. Due
to the fact that TREC questions tend to be very short, theyoleantain many ar-
guments so that, usually, there are only one or two pos#rgdapswithin one
question-answer pair.

EsMapsare mappings of event structures. Unlike the previous tgpesappings,
this is a complex type, which comprises all atomic mappingsva mentioned.
The type schema is:

(4.32) esMap :
<edeMap,qArgMap | i st (argMap ) > —
<edeMap,qArgMap |l i st (argMap ) >

Figure 4.4 illustrates one instance of such a positive nmagppipe. (There is an-
other positive instance for thetempt/tryevent). Both structures can be described
as two attribute-value matrices:

EDEMAP tried — attempted
Map] QARGMAPomplement What cruise line— Carnival Cruise Line
ESMAP
ARGMAPIgteriite NCL — NCL
ARGMAPI L yiettite in December 1999~ NIL
(4.33)
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EDEMAP take over— take over
QARGMAPutellite what cruise line— Carnival Cruise Line
ARGMAPI ormpiement NCL — NCL

ARGMAPITgjunct in December 1999~ NIL

EsMAPII

(4.34)

Why do entities imgArgMapandargMapsappear in both structures (though with a
different status)? Firstly, event structures are no styizedicate-argument struc-
tures Otherwise, the constituentCL andin December 199%ould, for example,
not appear in the first structure because they are no dirgehamts?. Secondly,
one should recall the task for which these structures are tsbd. Events of ques-
tions are matched with events of answer sentences. Theyndahecharacterized
by their individual contexts. Since positive matchings rm@stly partial, it is vital

to consider as much context information as possible. Thianmi¢hat one should
not restrict oneself to mere syntactic arguments (thatccbalidentified) but con-
sider other neighbouring linguistic entities, as well. €fided these expressions as
satellites) This is, in particular, vital since the syntactic prodegsof the my im-
plementation is very limited. For example, in the secondestuctureqArgMap

i.e. the mapping betweenhat cruise lineand Carnival Cruise Linescan only
be classified as a mapping of twatellites since thecontrolling'® relationship of
each of these entities to their respectdresi.e. what cruise lineto take overand
Carnival Cruise Linedo take overyis not recognized.

Question (4.35) displays a case in which the function of #ielkite is essential in
order to establish some connection between the questiatiw@ntwhich cruise
line and theede take oveat all. This is necessary, since we cannot match Ques-
tion (4.35) and Answer Sentence (4.36) via #rounceevent, since it is only
present in the question (and tlidedirectly relates to the question constituent, i.e.
it is a complement).

(4.35) Which cruise line announced to take over NCL in Decemnil®99.
(4.36) Carnival Cruise took over NCL.

Of course, there is another problem when one tries to matat cruise lineand
Carnival Cruise Linesince the former is a satellite tdke overand the latter is a
complemenbf took over Thus, the complete match of this event structure would
look like (4.37):

YFor exampleNCL is acomplemenin Example (4.34) but only aatellitein Example (4.33).

2try selects the entire V@ take over NCL in December 1988stead of merely the two embedded
NPs.

13This term is explained in Appendix B.
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EDEMAP take over— took over

QARGMAP? what cruise line— Carnival Cruise Line
ARGMAPI ormplement  NCL — NCL

ARGMAPITgjunct in December 1999- NIL

ESMAPIII

(4.37)

Note that the type ofjArgMapis marked with a question mark since the two en-
tities do not match in syntactic terms. Such minor type dasire allowed in my
model. As | will explain in the following section, a positiveatch between expres-
sions of a question and an answer sentence does not reqoipgete type identity
but a fair amount of similarity, i.e. matching operates oa lfasis ofsoft rather
than onhard constraints?

At this stage, | should also point out the difference betwedeand event struc-
tures. Anedeis the linguistic unit which triggers an event but it does regiresent
the entire structure with all participating entities whistrepresented by the event
structure. For readers familiar with FrameNet, the sintildretween drame evok-
ing elementand anede on the one hand, arfictame structureand event structure,
on the other hand, might help to distinguish these two difienotions.

Finally, there isjaMapwhich maps complete questions and answer sentences. Ba-
sically, this means that this mapping includes all previpusentioned mapping
types. The corresponding type schema is:

(4.40) gqaMap : list(esMap) — list(esMap)

Figure 4.5 illustrates this term.

4.4.2 The Mathematical Model

The mathematical model described in this section is to streetwo functions

previously mentioned, which are: ranking the candidatevensentences (and
thereby assessing the relevance of each sentence withl riegtre question) and
extracting for each of the relevant sentences the mosyliketwer snippet. The
model is mainly concerned with determining the quality dfedent mappings

which are possible, given a question and a candidate angmézree. This op-
eration is defined by the functiaru/ whose type schema is:

val : map — [0; 1] (4.1)

M1t is of course a bit dangerous to design a model in which atipreanswer pair, such as (4.35)-
(4.36), can be matched since also incorrect matchings, as€puestion-Answer Pair (4.38)-(4.39),
could be established when the context is Siglla Lineonly attempted it bu€arnival Cruise Lines
succeeded in doing so.

(4.38) Which cruise line took over NCL in December 1999.
(4.39) Stella Lines tried to take over NCL.

Fortunately, | encountered no TREC questions where sucimteripretations can happen. Appar-
ently, such scenarios are too complex for TREC.
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What cruise line attempted to take over NCL in December 19997?

edeMap
- edeMap

argMap

ICarnivaI Cruise Lines tried to take over NCL.

Figure 4.3: Atomic Mapping Types.

| What cruise line|attempted to take over NCL in December 19997

N

Carnival Cruise Lines tried to take over NCL.

Figure 4.4: Event Structure Mapping.
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What cruise linelattempted to take over NCL in December 19997

qaMap

Carnival Cruise Lines tried to take over NCL.

Figure 4.5: Question Answering Mapping.

The general formula of this function is a simple logisticression formula:
val(map) := o (ftf)Tf—i- b) (4.2)

map is a placeholder for all different mapping types (i.edeMap, gArgMap,
argMap , esMap andgaMap). w; in « are the weights for feature$ in fandb
is a bias. Each featurg is a specifically designed similarity measure which maps
onto a value in0; 1] (where1 indicates optimal similarity). The weights; are
typically estimated by some supervised learning methoa Siimoid functions
(see also Equation 4.3) guarantees that the range of thato#tjue ofval is as

claimed in 4.1. )

(1+e®)
For more information about logistic regression includirapito estimate the

weights, please consult (Witten & Frank, 2005).
The best mappingrap is defined as:

o(x):= (4.3)

map := arg max (val(map)) (4.4)
map
An optimal mapping would, therefore, be assigned the valaed the most inap-
propriate mapping would, conversely, be assighed
The differentval() functions will be explained in gop-downfashion. The candi-
date answer sentences as a whole are assessed accordin@;#d/ ap) which is
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defined as:

val(qaMap) := o <a - max (val (esMap,)) + B -irMatch + banap>

(4.5)
whereir M atch is a mapping which determines a question-answer pair byRhe |
metrics. It is defined as:

irMatch(q,a) := SSR(q,a)a" . MTR(q,a)ﬁH (4.6)

whereq are the terms occurring in the questionss the list of terms occurring
in the candidate answer sentena#,= 0.125 and3” = 1. «” and/3” have been
optimized on the TREC-9 data collection. Equation 4.7 dsfthespan size ratio
(SSR)and Equation 4.8 thmatching term ratio (MTR)

lgNal

S5R0.9) = s @)~ mn s @)
MTR(q.a) — |q|f;|a| (4.8)

wheremms is the minimal matching span Given a matching spams, let b,
(the beginning of the excerpt) be the minimal valuenn, i.e., b, = min(ms),
ande, (the end of the excerpt) be the maximal valuerig, i.e. e, = max(ms), a
matching spamns is aminimal matching spatmms) if there is no other matching
spanms’ with &, = min(ms’), ¢/, = max(ms’) such that, # ¥/, ore, # €,
andb, < b, <€, <e,.

Given a questiony and a candidate answer sentengewhere the function
term.at pos,(p) returns the term occurring at positignin a, a matching span
(ms) is a set of positions that contains at least one positioracki enatching term,
i.e. Upe,ns term.at pos,(p) = ¢ Na. (For a detailed discussion of these metrics in-
cluding their optimization, please consult (Monz, 2004he3e metrics are typical
for term-based approaches for answer extraction as degtlissChapter 1.1. In
this thesis, they are just used to back-off other more ingmbi$tructural metrics.)

The set of expressions denoted dy\aps; with i = 1...n are the optimal
mappings for each of the event structures appearing in a question. Mostly, how-
ever, a question contains only one event structure. Theéntriial to determine
max; <val (esMapi)).

Thewval function foresMap is defined as:

val(esMap) := o <o/ -val (edeMap) + 3 - val (qArngap) +
7’% f:val <argMapi> + besMap> (4.9)
i=1

Note that the set denoted bygMaps; with i = 1. .. m are the optimal mappings
for each of then arguments appearing in a question.
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The three atomic mapping typedeMap argMap andgArgMapare defined in the
following equations:

l
val(edeMap) := o (Z wédeMap . fédeMap + bedeMap> (4.10)
i=1

l
Ual(argMap) =0 (Z w(ergMap ! férgMap + barg]\/[ap) (411)
i=1

!
val(qArgMap) := o (Z Wy ArgMap - FaArgMap T qurg]\/[ap> (4.12)
i=1
A detailed explanation of the feature¢s;..s.p is given in Appendix D.1. Ap-
pendix D.2 lists the features ¢f,.y174p and fyarg114p- NOte that though the feature
sets forargMapandgArgMapare almost identicat, my model allows correspond-
ing weights of the individual features in the two mappingagpo be different. This
should increase the expressiveness of the model.

The set-up for learning the weights; (i.e. « and 3 in Equation 4.50/, 3’ and
7 in Equation 4.9,Wegenrqp IN Equation 4.1070,arg1ap in Equation 4.12, and
WargMap IN Equation 4.11) will be discussed in detail in the Sectidh 4

Turning the Model into an Algorithm

This section briefly describes how the mathematical modelbgaused as an an-
swer extraction algorithm. At first, one calculates themopiimappings which are
possible given an event question and a candidate answensentThe calculation
can only happen in a bottom-up fashion. One begins wikhV/ ap, qArgMap
and argMap since these mappings are needed for computisty ap; which,
themselves, are needed for obtainipg\/ap. After the calculation of the best
mappings, candidate answer sentences are ranked acctdialfqaMap). The
highest rank, therefore, containg/ap.X® The best answer snlppet can be com-
puted from the best question argument mappindgrgMap in gaMap. In case

of more than one event structure in the question, one hasaosehbetween all
qArgM P osNap;- For reasons of simplicity | always take the mapping with the
highest value. This method is particularly appropriatesijrin case of multiple
events in questions, rarely all events occur in relevanvansentences.

If the question type to be processed ismomerictype (the set of question types
are listed in Appendix E), the answer constituentdf-gMap is also the answer
shippet, otherwise one needs to filter the numeric expnessidhe constituent.
This is easily done with a look-up list of the major numeripessions.

BBoth of these mapping types have only one unique feature.

18In case one does not want to rank the candidate answer sestemowvants to classify them into
relevant and irrelevant sentences, then one carvubas adiscriminant functionand classify all
candidate answer sentences witti(gaMap) > 0.5 as relevant.
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4.5 Data Optimization

The previous section described an algorithm to rank a listasfdidate answer
sentences according to relevance (concerning the questimhextract plausible
answer snippets accordingly. This algorithm was definecherbasis of a mathe-
matical model. This section describes how the unknown patens of the model,
i.e. the weights of the different features within this moagin be obtained. | will
first discuss the acquisition of labelled training data Wwhace required to perform
training and how | annotated them. Then, | will briefly dissumw the unknown
parameters are learned. Finally, | will state the resultheflearning method.

4.5.1 How the Manual Data are Acquired and Annotated

The basis of the manual annotation are the relevant answternses to thd 93
event questions which could be identified and properly seee (as already stated
in Section 4.2, my automatic question filter returi28d presumed event questions
but 41 were false positives). In order to obtain the relevant anseatences, |
extracted the relevant documents for each of these questising TREC An-
swer Patterns2005) defined by Ken Litkowski. Unfortunately, the patteare
incomplete which is why only 89 of the 193 questions could be considered fur-
ther. | divided these questions into two partitions. Thet faatition comprising
100 questions was used for estimating the parameter weightharrémaining9
questions were laid aside for testing my implementatioiihe relevant sentences
in each of the extracted answer documents had to be identifeedially. Since
there is often more than one relevant document for a quedtmruld obtain349
guestion-answer pairs though | only haeD questions. Unfortunately, a further
39 pairs had to be removed. In these pairs there have been ragjts iin process-
ing the candidate answer sentences so that a correct ansuldrrot have been
extracted. These cases include incorrect pronoun reso)utiissing parsé$, or
answer snippets being elliptic constituéfits In total, there werg10 question-
answer pairs for training. Figure 4.6 summarizes what amotidata has been
used in which processing step.

| decided to estimate the unknown parameters in five sepkateing scenarios,
one for each mapping type in Section 4%2.20ne decisive reason why | did not

YThis scenario will be described in Chapter 5.1.

18Collins’ parser occasionally fails to deliver a real parse 4 sentence. Instead, it returns a
pseudo-parse tree comprising only one non-terminal na@ettlf dominating all terminal nodes.

®These are phrases with missing head nouns sudi&sistead of113 crewmen During pro-
cessing the text such words will not be consideredrgiies since they are no proper NPs.

20 should point out that the number of training instances far different mapping types is not
identical to the number of question-answer pairs, B&0. For example, there can be more event
structures and arguments in one question-answer pair. nre gases, on the other hand, relevant
answer sentences do not contain similar events to the onesd fo the questions. In these cases no
training instance can be obtained from these particulasp&iection 4.6.1 will discuss this issue of
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Figure 4.6: Usage of Data during Processing.

carry out a less time-consuming method, for example, bysitayia single learning
method, is that with the separate scenarios | have obtainpdrtant data for a de-
scriptive statistics concerning the behaviour of answetesees of event questions
which will be discussed in Section 4.6.

Annotating Data for Atomic Mappings

This section describes how the data for parameter estimafidghe formulae of
atomic mappings, i.eedeMaps gArgMapsand argMaps have been annotated.
The procedure is identical in all three cases. In order toyaaut the annotation
economically, 1 only annotated the positive mappings. kangle, when annotat-
ing a question-answer pair for the unknown parameteesleMapfor eachedein
the question | explicitly labelled an appropriate mappiagdidate in the candidate
answer sentence, if present. The remaining mappings, venehegative but also
theoretically possible, can be easily determined autmalti This procedure is
particularly efficient since there is often a strong imbabetween positive and
negative mappings, i.e. there are far more negative magftiragn there are positive
mappings.

Annotating Data for Complex Mappings

The annotation of the data for the mapping formulae of thegtexmapping types,
i.e. esMapsand gaMaps is different from the method applied for atomic map-

elliptic event structuregn more detail.
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pings. This is due to the fact that positive and negative rimggpcannot both be
taken from the set of the relevant answer sentences. Siase thapping types re-
flect the similarity of two entire sentences, namely questiod answer sentence, it
is not possible to obtain negative mappings from a questiswer pair where the
candidate answer sentence is a relevant answer sententgedoently, | addition-
ally extracted irrelevant candidate answer sentencesdier o generate negative
mapping instances. This is not trivial since the irreleveanididate answer sen-
tences should not be too dissimilar from the relevant catdidnswer sentences,
otherwise the learned parameters may not be sufficientbyridi:ating®. That
is why | selected the set of irrelevant answer sentences &preation by taking
sentences from documents which also included relevantemsantences. This
guarantees (in most cases) that the irrelevant sentenlegylie the same topic as
the relevant sentence and therefore should bear some resemio them.

4.5.2 Learning the Weights

| now turn to the estimation of unknown parameters of my mo@eice positive
and negative mapping instances have been annotated, eppinmastance must
be augmented by a feature vector. Such a vector represeotaedcteristic prop-
erties of a specific mapping instance. For example, thereatctor forgArgMap

in Equation 4.11 igz ArgMap 22 These vectors are converted to ARFF-format. An
extract from such a file is displayed in Appendix F. Now, one learn the param-
eter weights for the logistic regression formulae by ushey\WEKA toolkit. For
more detailed information concerning the ARFF-format amel WEKA toolkit,
please consult (Witten & Frank, 2005).

Though WEKA supports a logistic-regression leaffgit is not advisable to
use itin its standard mode. The problem is that the classhiisbn of the training
data is highly imbalanced. There are always far more neg#tian positive train-
ing instances. For example, regarding the training datgAsgMap the relation
between positive and negative instances is approximate9. Such extreme im-
balances have a significant impact on the performance onitepas (Drummond
& Holte, 2005) and (Weiss & Provost, 2003) point out. The hasy classifier
tends to classify instances to the majority class (whichguncase, are the nega-
tive mappings). The learning problem that | address herejdvibius be seriously
deteriorated, since | am, in particular, interested in ga&ing positive mappings.
In order to avoid this problem, one can either apghysampling (i.e. downsam-
pling or upsampling as described in (McCarthy, Zabar, & Weiss, 2005))c@st-
sensitive learning | prefer the latter since it does not modify the distribatiof

2This insight can be exemplified with a simple classificatiosbtem. Imagine you want to build
a classifier which is to distinguish the didgitfrom other digits in handwritten data. If your training
material does not comprise instances of similar characsersh as the digiv, but mostly fairly
different digits, such a$ or 8, the classifier may become less useful since it is trainedstsnduish
fairly dissimilar things, such asand1, but not different things which look similar likeand1.

22The features are described in Appendix D.2.

Zper default, it usesdge estimatorss described in (Cessie & Houwelingen, 1992).
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the training data as it is the case in re-sampling. Insteathing itself is altered
in such a way that not the solution with the minineator (as it is usually the
case) but the solution with the minimedstis computed. Costs can be applied to
the different types of misclassificaticfisby acost-matrix When dealing with a
highly imbalanced class distribution, one can increaséntipertance of instances
belonging to the minority class. This is achieved by givingatassifications of
the actual members of the minority class, i.e. if the miodiass is the set of
positive instances, then this corresponds to the falsetimegaa fairly high cost.
One should also see that the cost of the misclassificatiotieohajority class, i.e.
in the current problem, these are the false positives, asngi fairly low cost. In
general, the costs for false negatives and true positivagddheflect the size of the
positive and negative class.

According to (McCarthy et al., 2005) the performance of «mstsitive learning
is comparable to re-sampling, sometimes it is even bettertufately, it is also
implemented in WEKA and can be wrapped around logistic sesjoa. (Witten &
Frank, 2005) offer more detailed information about thisetgh learning including
how it can be performed in WEKA.

Tables 4.1 and 4.2 illustrate the effect of cost-sensigagriing. The first table dis-
plays the confusion matrix of a classifier for thargMapwhich has been trained
without cost-sensitive learning. Since the negative ¢lass the class with false
mappings, is considerably larger than the positive cl&ssning focuses on clas-
sifying instances of the former class correctly. As a coosege, only3 of 203
positive instances are classified correctly. The secorld tifplays the classifica-
tion on the same data but this time cost-sensitive learnasgbleen applied. There
is a significant rise in the number of positive instancessili@sl correctly (i.e.3
to 177). This is exactly what should happen. Unfortunately, thpriorement on
the classification of the minority class goes at the expehs$ieegperformance on
the classification of the majority class. The number of riegahstances being
classified incorrectly rises fronh to 2939. This number may appear fairly high,
but one should consider that incorrectly classified negatistances weigh far less
than an incorrectly classified positive instances. Takimggdistributional relation
of these two classes into account, ile. 59, one could say that th2939 misclas-
sified negative instances weigh as much as approximafatyisclassified positive
instances which is a much more reasonable number.

The optimization of the parameters géiMaphas not been learned by logistic re-
gression. Instead, | have solved this problem via iteratipémization. In order
to do so, | had to modify the logistic regression problem im&epn 4.5, repeated

%1n case of binary classification problems, such as the cupreblem, there are only two types
of misclassifications, beinfgalse positivesndfalse negatives
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Predicted Class
yes no
yes| 3 200

no 4 11932

Actual Class

Table 4.1: Confusion Matrix ajArgMapwithout Applying Cost-Sensitive Learn-
ing.

Predicted Class
yes no
yes| 177 26
no | 2939 8997

Actual Class

Table 4.2: Confusion Matrix ajArgMaphaving Applied Cost-Sensitive Learning.

in 4.13, to a simple linear interpolation 4.14:

val(qaMap) := o (a - max (val (esMapZ)) + B -irMatch+

bga Map> (4.13)
val(gaMap) := a - max (val (esMapi)) + (1 — ) -irMatch (4.14)

Note thata is defined in[0; 1].2° | decided to use this formula here since it is
the only of the fiveval() equations in Section 4.4.2 which can be reformulated in
such a way that there is only one unknown parameter, name{giote thats in
Equation 4.13 is expressed Bs- « in Equation 4.14). Only in such simple cases
an iterative optimization is advisable. The benefit is tiatesthe entire parameter
space is explored, though, admittedly, with a very largpss#e#®, one also obtains

a view on the course of the target function which is to be otoh

4.5.3 Assessing the Features

There now follows a discussion of the robustness of the featused in my method.
In order to assess the features individually | have trairezh eclassifier on each
corresponding feature separately. Thus, | can compare hewlifferent features
within one classifier differ in discriminatory power. Theewall performance of
these classifiers has been measured by both precision ad Rijsbergen, 1979).
I could not use F-score (Rijsbergen, 1979), which combihesd two measures,
because the imbalance of the two classes (i.e. the classpaditive instances,

There is no such restriction imposed upon the feature weighbgistic regression.
2| varied a from 0.0 — 1.0 with stepsize of.1.
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which is usually very small, and the class with negativeainses, which is usually
very large) distorts this measure. The false positivep(djzortionately) dominate
the F-score. Consequently, the number of false negative®stly neglected. By
looking separately at the precision and recall the high lamzze of classes is only
present in the precision. The recall is not affected singertteasure only regards
the actual positive instances and thus, unlike the distdftscore, this measure
offers some information as to the size of false negatives fiecision are very
small values due to the false positives which are part of #mordhinator. This
means that relative size between the different featuresldtme assessed rather
than their absolute values.

Apart from the performance of the classifiers relying onlyooe single feature, |
also included the performance of the classifier combinihégature$’. When as-
sessing the overall performance of this resulting classfie should recall that the
best classifier is to maximize both precision and recall ByjuBhe consequence of
this is that if one looks exclusively at precision or rectlk fact that there are some
features which have a higher score than the combined ctxsddes not mean that
the combined classifier performs badly. Only if there is sdesure which ex-
ceeds the combined classifier in both precision and retah this would be the
logical consequence.

In addition to precision and recall, | also computed the rmlutformation of each
feature pair within one classifier. Thus, one can get an @eraf how distinct the
features are from each other. Unfortunately, there is n@uppund for this mea-
sure, so it does not make sense to assess the mutual infonnodtsome feature
pairs in absolute terms.

Features of EdeMap

Figure 4.7 illustrates precision and recall of the featwEsedeMap There are
three very strong features with both a high precision andlkegamely,lemma,
seml andsemll . (pos andgenverb only have a high recall.) This result im-
plies a high proportion of event mappings with identical heas asedes It also
shows that by using WordNet, i.e. by using featseenl or semll , one can sig-
nificantly increase the recall (and simultaneously mamsaieasonable precision)
since also synonymy and, to a small extent, other semaiditams are taken into
consideration. The fact that both semantic features Viytyperform equally well

is a surprise since featuseml is a considerably simpler binary feature than the
continuous featureemll . mainarg is the feature with the worst performance
due to its low recall. | mainly ascribe it to the fact that itavery weak feature.
(The matchingedesdo not have to be the main predicates of the sentence.) The
combined classifier performs well both in terms of precisaod recall.

Z'Unfortunately, there was no time to do some feature seledatiorder to find the best combina-
tion of features. This does not have to be the full set of festuSometimes, two features model the
same information and thus, only one of them is necessaryightralso be the case that some features
express irreconcilable views so that their co-occurrendhe final classifier is disadvantageous.
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pos | seml | semll | mainarg| frame | genverb
lemma | 0.014 | 0.119 | 0.119 | 0.004 | 0.006 | 0.001
pos 0.007 | 0.011 | 0.010 | 0.019 | 0.032
seml| 0.053 | 0.001 | 0.003 | 0.002
semll 0.002 | 0.007 | 0.002
mainarg 0.092 | 0.000
frame 0.041

Table 4.3: Mutual Information cédeMapFeatures.

Table 4.3 lists the mutual information of the feature paifbe strongest fea-
tures (in terms of precision and recall) are also fairly EmiThe mutual informa-
tion of {lemma,seml } and {lemma,semll } are the highest to be found. This
might suggest that not all of these three features are aleohecessary. However,
the conclusion that one should remove one of the semantiarésais not necessar-
ily advisable, since the corresponding mutual informaisamot that high as the one
of the two other pairs just stated. The fact that the featafesppos ,genverb },
{mainarg ,frame } and{frame ,genverb } are also similar to certain extent is
no surprise, either, since these are all syntactic featufé® remaining feature
pairs contain relatively independent information.

Precision of EdeMap Features Recall of EdeMap Features

lemma  pos frame  mainarg genverb  seml  semll  combined
Feature

Figure 4.7: Precision and Recall eleMapFeatures.

Features for QArgMap

Precision and recall of the features usedjfArgMapare displayed in Figure 4.8.
In general, there are two features which perform well in lesluations. They are
dist andsemlll . Section 4.6.3 will look exclusively at the role of spatias-d
tance and the statistic results should explain the perfocmaf the corresponding
featuredist . The fact thatsemlll is a very robust feature is a very fortunate
result since it was specifically designed fphrgMap®. The high precision of

ZNote that all other features are also usedrgMap.
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argstat  certainly catches the eye. Unfortunately, this featureghpsor recall,
so it is only partially beneficial to the overall classificati A similar situation
holds with the performance afemll andphrase but the performance in the
two evaluation measures are opposite. Syntactic featstety agphrase and
gram, have a mediocre recall and additionally an extremely loecision. So,
there is no single syntactic feature which performs welléneyal .

The performance of the combined classifier has a low prectissill, it is signifi-
cantly higher than that of the average of the individualdezg and it also retains a
very high recall at the same time. The low precision shoulldm in mind for the
future evaluation of the entire implementation. SiagdegMapis one central part
of answer extraction, it will have a significant impact on twerall classification.
In general, syntactic features, in particulgam , are thought to be fairly important
for answer extraction. | assume that three things are resiplerfor this counterin-
tuitive result. Firstly, there is a considerable numberrsfveer constituents which
are not directly syntactically related éaleq(see also the results in the forthcoming
Section 4.6.2). Secondly, there are syntactic relationslwtannot be modelled
with the output of Collins’ parser (see also Section 4.61)irdly, | noticed that
the syntactic analyses by Collins’ parser were frequentiyreous.

The mutual information of the feature pairs (see Table 4fféy® some interesting
results. Again similarities of syntactic features, suclpa@s andphrase , are no
surprise. But the high mutual information of the surfacedshfeatureseml!l and
the syntactic featurgshrase , pos andgram is unexpected. However, without a
more detailed analysis, a proper interpretation of thesdagities is not possible.
The factthasemlll has always a low mutual information is some positive result,
since it is also the best feature as to precision and recaik means one cannot
even claim that this feature is lacking orthogonality tcsitster features. A similar
result offersdist , the second best feature. However, there are some sinesarit
to the featuresrgstat andgram. This means that one could waive these ex-
pensive syntactic features and still preserve some amadunfoomation in feature
dist . For example, together withri , another surface-based feature which also
shares some considerable information with syntactic feapos, phrase and
gram, dist may often suffice to distinguish between a subject and arcbbjea
clause.

Features for ArgMap

Figure 4.9 displays precision and recall of the featuremrgMap. As far as recall

is concerned, there is only one weak feature, naraggtat . In gArgMap this
feature was already classified as high precision and lowlrethe performance

in argMap supports this view. Featugs can be seen as the complete opposite
of argstat  having the highest recall of all features and a very low [@ieol As

in edeMayp lemma is still one the best performing featurephrstr , which is
conceptually very similar, also performs well. With the egtion ofargstat ,

all remaining syntactic features have a low precision. Tiréase-based features
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Precision of QArgMap Features Recall of QArgMap Features

Recall

lemma pos phrase gram argstat seml semll semill dist  ori combined lemma pos phrase gram argstat seml semll semlll dist  ori combined
Feature Feature

Figure 4.8: Precision and Recall gArgMapFeatures.

pos | seml | semll | semlll | phrase| gram | argstat| dist ori
lemma| 0.065 | 0.036 | 0.061 | 0.004 | 0.055 | 0.046 | 0.001 | 0.008 | 0.023
pos 0.050 | 0.290 | 0.001 | 0.301 | 0.223 | 0.002 | 0.003 | 0.138
seml 0.042 | 0.009 | 0.037 | 0.027 | 0.001 | 0.004 | 0.019
semll 0.004 | 0.236 | 0.157 | 0.002 | 0.027 | 0.001
semlll 0.001 | 0.001 | 0.000 | 0.001 | 0.001
phrase 0.373 | 0.004 | 0.040 | 0.197
gram 0.000 | 0.052 | 0.122
argstat 0.176 | 0.001
dist 0.020

Table 4.4: Mutual Information ajArgMapFeatures.

62




pos | seml | semll | phrase| phrstr| gram | argstat| dist ori
lemma| 0.056 | 0.065 | 0.130 | 0.210 | 0.119 | 0.004 | 0.007 | 0.001 | 0.002
pos 0.012 | 0.131 | 0.054 | 0.062 | 0.051 | 0.080 | 0.018 | 0.000
seml| 0.100 | 0.002 | 0.041 | 0.001 | 0.000 | 0.000 | 0.001
semll 0.082 | 0.060 | 0.050 | 0.039 | 0.009 | 0.003
phrase 0.018 | 0.106 | 0.031 | 0.020 | 0.002
phrstr 0.002 | 0.016 | 0.001 | 0.001
gram 0.139 | 0.048 | 0.000
argstat 0.045 | 0.000
dist 0.000

Table 4.5: Mutual Information ciirgMap Features.

dist andori behave similarly to the majority of syntactic features. mgéthis is
no surprise, since similarities between these two groups aleesady discovered in
gArgMap Unfortunately, none of the semantic features plays suabugstanding
role as it was the case adeMapor gArgMap The combined classifier has both a
fairly high recall and precision, so it should give some gpatyements.

As far as the mutual information of the feature pairs, asldisgg in Table 4.5,
are concerned, no really new observations can be made. 8erfemtures share
information among each other, and so do syntactic featdoea €ertain extent).
As in edeMap the surface-based featusmmma is similar to many other features
including all semantic features but this time also syntaf#tatures, such gsos
andphrase . As in gArgMap the mutual information of thésemll ,pos} is
fairly high. Moreover, there is again some similarity bedénelist and the two
syntactic featuregramfunc andargstat , but not as strong as gArgMap

Precision of ArgMap Features Recall of ArgMap Features

lemma pos phrase phrstr gram argstat seml semll dist  ori combined lemma pos phrase phrstr gram argstat seml  se
Feature Feature

Figure 4.9: Precision and Recall afgMap Features.

Features for EsMap

The performance asMap as displayed in Figure 4.10, suggests that the two tasks
of my model, namely determining the relevance of an answaesee concern-
ing a question and extracting an answer snippet of a reler@swer sentence are
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gargmap| argmap
edemap | 0.008 0.064
gargmap 0.028

Table 4.6: Mutual Information césMapFeatures.

two fairly orthogonaltasks. EsMapis a mapping type which is intended to con-
tribute to the first task. So are the two featuegemap andargmap . The feature
gargmap , however, is to contribute to the second task which mightagxwhy
its performance is fairly low irsMap From all of the four classification scenarios
discussed so far, i.eedeMap qArgMap argMap and esMap only esMaphas a
combined classifier which exceeds the best classifiersstian a single feature in
both precision and recall. The mutual information of thee¢thfeature pairs (see
also Table 4.6) shows only some mild similarity witedemap,argmap }.

Precision for EsMap Features Recall for EsMap Features

edemap argmap qargmap combined
Feature

Figure 4.10: Precision and Recalle§MapFeatures.

Interpolation of Two Relevance Metrics for QaMap

In Section 4.5.2, | already stated that g@Mapl use a simple linear interpolation
for combiningesMapandirMatch instead of using logistic regression. Figure 4.11
shows the corresponding plot of the performance on the cetmplarameter space.
Apart from the F-scoré, which is the measure that is optimized, | also displayed
recall and precision. Recall from Equation 4.14, repeateBdquation 4.15, that

« = 0.0 means that onlyrMatch is considered and, conversely, that= 1.0
means that onlgsMapare considered.

val(gaMap) := a - max (val (esMapi)) + (1 — ) -irMatch (4.15)

The plot clearly shows thatMatch has a high recall whereasMaphas a high
precision, just as expected. Chapter 1.1 discussed thaathastic difference

*Note that as far agaMapis concerned there is no extreme imbalance of classes sthenat
F-score would be distorted.
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Iterative Optimization of QaMap
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Figure 4.11: Iterative Optimization afaMap

betweenterm-basedcomparison (in my model this correspondsirtdatch) and
event-baseadomparison (in my model this correspondsetsMay). Considering
these properties afMatch and esMapthe fact that the optimal configuration is
a = 0.4 is fairly plausible since the optimized measure is a traffibeiween recall
and precision. This combination of the two approaches pmddetter than each
individual approach. The best F-score of an individual epph, i.e. the F-score of
theterm-basedpproach, increases froir68 to 0.74 by including the information
offered by theevent-base@pproach. This is clearly a significant improvement of
the overall performance.

Summary of Feature Extraction

In general, semantic and surface-based features haveltonhéo be the most ro-
bust features as to both precision and recall. Syntacttafesdo not perform that
well. With only one exception, they have a fairly low preoisi Only one feature,

i.e. argstat , has a reasonable precision but has also a very low recad. t®u
this performance analysis not all features included in edassification scenario
should be really necessary in order to obtain a classifidr aqierformance similar
to that of the combined classifier. The combined classifisirsguall features within

a classification scenario find a good trade off between pogciend recall. In no

classification scenario there is any feature which exceélstimbined classifier in
both precision and recall. So, the combined classifier g&ebisatisfactory results
despite the omission of some feature selection.
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4.6 Digression: Evaluating the Annotated Data

Before describing the evaluation of my answer extractigodthm in the forth-
coming chapter, | will now turn to the annotated data for a raptrand look at
three different aspects being the different types of alignts between events (i.e.
ede$ in question-answer pairs, the different types of (symtacelations between
answer constituent and madae(in relevant candidate answer sentences) and the
spatial distance between them. This evaluation is a digressd should be con-
sidered a complement to the preliminary data studies in ©h&pl. Each of these
statistics has been collected on&lD relevant question-answer pairs of the train-
ing data.

4.6.1 Evaluation of Event Alignments in Question-Answer Pas

The purpose of this evaluation is to illustrate the compleri aligning edesin
event questions and the corresponding answer sentenséswls what proportion
of alignments should be handled by the current implememtativhat other types
there are and which of these types should be dealt with ihdorhing implemen-
tations. Table 4.7 displays the distribution of the differgypes ofedeMag®. The
different types are ordered according to their complexity.

The first type is an alignment where thdesare the same lemma. | consider an
abstract lemma which subsumes word forms of different pafrispeech, i.e. a
mapping fromwinner to to win would be assigned this alignment type. With a
relative frequency of more tha#0%, this is the most frequently occurring type
among the question-answer pairs from which | have obtaihisdstatistics.

The next alignment type covesimple synonymwhich can be acquired by using
common semantic lexicons, e.g. WordNet. Thus, expressguth ago kill and

to shoot can be matched. | encountered these alignments in moreltiarof
question-answer pairs.

Complex synonymare all those cases in which two words are synonymous but
their relationship cannot be established by the method fmsetie previous type.
Instances of this type comprise synonyms across differaris pf speech, such
asvictory andto win. These relations can only be established with additional re
sources, such as NOMLEX.

My implementation will presumably only handle these firsethtypes, since only
these types were taken into consideration while designpgwedel. This amounts
to approximatelys2% of the entire sets of question-answer pairs. One should keep
in mind this number when it comes to evaluating the perforreast my method.
lincluded the next typalentical frameghough | never encountered it in the dataset
| evaluated, since current research much focuses on the a&gameNet in var-
ious applications, including QA. The conclusion from thésult should, however,

%0 only consider the mairedes i.e. the main predicates of the sentences, when dealirfy wit
guestion-answer pairs. So, whenever the expregsieredeappears, | mean the magdeof a
sentence.
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not necessarily be to neglect this knowledge base. The reagon for the absence
of any instance of that type is that the frames in the curremsign of FrameNet
are very specific so that terms, suchtasell andto buy, which are very closely
related are not part of the same frame. Since frames, howaneorganized in
a frame hierarchy, one should be able to establish relatimnsommon abstract
ancestor frames. In our current example, one could edtabdlEemantic similarity
betweento sellwhich evokes the fram€ommercesell andto buywhich evokes
the frameCommercebuyby considering their (abstract) mother fra@emmerce
One requires a reasoning algorithm for frame relations deioto make effectively
use of FrameNet for establishing event alignments. | im&diat a tool similar
to WordNet::Similarity (mentioned in Chapter 3.2.7) whmbmputes a similarity
score by calculating the path of two specific frames withimrkeNet might be suc-
cessfully used for the current task. Unfortunately, sudtwsoe does not yet exist.
Such a tool might also cover a substantial part of the folgnalignment type
which | calledintermediate textual entailment assigned all those alignments to
this type which are more complex than its preceding type batlkl be covered
by shallow methods normally applied Recognizing Textual Entailme(@agan,
Glickman, & Magnini, 2005). An example for this is the aligan of the two
pairsgraduate (from a academic institutioandattend (an academic institution)
Given its size, i.e16.45%, this is a type which should be dealt with in forthcom-
ing implementations of event-based QA. However, one shpaoidt out that these
are fairly difficult cases which often require word senseautibiguation. Another
difficulty is posed bymulti-word expressionsuch ago lose one’s lifewhich are
a subset of this type.

Next comes the most complex type. These are event alignmeéhith require
very deep semantic processing, such as a transformatieinstadOrder Logicand
the subsequent usage of theorem provers. Actually, | doaadiyrthink that such
alignments should be dealt with in the near future, since dhiss is fairly small
and there are other types which cover more instances anttidtwmeaasier to tackle.
One of the most difficult examples | found was the followingstion-answer pair:

(4.41) Name some of Sosa’s competitors.

(4.42) And yet, intrue patriotic fashion, the Dominicansoalvonder why McGwire
has received so much more media coverage than Sosa, eveh they both
have been in hot pursuit of the home run record.

In order to find the correct answer from this answer sentemoe must be able to
infer thatMcGwireis a competitor ofSosa since they both pursue the home run
record.

The final type is an extra type since it is fundamentally défé from all previ-
ous types. It describes cases in which #geis not realized. An example is the
following question-answer pair:

(4.43) Which famous book did Rachel Carson write?

67



Type of Event Alignment Frequency | Percentage
Identical Lemmas 125 40.32
Simple Synonymy 35 11.29
Complex Synonymy 3 0.97
Identical Frames (from FrameNet) 0 0
Intermediate Textual Entailment 51 16.45
Hard Textual Entailment 13 4.19
Elliptic Event Structures (with Nukkde3 83 26.8

Table 4.7: Distribution of the Different Types of Event Afigients between Event
Questions and Candidate Answer Sentences.

(4.44) The most famous book by Rachel Carssitent Spring caused the banning
of DDT.

Thewrite event is not present in the answer sentence but implicithked by one
of its participants, i.e. the objetibok The event-based method proposed in this
thesis cannot cope with this type of ellipsis sincedteis the anchor for an evetit

Though such deletions occur 25% of the alignments, the problem is not that
serious since in many cases the questions evoke multipfgsev@uestion (4.47)
contains, for example, the twarles conferencandtake place

(4.47) Where did théconferencg,. [take placé . ?

In a relevant answer sentence, the seceaels unlikely to appear but the firede
which can only be recognized as adesince | have included the recognition of
nominalizations in my method, is very likely to re-appear.

All'in all, the event-based method proposed is far from catgylas the evaluation
of the alignments shows. There is still considerable workdadone in order to
tackle textual entailment and elliptic event structures.

%1Some readers may now object that according to the definitieengin Chapter 2.4 Ques-
tion (4.43) is no event question since the answer sentenc#s$ question cannot be matched on the
basis of event structure. However, this is not really trug@isTvould be the consequence if all answer
sentences for a question would not contain a similar eventtsire. Questions, such as (4.45), are
clearly no event questions, since there is no predicateraegt structure evoked by this question.

(4.45) Where is Port Arthur?

So, one can say, in advance, that event structure will notseéulfor finding an answer for this
questions. In Question (4.43), however, the situation ff@mint since the question underlies an
event structure which might be reflected by answer sentesoel as (4.46), which should be un-
problematic for my proposed answer extraction algorithim¢es nominalizations, such aaithor,
can be mapped onto verbs, suchnaie.

(4.46) Rachel Carsorfauthot.q. of Silent Springdied in 1964.
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4.6.2 The Different Syntactic Relations between Answer Catituent
and Main Ede

This section presents the distribution of the differenttagtic relations between
answer constituent and maéale The purpose of this evaluation is to assess what
type of syntactic processing is really needed for evenédd3A. (Please note that
some of the syntactic terms mentioned below are explainéghpendix B.) | dis-
tinguish four different types. The first type describes theemce of any immediate
syntactic relation between answer constituent egel An entity qualifies for a di-
rect syntactic relation if it is either complement or adjuot.the ede Often, there
is some indirect relation but it cannot be elicited by medrikekind of processing
done in my implementation. Two predominant types of indiretations are the
answer constituent being a modifier instead of the head ofrplax NF? (as in
Question-Answer Pair (4.48)-(4.49)) or the antecedent @flative pronoun, i.e.
the edeis directly related to a relative pronoun but the answer Gt is the
antecedent and therefore cannot be reached without regdhe relative pronoun,
which is not supported in the current implementation (see uestion-Answer
Pair (4.50)-(4.51)).

(4.48) What country offered aid for the victims of Hurricakéch?

(4.49) [[RUSSI&unswer constituent 'S CaSh-starved governmégt z; is [offering.qe
financial aid to Central American countries devastated bgrieane Mitch,
a news report said on Wednesday.

(4.50) Who won the Nobel Prize in Literature in 1988?

(4.51) [Naguib MahfouZ,swer constituent, [Whol s s [won|.4. the Nobel Prize for
Literature in 1988, was born in the Gamaliya quarter of Cairo

Almost 30% of the answer constituents are not directly related to tha rede
This means that there are clear limits for syntactic prangss event-based QA.
One should also point out that the3@% are even more problematic for semantic
processing, such as labelling of semantic roles, for exemih FrameNet since
state-of-the-art tools which automatically assign thedesrcan only operate reli-
ably within a subcategorization frame (note that such aéranly expresses direct
syntactic relations). Since the assignment of semantesrisl more complicated
than the syntactic processing, such as determining sujmrétation frames, one
should expect less than the remainiff; to be labelled with semantic roles.
The distribution of the first type already justifies why | hawade use of shallow
metrics, such as textual proximity between answer comstitandede and very
shallow semantic tagging, such as NE tagging. In my implaatem, all answer
constituents belonging to the first type of Figure 4.8 caly el recognized on the
basis of these metrics.

%2Note that grammatical functions are only assigned to thd béan NP.
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Type of Syntactic Relation Percentage
No (Direct) Syntactic Argument 28.22
Syntactic Argument without Grammatical Functigrd2.33
Syntactic Argument with Grammatical Function | 26.38
Syntactic Argument via Controlling or Raising 3.06

Table 4.8: Syntactic Relations between Answer ConstitaadtMain Ede.

The remainingr0% of the answer constituents are directly related to the rada
but one should divide these cases in further subtypes. Nbarehalf of them and
42% of the total amount of candidate answers are directly syiotdly related but
do not really possess a (strong) grammatical functionsubject, object or indirect
object. These are mainly answers to temporal or locativetopres. Such answer
constituents are mainly realized as adjuncts. Such retogrshould, therefore,
not require too expensive syntactic processing.

The third type is the most important for the kind of syntagirocessing that is
performed in my implementation since it describes the kirglatactic arguments
which are either subjects, objects or indirect objects efrttainede The size of
26% justifies some extra processing for this class. This is, itiqudar, true since
other metrics, such as NE tagging or orientation todtie are lacking robustness
in these cases. (Subject and object may swap their posiieaiso active-passive
alternation and the semantic tags of the two types can béiégdéin many situa-
tions). 23% instances of this type involve a nominalized maite This justifies
the usage of recognizing subcategorization frames for nalmed predicates (by
using NOMLEX).

The last type could also have been subsumed by the first type #iis syntactic
relation is very difficult to recognize and, therefore, inst supported by my im-
plementation. This means that these instances are trematbdse instances of the
first type. | listed cases afontrolling andraising in a separate type since, unlike
the cases associated in the first type, they are supportednbg state-of-the-art
parsers, such as MINIPAR With only 3%, however, | consider the occurrence of
this type too rare to be modelled.

One can conclude from this statistics that the usage of hgttastic processing
like the one proposed in my implementation but also the sioluof some shallow
metrics, such as spatial similarity or orientation to ¢iue is appropriate.

4.6.3 The Role of Spatial Distance

As already mentioned above, my implementation does notysmasider syntactic
and semantic aspects but also incorporates surface-basteidan One important
metric is the spatial distance (textual proximity) betwegiswer constituent and

33With this tool all syntactic arguments within such a constian should be recognized properly.
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ede The further away a potential answer constituent is frore@in a document,
the more unlikely this constituent is the answer. | examitmedannotated relevant
answer sentences in order to find some evidence for this lmehidn the current
dataset. For this task, | drew a histogram (see also Figl® .41t clearly sub-
stantiates the claim that answer constituents have to bdeeinmmediate vicinity
of theede Most answer constituents are two words apart fromettie The most
frequent distance is ndtsince | calculated the distances betweeeand head of
the answer constituent. If one considers that most answestitgents are either
NPs and PPs at the right of tieele one notices that determiners and prepositions
separate the semantic head of the answer constituent agutkits

Notice that there are cases in which #meis also the answer constituent. One
example is the following question-answer pair:

(4.52) How many visitors does Longwood Gardens get per year?

(4.53) This 1,050 - acre horticultural showplace attractsarthan 800,000 visitors
a year, which means visitors should prepare for overcrogvdim holidays
and special weekends.

Normally, these are questions asking for some numeric sxmes and the (main)
predicate is a nominalization (denoting a person) whichmadlaat it can function
both as an event and as a participating entity of this event.

Of course, the insight that the relation between answertitoest andedeis fairly
local, challenges the usage of syntactic parsing. One dfeitefits is that it can
establish long-range dependencies, as in:

(4.54) [Duttdunswer constituent: Who holds a master's degree in communications,
[won|.4. out over 78 other contestants.

Given the statistics in Figure 4.12, such cases are veryasfar as answer con-
stituents are concerned. Though | make use of some synf@acimessing in my
implementation which should establish such dependenttiesis still some good
news because the performance of correctly recognizing kngirange depen-
dencies is fairly low. (Hence, the low performance shoult aftect the overall

result since long-range dependencies are not that profineancountered var-
ious cases in which syntactic parsing failed. A typical egharis illustrated in

Sentence (4.55), where a part of the appositionH.R, is wrongly interpreted as
the entire subject NP:

(4.55) [Rafael Celestino Benit€z,swer constituent, @ Native of Juncos, P.R.,
[graduatell ;. from the U.S. Naval Academy at Annapolis in 1939.
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Figure 4.12: Histogram of the Spatial Distances betweemN&aie and Answer
Constituent in Candidate Answer Sentences.

(Negative distances denote answer constituents left frmmmain EDE whereas
positive distances denote answer constituents right flemtain EDE.)
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Chapter 5

Evaluation

This chapter describes the two types of evaluations caaigdn order to assess
the performance of my method. The first evaluation is on eidifidata and the
second uses the output of components of a real existing Qi#&raysBoth evalu-
ation methods are necessary since the different circuirestathat accompany the
two scenarios cover two different aspects. The first metlaesgn estimate of the
potential of the proposed method, i.e. it tells what theaystan cope with under
ideal circumstances, whereas the second tells how goodfdrpes in real life,
taking erroneous processing of external auxiliary comptseto consideration.
Since the method | propose for answer extraction relies emtiput of two other
components, namely question classificatiand sentence retrieval, there can be a
significant gap between the two scenarios depending on tiierpance of these
two external components.

5.1 Scenario I: Testing on Artificial Data

This section describes the performance on artificial damety a set of question-
answer pairs which has been manually extracted along tleevdath were used
for data optimization (see also Chapter 4.5.1Both the capability to recognize
relevant candidate answer sentences concerning a quéstieable 5.1) and the
extraction of answer snippets was assessed in this scendritike a real QA
scenario, the ranking of candidate answer sentences whetesh) In total, there
were 376 relevant and 775 irrelevant question-answer‘pdirsaluation on answer
extraction was performed in four different runs. Run 1 isotlyathe algorithm ex-

!By this | mean the general question type classification anthecclassification of questions into
event and non-event questions.

2Recall that froml89 questions | only used00 questions for training. The remainig§ ques-
tions were used for this test scenario.

3This aspect has been assessed in scenario Il.

“The fact that the size of the relevant and irrelevant paireteequal should reflect that, usually,
the number of irrelevant answer sentences is significamglyen than the number of relevant answer
sentences.
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plained in the previous chapter. Run 2 employed a post-filbenprising a list of
stopwords which cannot be answers (such as pronouns, aiesliand conjunc-
tions) no matter what the specific question looks like. THtsrfiwas employed
since, occasionally, such answers were returned, mos#iytalparsing errors. In
Run 3, this filter is extended by removing all those answerghvbontained ex-
actly terms from the question. Thus, wrong answers to Quegh.1), such as
Answer (5.2), can be excluded:

(5.1) Who was Sosa’s competitor for the home run title in 7998

(5.2) *Sosa

Of course, a perfect data-driven model would directly ipooate such heuristics
that | encoded as an external post-filter as features. UWmfately, | did not realize
the necessity of such heuristics until 1 had almost com|yletaplemented my
module.

Run 4 is identical to Run 3 as far as post-filtering is conagrri¢owever, | made
a slight change to the model, namely to Equation 4.12 in Gnaptd.2 repeated
below:

l
val(qArgMap) =0 (Z wéArg]\/Iap : f;ArgMap + qurg]\/Iap) (51)
=1

This equation states how the quality of a mapping betweestiueconstituent and
potential answer constituent is measured. The drawbadkséguation is that it is
a global formula which does not consider the different proge of different event
question subtypes. In order to rectify this, | defined the fiedi Equation 5.2
which is dependent on a particular event question typeqTgpe:

l

’Ual(qArgMap]qupe) =0 <Z wéArg]\/Iap(qupe) : féArg]\/Iap—’_
=1

qurg]\/Iap (qupe) ) (52)

However, since the data for training are very sparse | coatcestimate weights
for every specific type That is why | restricted;Type to the four most general
event question types beihgcative questiondemporal questionsiumerical ques-
tions® andpropositional questiorfs This modification rests on the intuition that the
weights of the different features giArgMapare likely to differ with respect to an

>These event question types are listed in Appendix C.

5These are mostly questions asking for quantities.

"These are basically all those event questions which do riondéo either of the three previous
event question types.
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Recall | Precision | F-Score
0.825 0.713 0.765

Table 5.1: Performance of Relevance Detection in Scenario |

event question type. For example, in case of a temporal ignestemantic infor-
mation, in particular, the output of a NE tagger mostly seiin order to extract
the correct answer snippet from a relevant candidate anssveence. In case of
propositional questions, such as Question (5.1), otheurfes, in particular syn-
tactic features may be most informative.

Apart from the four different runs | also assessed the ctress of a returned an-
swer snippet in two different ways. A strict criterion derdanhat the answer snip-
pet must exactly match the regular expressionT®EC Answer Pattern2005)
and a more lenient criterion only demands that the regulagression must match
a substring of the returned answer. | also evaluated dudtty &iterion since |
wanted to have an idea how many almost correct answers myuohptbduced.
Table 5.1 displays the performance of relevance detéttidrereas Table 5.2 dis-
plays the performance of answer extractiofihe F-score of relevance detection at
about0.765 is satisfactory but this task is far easier than the task sivan extrac-
tion. The results of the answer extraction are fairly prangsvith the best F-score
of 0.405 but one should keep in mind that this evaluation has beefedaout on
artificial data. The usage of a post-filter improves the perémce although the
mere inclusion of stopwords, i.e. Run 2, has little effecttom overall result. The
improvement by merel9.015 from Run 3 to Run 4 gained by using question type
dependent answer extraction is a bit disappointing sinisentiodification should
increase the expressivity of the model. | suspect that thesspdata are responsi-
ble for this minor improvement. The recall in Run 1 to Run 3 a@ms the same.
This tendency is fairly natural since a filter is restrictivEherefore, fewer false
positives are returned (this corresponds to a higher poegisSince false positives
are neglected in recall, filtering should not affect this suga. The amount of false
negatives should remain the same.

There is a considerable gap between the lenient evaluaiibtha strict evaluation.
The strict evaluation loses a third of the F-score that neatch the lenient evalua-
tion in Run 4. This implies that among the false answer sngppurned there is a
considerable proportion of inexact answer snippets. Bhi®t unusual for answer
extraction. It also suggests that there is still some roominfiprovement which
might be achieved by not too expensive modifications of tigiral design. After
all, almost correct answers are easier to cope with thafliytataorrect answers.

8By this the relevance of an answer sentence with regard tqustion is meant.

°Note that for a detailed evaluation more experiments thanthe four runs would have to be
expected since there are more ways how to combine these dsetdowever, due to the limited time
that was available, | had to confine my evaluation to theserims.
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Criterion | Measure | Runl | Run2 | Run3 | Run4
Recall 0.740 | 0.740 | 0.740 | 0.754
lenient Precision| 0.433 | 0.435 | 0.473 | 0.509
F-Score | 0.546 | 0.548 | 0.577 | 0.608
Recall 0.616 | 0.616 | 0.616 | 0.641
strict Precision| 0.244 | 0.250 | 0.285 | 0.296
F-Score | 0.349 | 0.356 | 0.390 | 0.405

Table 5.2: Performance of Answer Extraction in Scenario |.

5.2 Scenario Il: Testing on Real-Life Data

The more important evaluation is presented in this sectlbuiscusses the per-
formance of my method applied on the output of retrieved ansentences using
the TREC system Alyssa (Shen et al., 2006) and QTile (Leidbal., 2004). How
these sentences have been obtained is explained in Chahtéihé evaluation was
carried out on the same questions on which scenario | wasaeal. One should
keep in mind that these questions are exclusively genuieeteuestions.

For each of these questions QTile returns a list of upsteandidate answer sen-
tences. In some cases, this list can be shorter, when thg, quieich was formu-
lated from the question, only matched fewer sentences.r@ihied list is re-ranked
by my method, i.e. byal(qaMap) (see also Equation 4.5 in Section 4.4.2). An-
swer extraction will only be evaluated by checking the anssvippet extracted
from the most highly re-ranked (relevant) candidate sexerfable 5.3 displays
the performance of detecting relevant answer sentencexdoung questions)
whereas Table 5.4 displays the performance of answer éxima¢n general, there
is massive drop in performance if compared with the resilscenario I. The F-
score of relevance detection drops4sys (from 0.765 to 0.400) and similarly does
the best F-score of answer extraction (from05 to 0.190). Of course, the com-
parison of those values is controversial since they areddstdifferent scenarios
but this loss in quality is still striking. Unfortunatelyugmenting the basic answer
extraction algorithm by additional filters or question tygependent extraction did
not improve the overall result. The two filters applied in Ruand Run 3 have
exactly the same F-score of Run 1. Precision in Run 3 is atiligletter but this
goes at the expense of a deteriorating recall, so nothingiieed. According to
the previous section, the recall should not be affected byfitters. Apparently,
the filter is too restrictive, i.e. it filters not only false gtives but also some true
positives.

The lacking changes in performance in the first three runsinbg ascribed to
the very limited available test data. Whereas in scenamswer extraction has
been done on each relevant candidate answer sentence festoquin scenario
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Il only the most highly ranked relevant candidate senteraselteen consider&t
Thus, scenario | comprised approximatélytimes more test instances for evalu-
ation than scenario Il. Since there are fewer testing im&sin scenario I, minor
changes to the answer extraction algorithm, as they areemmatted in Run 2 and
Run 3, cannot really be measured since eligible instaneesasing.

The decrease of the strict F-score in Run 4 by more #ttgh is a very surprising
result. The question type dependent answer extraction esigred to produce
a more expressive model, so one would not expect such aadasp in perfor-
mance; after all the performance could be improved on the ds¢d in scenario
I. | suspect that this result may be ascribed to some form effitiing. The test
data in scenario | are far more similar to the training daéatihe test data used in
scenario Il, so that the lacking generalization of the mddel only a significant
impact on the test data in scenario Il.

As in the previous evaluation, there is a considerable amailimexact answers.
One fourth of the correct answers in the lenient evaluatienn®@ exact answers
(that is a bit less than in scenario I).

The performance of the external components used in thisi&aih is as follows:
according to (Shen et al., 2006), the accuracy of the questjee classifier used in
Alyssa is80.8%. The retrieval component in combination with QTile has aesev
loss in actual answer sentences of abtfu67%. This means that the sentence
retrieval can only return a set of potential answer sentendth at least one actual
answer sentence in just more th&s¥ of the questions posed. The loss of answer
sentences in Alyssais significantly smaller but this is due to the fact that fareo
answer sentences are used for answer extraction. At TREE, 20¢ssa used0
sentences for answer extraction whereas | use one fourthisohimount, i.e.15
sentences. (As already explained, | cannot raise that nusiiee processing, es-
pecially syntactic processing, would take too long.) If omdy considered the top
15 sentences of Alyssa’s sentence retrieval, the loss of datiédvibe slightly better
than QTile, i.e. the loss could be dropped by approximazély

In order to fully assess my method one would have to compagdénformance
of a state-of-the-art QA system, such as Alyssa, on evertgtigns (in the ideal
case these would be exactly those questions which | used ievalyation). Un-
fortunately, those data were not available to me. The ovEratore of Alyssa of
0.191 as stated in (Shen et al., 2006) should not be used since thegtdeflect
the performance on event questions. Neither would it begpjate to measure
my event-based answer extraction module on all those guastin which Alyssa
has been evaluated, since the method proposed in this thesiscomplete QA
system. It concerns exclusively event questions. Thesefiie performance on
other questions is not that important. After all, the impégrtation described in

ONote that | chose these two evaluations in order to show tlyatnethod can be used both for
classification and ranking.

HAlyssa incorporates a newly designed sentence retrievdlilaavhich | could not use because
it was not available at the time of implementing my answeraetion module. Therefore, | had to
use QTile.
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Recall | Precision | F-Score
0.944 0.254 0.400

Table 5.3: Performance of Relevance Detection in Scenhrio |

Criterion | Measure | Runl | Run2 | Run3 | Run4
Recall 0.550 | 0.550 | 0.478 | 0.333
lenient Precision| 0.164 | 0.164 | 0.172 | 0.117
F-Score | 0.253 | 0.253 | 0.253 | 0.173
Recall 0.471 | 0.471 | 0.400 | 0.177
strict Precision| 0.119 | 0.119 | 0.125 | 0.050
F-Score | 0.190 | 0.190 | 0.190 | 0.078

Table 5.4: Performance of Answer Extraction in Scenario Il.

this thesis should be regarded as a plug-in for existent @feays to improve their
performance on event questions and not as their competitor.
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Chapter 6

Discussion

This section discusses the results of the evaluation. lamly focus on answer
extraction and will not broach the issue of relevance deteaf answer sentences
since this is only an intermediate step. Having looked atrg@elamount of ex-
amples, | did not find any cases in which relevance detecti@m&wver sentences
worked in some unexpected way. After all, the performancéhisf subtask, as
described in Chapter 5, was far better than that of answeaaiin so the latter
should also be the centre of the following discussion.

First, | will have a look at some examplei order to illustrate the results of this
implementation. Then, | will comment on drawbacks that lldaunake out which
are responsible for misclassifications. Finally, | willdiss the integration of my
method in state-of-the-art systems, such as Alyssa, bytipgito the benefits and
problems that this integration might entail.

6.1 Some Examples

In general, temporal and locative questions are easieckietéhan other proposi-
tional questions. Therefore, | am, in particular, intezdsh how my implementa-
tion dealt with the latter types. The success of my model eamainly ascribed to
the fact that many different kinds of information have beembined to a uniform
model. In Question-Answer Pair (6.1)-(6.2), for exampteédechanges its part
of speech. (Matching thedesis no problem since | use NOMLEX.).

(6.1) Who manufactures Viagra?

(6.2) It quotes a State Drug Administration official as sgythat the results will
partly decide whether Pfizer, the American manufacturer iafjs4, is al-
lowed to sell the little blue pill in China.

A complete reliance on syntactic information would be ifisignt in this case.
With NOMLEX one can match the object, i.¥iagra, but would run into trouble

!Note that most examples were taken from scenario | sinceethituation involved the answer
extraction of more answer sentences than scenario Il.
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when it comes to matching the subject of the question. Umfately, there is
no immediate syntactic relationship betwawanufacturerand the answePfizer.
However, my model also considers semantic and spatialrivdtion. Pfizeris an
organizationshould be compatible with question typersort. It is very near the
edeand it has also the correct orientation. These factors &reoakidered and
that is why my module returns the correct answer, Rfizer Thus, my method is
fairly robust against syntactic variation as far as not ahiyrelationship between
answer constituent aredebut also other semantic information are strong. Even
abbreviated relative clauses could be dealt with as exéewlby the following
question-answer pair:

(6.3) How many students were wounded?

(6.4) Prosecutors have recommended 7 1/2 years for eachpattie murder count
for the 25 students Kip wounded and a detective he attackédanknife.

Of course, one could argue that a simple term-based approigttt also produce
this answer. My method can, however, additionally consyitactic information
in case the terms are not sufficiently similar or the distdvete/eeredeand answer
constituent in the candidate answer sentence is not logata&ic information can
be vital in the following question-answer pair:

(6.5) Who won the crown?

(6.6) Dutta, who holds a master’'s degree in communicatiams) out over 78
other contestants.

A term-based approach is always very locally confined anddcoat bridge the
intervening relative clause.

It is not that difficult to construct an algorithm which candi@uestion-Answer
Pair (6.1)-(6.2) and another algorithm which can find QuestAnswer Pair (6.5)-
(6.6), but a model which covers both pairs by combining bettmtbased and
structural information, is more of a challenge. Fortunately method achieves
this to a certain extent. However, it has also its limitagiomhe greater the distance
betweenedeand answer constituent the less likely it is to be foun@uestion-
Answer Pair (6.5)-(6.6) is a case where this works but Qoestinswer Pair (6.7)-
(6.8) is a case where my program failed.

(6.7) List students who were shot by Kip Kinkel.

(6.8) Richard Peek Jr. 19, who was wounded in one arm in thedbleed at
Thurston High School, was shot in the head while hunting aadr his
17-year-old brother, Robert, said Lane County sheriff's 8gron Trapp.

2Note that this semantic class contains organizations.
30ften, this is caused by erroneous parsing of long-rangerdismcies.
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When the distance is great my module is also susceptibletéoféning entities.
For example, in Question-Answer Pair (6.5)-(6.9) my pragraturnsMpule Kwe-
lagobeinstead ofLara Dutta

(6.9) Lara Dutta succeeded Mpule Kwelagobe of Botswana ¢orbe the 49th
winner of the pageant and the first Miss Universe of the newenmium.

This is due to the fact that the features of my model faudpule Kwelagobe It
is nearer to thevinner event and contains the correct semantic tgpeson More
sophisticated grammatical relation modelling would bedeekin order to extract
the right answer in this example.

The most complex question-answer pair that has been adatgseectly is:

(6.10) Who did Foreman defeat for his first heavyweight chamghip?

(6.11) In George Foreman'’s first boxing incarnation, he wsaa, snarling ogre
who mauled Joe Frazier to win the heavyweight championshigears ago.

It is a surprise that the correct answer could be found theugimodel can only

recognize the underlying syntactic relationships to aaierxtent. This example
also suggests that synonyms can be recognized.

One should not expect to encounter many of such questiomesingairs as the
one stated above. One cannot even guarantee that very siagge are correctly
processed. For example, my module did not manage to extomdétheed Martin

from the following question-answer pair:

(6.12) Who manufactures F-167

(6.13) The F-16 aircraft are manufactured by Lockheed Mdntit the engines and
some components are made by Pratt & Whitney and Generakriglect

This example shows how instable this processing is. Sonwriect POS tag or
some incorrect parse tree may be responsible for returninggvanswers.

As already predicted in Chapter 4.6.1, no question-answa@s pequiring some
form of Intermediate Textual Entailmensuch asto win (a beauty pageanty
to be crowned (in a beauty pageart) to lose (one’s life)— to die could be
matched. This means that any textual entailment beyondngymg such ado
witness— to see win — victory or to write — author, cannot be performed with
my module yet. (Sekine, 2006) confirms that textual entailnon the basis on
WordNet alone, as it is also done in my module, is insufficiehissume that
in order to increase the coverage one would have to emploge maophisticated
processing, e.g. paraphrase acquisition in the fashiodofifh & Pantel, 2001)
or (Hasegawa, Sekine, & Grishman, 2005). These methodsdwtae to take
context information into account.

In general, the origins for misclassifications are fairlyiable. Apart from some
structural drawbacks, which will be discussed in detaihia torthcoming section,
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the mistakes mostly derive from some erroneous processiing dNLP tools that |
have used in my program. As far as parsing is concernedy ¢ftbescope or label
of a phrase is incorrect or the constituents are incorredtiched in the parse tree.
Erroneous parse trees have an impact on many importantéeatuch agame ,
gram orargstat (see Appendix D for an explanation of these features). Agroth
problem is the limited coverage of NE tagging. As alreadyestin Chapter 4.6.2,
many answer constituents are not directly syntacticalted to theede Some of
the previous examples, such as Sentences (6.2), (6.4),1dr) (Bubstantiate that
claim. In these cases, one major source of information issémeantic content.
Since in many questions, a specific entity has to be recogni&®rdNet cannot
contribute any information and one has to rely on NE taggirige major problem
is, however, that state-of-the-art NE taggers only idgriéfv types of entities (see
also Chapter 3.2.3). This set of entities is often insufficighen, for example, the
name of a film or a medical product is being looked for.

6.2 Conceptual Drawbacks

One could argue that the model presented in this thesis kxjessive power.
The features which are weighted in logistic regression amkined in a linear
fashiorf. The result of this is that the decision boundaries genetayemy model
can only be linear. This is an idealized assumption which nmycorrespond to
reality. But models learning more complex decision bouieddike decision trees
or support vector machines are less robust against ovagfittbince the training
data | acquired are very sparse the usage of those complssifies would re-
quire an increase in the size of the labelled training détihid is not possible one
might also check the current feature set and perform sonme ébifeature selec-
tion in order to increase the performance of the current classiia increase in
performance might be possible if the current feature setagusm some very noisy
features or the size of the feature set is already too laiger{ghe size of the train-
ing data) so that some form of overfitting occurs.

Though the features | selected are useful indicators, tleepad always suffice
for robust answer extraction. This, in particular, appleshe features used in
gArgMap (For more information about these features please go teAgig D.2.)
In a considerable number of questions, only very few featueturn an output.
This phenomenon affects questions in which there is hamhirgformation in the
question constituent, such as:

(6.14) [Wherg was George Foreman born?

The only information that can be deduced from this questiothat the answer
must be a location. The situation is different in Questiodi %% where one can use
the phrase labd?P, the prepositionn and the semantic contesgaof the question
constituent for answer extraction.

40One can also define logistic regression as a linear regressibedded into a sigmoid function.
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(6.15) [In what seadid the submarine sink?

This implies, that in order to extract an answer from a goesthe answer ex-
traction algorithm should not exclusively rely on the infation inherent in the
question to be processed. Additionally, one should hawenmétion (i.e. features)
associated with each (event) question type to augment fheriation present in
the question. For Question (6.14) this would mean that asehlike PF},,) might
be an answer constituent.

Some global constraints should be included for answer etidraas well. The
evaluation in Chapter 5 has shown that there are such coristinposed upon
a well-formed answer snippet. It would add to the uniformofyan answer ex-
traction algorithm, however, to include these constraast$eatures in the overall
model rather than writing a post-filter (as | have implemdrite

Another structural problem is that not all features areropliy orthogonalized
An obvious example isemlll  where the output of WordNet Lexicographer Files
and the NE tagger is merged. (The feataesnl is similarly affected.) A better
solution would use two separate features for these typesfafmation. From a
superficial perspective these two sources work complemerat there are cases
in which they conflict with each other. This particularlyedfssemlll because
this is an important feature used ¢glArgMapand thus participating in extracting
an answer snippet from a candidate answer sentence. Thatseiassification
of WordNet can only be established for common nouns, i.s. afetntities, which
would be useful in the following question-answer pair:

(6.16) How manypeopledied in the accident?
(6.17) All 118crewmeriost their lives.

NE tagging, on the other hand, tags, as the name says, indivahtities. This
would be useful in the following question-answer pair:

(6.18) Whowon the contest?
(6.19) Duttawon out over 78 other contestants.

However, in Question-Answer Pair (6.20)-(6.21), withoabwing whether one
looks for an entity or a group of entities, there might be tvemdidates in the
answer sentence, namebgokandSilent Spring

(6.20) Whatbookdid Rachel Carson write?
(6.21) Rachel Carson wrote her famdagokcalledSilent Springn 1962.

Unfortunately, due to the spatial proximity and the syntatlatedness the false
candidate is preferred in my model. Examples like (6.204pare fairly frequent
which means that this lacking distinction between indigildentities and groups of
entities has caused some significant amount of misclagmfisain answer extrac-
tion. A better algorithm would have to derive from a questidmether a common
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noun or a proper noun is the answer constituent and focusendhesponding
semantic feature during answer extraction.

Another drawback of my method is the way in which questiorth wiultiple edes
are tackled. According to Equation 4.14 in Chapter 4.5.2a&gd in Equation 6.1,
only the strongestsMap, i.e. the strongest mapping of all optimal event structures
mappings, is considered for the final evaluation gdMag.

val(gaMap) := « - max (val (esMapZ)) + (1 — «) -irMatch (6.1)

This is necessary since, often, notedieqand therefore event structures) re-appear
in the answer. A typical example is illustrated in the follog question-answer
pair:

(6.22) Whaticauset}q. the [death.q. of Sani Abacha?

(6.23) Nigerian military ruler General Sani Abacha, aged [B#ed .. of a heart
attack on Monday.

On the other hand, there are cases in which a more restrapgeoach would be
needed. Imagine, for example, Question (6.24) wherecalasare evoked:

(6.24) How manystudent 4. were[woundedkq.?

According to Equation 6.1, a candidate answer sentencecontaining thestudent
event and not thevoundevent could sufficiently match in order to classify the
candidate answer sentence as relevant. A simple altegrtatizquation 6.1 which
would solve this problem is Equation 6.2 but this solutionses a significant drop
in recall when it comes to cases, such as Question (6.22).

1 ¢ X ,
val(gaMap) = « - - Z val <esMapi) + (1 — «) -irMatch (6.2)

So both options are not ideal. A more sophisticated solwtionld not average the
event structures but weight them due to the strength of ttwirespondingedes
appearing in the question to denote (real) events. Such amoagh would give
woundeda high andstudenta low weight, so that each relevant answer sentence
for Question (6.24) would have to contaimaundevent.

Finally, the success of a syntactically motivated evenicstire should also
be briefly discussed. As already mentioned in the featureudgon in Chap-
ter 4.5.3, some expensive syntactic features, sugiaam or argstat  (see also
Appendix D.2), are not very strong features. Two reasonshirbg responsible.
Firstly, the tools which are responsible for these feataresnot sufficiently reli-
able. Secondly, these features are not that important foagyeviously assumed.

®Note that | assume that a question may contain more than @me.ev
%i.e. the mapping between the entire question and the ertirdidate answer sentence
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Both reasons are true to some extent. In general, one shoufglihtoo much em-
phasis on syntactic features in QA. Grammatical relatiorsoaly useful if their
recognition is really reliable. Otherwise, spatial metrisuch aglist andori
are a good alternative. These are not linguistic featuréshay can express a
fair amount of those syntactic features. Additionally,\ttzee far more efficient.
Using a match of subcategorization frames in questions asder sentences, as
expressed in featurgrgstat , is not always beneficial. Due to the considerable
syntactic variability between event questions and thairesponding answer sen-
tences, subcategorization frames are rarely constard.ifi$ight is also crucial for
the labelling of semantic roles, because, in general, sebodzation frames are
the starting point of further semantic processing.

6.3 Integration in State-of-the-art Systems

The evaluation of my method using components of state-@fth systems, as de-
scribed in Chapter 5.2, is a surprise given the rather pesiéisults on the artificial
data in Chapter 5.1. Of course, a certain drop in performanegpected. In a QA
system, answer extraction has to rely on the quality of ofwrcomponents. It
was already suggested that the output of the retrieval capmias mainly respon-
sible for this. The set of returned candidate answer seegeoiten fails to include
a relevant answer for a specific question.

Moreover, it might also be that the retrieval component ofs&h is not very com-
patible with the event-based answer extraction algorithesgnted in this thesis.
This assumption is not too far-fetched if one considers #o&ihg uniformity of
these two components. Recall that one of the benefits of myeansxtraction is
that not only lemma-identical words can be matched but aleorsymous words
(even across different parts of speech). Thus, one can reagstis, such dsome
andto live or to win andvictory. This expressive power of my method can only
be harnessed effectively, if such relations between wordardn question-answer
pairs. Whether this is the case, depends on how potentialesrsentences are ex-
tracted from the retrieval component of the QA system. Ifghery for this com-
ponent happens in a simple lemma-restricted fashion, agheicase witlAlyssa
one cannot guarantee that relevant candidate answer sestefith synonymous
expressions are found. For example, if the query for redtiewnly contains the
terms of the question, such &slive or to win, one cannot expect that candidate
answer sentences are retrieved where these events argeckftigcsynonymous
words, such asomeandvictory. This can only happen by using a query-expansion
where synonymous terms are included.

Though the performance of my module when used with Alyssatsuthent re-
trieval and QTile might be fairly low, it could still be uséfior the overall Alyssa
system. Since my answer extraction algorithm is concelgtualy different from
the algorithms currently integrated in Alyssa (there is peswlency-based algo-
rithm and a rule-based approach), my model may provide ceammghtary infor-
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mation. In future work, one should compare my method withdbependency-
based approaétsince these two components are both linguistically maiyand
particularly useful for event questions. By using a mapgdiogn nominalizations
onto verbs the method proposed in this thesis should enable predicates in
guestion-answer pairs to be matched than the dependeseg-tzpproach. My
model explicitly covers subcategorization frames in vasifeatures which, again,
is not the case in the dependency-based algorithm. As faemmardics is con-
cerned, both systems use WordNet. However, the method gedpia this thesis
uses the complex algorithms provided by WordNet::Sintjafinstead of directly
checking WordNet-relations between two words) and, amfutitily, Lexicographer
Files (which is not done in the other approach, either).

Due to these individual characteristics, | may say that noppsed model has its
own view on a potential question-answer pair. This independ@&w is a useful
property which qualifies this model for inclusion in Alyss#lision process where
the judgementsf the different answer extraction methods are considenetaa
final answer is computed. How much impact the inclusion of nethad finally
would have on the overall performance of Alyssa is, howdedrfor future work
to decide.

Before my module could be included in a QA system, howevanestechnical
problems would have to be solved. | already stated that i@oltiarser performed
poorly. | suspect that this performance cannot only be aikaily ascribed to the
parser. QA much relies on processing questions. Howevercdnresponding
training material, which is vital for statistic parsersyery sparse. (Muller, 2004)
discusses this issue and points out that only half percetfieoPenn Treebank are
full questions. An improvement of the performance of a paysivould, therefore,
require treebanks comprising more questions than it isliysihe case rather than
changing the parser.

Apart from that, technical problems were encountered watiious tools, in partic-
ular, TigerAPI and WordNet::Similarity. Currently, | onhyave software modules
which work exclusively on the output of Collins’ parser. Thsage of another
parser would, therefore, have a great impact on the overdiitacture. The re-
moval of TigerAPI is even more problematic since this is thiy mavigation tool
for TigerXML. | would neither suggest to use a different f@ainsince TigerXML
is ideal for my purposes. Similar reasons can be broughtdmwhen it comes to
WordNet::Similarity. It is the only tool available of itsikil and its usage is vital for
the overall performance, in particular, fedeMapand gArgMap (see also Chap-
ter 4.5.3). To make it worse, TigerAPI and WordNet::Simijaare not very stable.
For example, the command-line interface of WordNet::Sinity gets stuck after a
certain amount of queries has been posed, which can onlydigeal/by re-loading
the tool at regular intervals which is very time-consuming.

"i.e. the algorithms should be compared on the identicalfsgu@stions
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Chapter 7

Summary, Contributions,
Conclusions and Future Work

7.1 Summary

In this thesis, | have developed and implemented an evesstebenodel for an-
swer extraction in open-domain QA. The model reflects batuistic properties
of events and insights gained by a descriptive analysiseoTfREC 2005 question
set. Practical and technical restrictions on the impleatert meant that no se-
mantic processing apart from using WordNet and NE tagging pessible.

The aim of the model was to use event structures in a QA seeoptimally so that
those aspects are considered which cannot be covered bgveohbased meth-
ods. In order to make the overall model robust against stioteariability some
surface-based metrics were taken into consideration. éitios were combined to
a uniform model which used these different sources of inédiom in a data-driven
way.

7.2 Contributions
The novel contributions presented in this thesis comprise:

e statistical analysis of relevant answers
The statistical analysis of relevant answer sentences efteyuestions in
the TREC 2005 data (see Chapter 4.6.1) cannot only be useguastfica-
tion of an upper bound of the performance of my implementatiut also
guide future implementations of open-domain event-basadsihice these
data offer detailed information as to the importance of agtit, semantic
and surface-based processing;
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o feature analysis
A data-driven feature analysis showed how individual fezguperform in
event-based QA and how much unique information they encesle Chap-
ter 4.5.3);

e new features
Among the features for the proposed answer extraction ithgor semantic
classes ol exiographer Filesof WordNet for semantic tagging have been
used for the first time. Moreover, subcategorization infation has been in-
cluded in the feature set by using the two lexicons NOMLEX @@MLEX.
NOMLEX could also be harnessed to model semantic simiaritietween
terms across different kinds of parts of speech which are@cessarily lex-
ically related e.gto live andhome

e cost-sensitive learning
In order to be able to build a robust classifier on heavily ifabeed data,
some specifically designed form of cost-sensitive learhiag) been applied
to answer extraction. To the best of my knowledge this is tisedpplication
of cost-sensitive learning to QA; and

e sentence relevance detection
For the relevance detection of sentences | showed a sugtessf how to
combine term-based and event-based matclyaylap.

7.3 Conclusions

The evaluation of this implementation on artificial datav@e that this model
works to a certain extent. The notionedewhich is independent of part of speech
thus allowing nominalizations to be mapped onto verbs acd wersa, is useful.
The data-driven approach for combining different featdoesanswer extraction
has shown that semantic features, such as a mapping froriaquigpes to Word-
Net Lexicographer filessemlll ), and surface-based features, such as the dis-
tance from answer consituent to @de(dist ), are among the cheapest and most
effective features used. Syntactic features performedlygoonly in one case
(argstat ) a reasonable precision could be achieved. This resultectyas the
usefulness of syntactically motivated event structuregpan-domain QA. A fi-
nal judgement, however, cannot made at this stage sincer lwetiults might be
achieved by using more robust parsing.

As far as relevance detection of answer sentences withddgaguestions, i.e.
gaMap is concerned, | could show that a high recall term-basedoagp and a
high precision event-based method can be combined in codechieve a better
performance than just the individual methods.
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7.4 Future Work

The question in how far this implementation can be used imleQ@é system could
not be definitely answered since no proper comparative atratucould be carried
out. For this purpose one would have to have access to therpenfice of a state-
of-the-art QA system on the same event questions | used invaiyaion.

In order to use my module in such a QA system, a more robugtvatcomponent
which incorporates some knowledge-based form of quergm®sipn might be a
useful complement.

Furthermore, some technical problems of my implementatiawve to be solved.
This concerns the speed of processing, stability and tHerpesince of some NLP
tools, in particular, the parser | used.

As far as the appropriateness of the model is concernedger lmbelled training-
set would be desirable in order to test more complex (nagalinlearning methods.
More data would also allow the usage of a more robust form ektjon-type de-
pendent answer extraction algorithm. Alternatively, sdane of feature selection
might also be beneficial.

In order to broaden the matching of events, @geswhich are not lexically related
or synonymous, some more advanced form of paraphrase idatecheeded (i.e.
either some sophisticated usage of FraméNetsome unsupervised data-driven
approach).

For a more reliable extraction of answer snippets from selecandidate answer
sentences better NE tagging which identifies more fine-gdatgpes would also
be desirable. In contrast to semantic roles, they are lassdbtn syntactic infor-
mation, which seem to be too variable to deal with sensibly.

'Note that | consider FrameNet for matching predicates ahdsia means to recognize semantic
roles.
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Appendix A

Performance Issues When
Running Shalmaneser on TREC
2005 Questions

Chapter 3.2.8 stated that the present versioB&EImanesecould not be used for
the final implementation of my answer extraction module. réhsow follows a
detailed description of what problems occurred and thetemtéal causes. | tested
the tool by tagging all TREC 2005 questions.

The results of this experiment were disappointing. Hardly guestions were
tagged completely so that | did not even consider a propentijative analysis
worthwhile. The tool performed badly on some crucial levéi®t only has the
recall been low (manyeesand feshave been overlooked) but also the labelling
was seldom convincing. Ofteflesandfeewere assigned to the same constituent
which is rarely right.

By transforming the TREC 2005 questions manually into datilze sentences and
then run the tool again | intended to find out whether the tody performed so
unsatisfactorily because of lacking training materialdoestions. (It is a known
fact that the corresponding training material for both agtit and semantic pars-
ing is sparse.) Contrary to my expectation, the performafdee final output was
only slightly better than the results of the original runugb the syntactic struc-
tures had changed to more familiar parse trees of ordinarfaddive sentences.

| strongly assume that the performance was so low becaustaf idiosyncratic
properties of these questions. The amourgdadsbeing nominalizations, such as
Questions (A.1)-(A.4), might be one crucial reason for tadgrmance:

(A.1) Who was the killer?

(A.2) Who were on-ground witnesses to the accident?

1| transformed them manually in order to obtain plausibleteere structures. This would not
necessarily be guaranteed if | transformed them autonfigtica
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(A.3) What was the outcome of the U.S. trial against the pilot
(A.4) Who was Sosa’s competitor for the home run title in 1298

According to (Erk & Pad6, 2006%halmanesecannot cope with these types of
structures i.e. a correct assignment of frame structur@sdpositions evoked by
these predicates is not possible.

| also noticed that nominalizations and verbs could causdlicts for syntactic
parsing, such as in Questions (A.5) and (A.6), i.e. nonza#bns are considered
verbs (and sometimes even vice versa):

(A.5) How much money did UPS pay out in insurance claims in4108
(A.6) When did he make his famous ride?

Apart from that manyimperative questionssuch as Sentences (A.7)-(A.9), had
rarely a correct parse:

(A.7) Name products manufactured by Merck.
(A.8) Identify the nationalities of passengers on FlighD99

(A.9) List other horses who won the Kentucky Derby and Preakrbut not the
Belmont.

Perhaps enhanced versions of the tool which have a largerage, in particular

with regard to nominalizations, can yield better resultesé&arch in the area of
widening the coverage, as presented in (Burchardt, Erk,aalEr2005), seem to
be promising methods in order to improve this tool. | assuhwsyever, that in

order to semantically tag nouns as frames further semaatiarig material has to
be provided.
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Appendix B

Syntax Glossary

This appendix explains some crucial syntactic terms. Nuwté for many of them
there are no commonly accepted definitions. The definititeied below mainly
follow (Radford, 1997). Throughout this thesis, these agtit terms are used
according to the definitions given in this appendix.

B.1 Subcategorization

Subcategorization is the division of lexical categorieg.(@ouns, verbs etc.) into
subcategoriesnotivated by both syntactic and semantic criteria in ordexdcount
for different dependency relations within a sentence. imttiesis, the term subcat-
egorization is restricted to the obligatory syntactic feaai predicates (i.e. either
full verbs or nominalizations). This is sometimes refertedas strict subcate-
gorization In Sentence (B.1), for example, the predica¢mtsubcategorizes the
subjectMary, the direct objecthe letterand the indirect objedb Peter The set of
all subcategorized arguments of a predicate is also reféorassubcategorization
frame

(B.1) [Mary|np [senty [the lettefyp [to Petefpp.

In this thesis, a further technical restriction confinesgheof subcategorized ar-
guments to NPs and PPs.

B.2 Complement

If a predicate subcategorizes a syntactic argument thaigadory, then this argu-
ment is referred to as@mplementContrary to other definitions, | include subject
NPs to this set as well. In Sentence (B.2), the aittselects two complements
being the subjedPeterand the objecfohn

(BZ) [Pete}Np [hlt]v [JOhf}Np.
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Note that in case one of these complements is missing, suichSentence (B.3),
the sentence is incomplete and therefore ungrammatical.

(B.3) *[PetE]'Np [hlt]v

B.3 Adjunct

In addition to complements, adjuncts are those argumemedicate selects which
are optional. In Sentence (B.4), the IPPL972is an adjunct.

(B.4) [Richard NiXOf]\Np [ViSitqu [Chinde [In 197app.
If one removes this phrase, as in Sentence (B.5), the seniestll well-formed.

(B.5) [Richard Nixony p [visitedy [Chingdyp.

B.4 Satellite

Satellites are NPs and PPs which are in the vicinity of a pegdi(i.e. member of
the same sentence) but not (directly) syntactically relata Sentence (B.6), the
NP the United Kingdonis not directly related to the full vertondemnedince it is
embedded into another NRe goverment of the United Kingddreing the subject
of that verb.

(B.6) [The government ofthe United Kingdorw p|xp] has[condemnefd, [the
terrorist attacky p.

Note that this term has been coined within the context ofttigsis.

B.5 Controlling Construction

Controlling constructions are those constructions in Wwhacverb which takes a
sentential complement determines some syntactic arguohémt embedded pred-
icate within the sentential complement. In Sentence (Bhé) verbpromisedsub-
categorizes (among other arguments) the sentential comeplto leave the house

as soon as possihleWithin this sentential complement the vddavelacks an
overtsubject, i.e. it is not realized (I denote this empty couostit withe). The
controlling verbpromisedcontrols this subject. This means that the semantic and
syntactic content of the subjectpfomisedi.e. Peter, is projected onto the subject
of the embedded velleave i.e. the empty constituent

(B.7) Peteypromised Marye; to leave the house as soon as possible.
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B.6 Raising Construction

Raising Constructions are those constructions in whichraemnts of a predicate
are moved out of their clausal boundaries. In Sentence (Bi8}ubject ofosthas
been moved out of the infinitival clause in order to becomesttmtactic subject of
the embedding clause. The empty constituesignalizes the slot from where the
word has been raised.

(B.8) John appeared; to have lost the competition.

Thus,Johnis both the (syntactic) subject appearedandlost

From a technical perspective raising and controlling aosibns can be dealt
with in the same manner. The difference of these constmgiies in the semantic
interpretation. In contrast to controlling constructiptige raised argument has no
semantic relevance in the clause into which it has beendaige in Sentence (B.8)
there is no direct relation betweappearand its (syntactic) subjedohnfrom a
semantic point of view (it is only a semantic argumenkost).
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Appendix C

Classification of Question Types

This appendix displays which question types presentediid (Croft, 2001) can
co-occur with event questions. This classification is usadnd event question
classification (see Chapter 4.2) for ruling out those qaastwhich bear a question
type which never co-occurs with event questions.

Question Type | Description Potential Event Ques-
tion Type ?
Abbreviation
abb abbreviation no
exp expression abbrevit no
ated
Entity
animal animals yes
body organs of body yes
color colors no (too rare)
creat creative material yes
(inventions, books
etc.)
currency currency names | yes
dis.med diseases and yes
medicine
event events yes
food food yes
instru musical instru-| yes
ments
lang languages yes
letter letters of an/the ali no (too rare)
phabet
continued on next page
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Question Type | Description Potential Event Ques-
tion Type ?
other all other entities| yes
that cannot be clas-
sified as entities of
the other classes
within this section
plant plants yes
product (mostly) man-| yes
made products
religion religions no (too rare)
sport sports yes
substance elements and sub-yes
stances
symbol symbols and signs| no (too rare)
techmeth techniques and no
methods
termeq equivalent terms | no
veh vehicles yes
word words with a speq no
cial property
Description
def definition of some-| no
thing
desc description of| no
something
manner manner of an action yes (but too difficult to
model)
reason reasons yes (but too difficult to
model)
Human
gr a group of organi- yes
zation of persons
ind an individual yes
title academic rank, title yes
of nobility or pro-
fessions
desc description of a no
person
Location
city | cities | yes

continued on next pag
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Question Type | Description Potential Event Ques-
tion Type ?

country countries yes

mountain mountains yes

other other locations| yes
which cannot be
allocated to the
other types of
locations

state states yes

Numeric

code postcodes, phoneno (too rare)
numbers etc.

count number of somei yes
thing

date dates yes

dist linear measures no

money prices yes

ord ordinal numbers | yes

other other numberg yes
which cannot be al;
located to the othef
types of numeric
expressions

period the duration of| yes
some action of
event

perc fraction yes

speed speed yes

temp temperature yes

weight weight yes
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Appendix D

The Different Features for
Matching Operations

This appendix describes the individual features used fachirzg different types of
atomic entities mentioned in Chapter 4.4.1. Features dréivaded into the ones
used for matchingvent denoting expressions (edasil arguments (this includes
the features for question arguments).

D.1 Features for Mapping Event Denoting Expressions

Feature (f’,, Map)

Description

Metric

lemma

measures the similarity of
the lemma

Levenshtein Measure Sam’s
String Metrics n.d.)

N

pos measures similarity of Similarity is measured of
POS tags the basis of the size ¢
the common prefix, i.e
#common prefix chars
F#chars in POS of question®
seml Can the matchingdebe | binary feature

found within the same
Lexicographer File of
WordNet? (Note that for
this feature the output
of NE tagging has bee
mapped onto the corre
sponding Lexicographer
File.)

=]

continued on next pag
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Feature (f’,, Map) | DESCription Metric

semll distance of the synsets inWu & Palmer Metrics (Wu &
WordNet of theedesvia | Palmer, 1994)
the hyponomy-relation

frame How similar are the subt #eommon phrase_labels
. ) phrase—labels in subcat of question
categorization frames df
the twoede®
mainarg Are both edesthe main| binary feature

predicates within  the
sentence (and there
fore centre of the mair
(predicate-)argument
structure)?
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D.2 Features for Mapping Arguments

19%
]

192
]

N

N

Feature Description Metric
(j;;Arg]\/Iap’
fclzrql\/[ap)
lemma measures the similar- Levenshtein Measure as impl
ity of the lemma mented in §am’s String Metrics
n.d.)
phrstr (only | measures the simi- Levenshtein Measure as impl
for argMaps) larity of the entire| mentedin§am’s String Metrics
phrases (a phrase |sn.d.)
represented by a string
of its terminal nodes)
pos measures similarity of Similarity is measured of
POS tags the basis of the size ¢
the common prefix, i.e
#common prefix chars
#chars in POS of question”
phrase measures similarity of Similarity is measured of
phrase labels the basis of the size 0@
the common prefix, i.e
#common prefix chars
F#chars in phrase—label of question®
gram measures the similar- binary feature
ity of the grammatical
functions
argstat Do the two match- binary feature
ing arguments have the
same status, i.e. are
they both arguments,
adjuncts or just NP
satellites found in the
vicinity of the ede?
seml Can the matching binary feature
arguments be found
within the same Lex-
icographer File off
WordNet? (Note that
for this feature the
output of NE tagging
has been mapped onto
the correspondin
Lexicographer File.)
continued on next pag
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Feature Description Metric
(ft;ArgMap’
équap)
semll distance of the synsetsWu & Palmer Metrics (Wu &
in WordNet of the| Palmer, 1994)
arguments via the
hyponomy-relation
semlll  (only | Is the Lexicographef binary feature
for gArgMaps) | File tag of the answef
constituent  reconcil
able with the question
type of the question
constituent? Possible
mappings are listed in
Appendix E.
dist How similar is the spaj Z;Z((jii((‘;gz))‘zztt(@;f]z)))) where
tial distances to the re- dist is the distance-function
spective predicate? | (distance from the argument to
its ed, arg®? is the argument in
the question andrg* is the ar-
gument in the candidate answer
sentence
ori Is the orientation to the binary feature

edeidentical?
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Appendix E

Mapping from Question Classes
to Lexicographer Files in
WordNet

The appendix presents the possible mappings from quedasses (Li & Croft,

2001) onto WordNet Lexicographer Files (Miller et al., 1990’ hese mappings
are required for matching semantically empty question titmiesits to candidate
answer constituents. As far as semantically empty questastituents are con-
cerned the only semantic information can be drawn from trderying question

type with which the question has been assigned.

Class | Description | WordNet | Comments
Abbreviation
abb abbreviation no mapping re-| These questions are ex-
quired clusively non-event ques-
tions.
exp expression abbrevi- no mapping re-| These questions are ex-
ated quired clusively non-event ques-
tions.
Entity
animal | animals animal
body | organs of body body
color | colors no mapping re-| too rare
quired
creat | creative material act and commu;
(inventions, books| nication
etc.)
continued on next page
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Class Description WordNet Comments
currency | currency names quantity
dis.med | diseases and artifact,  state
medicine and substance
event events act, communi-| timeare only epochs
cation, event,
phenomenon,
state and time
food food animal, food,
plant and
substance
instru musical instru-| artifact
ments
lang languages communication
letter letters of an/the ali no mapping re-| too rare
phabet quired
other all other entities| no mapping| This class is semantically
that cannot be clas- possible very inhomogeneous.
sified as entities of
the other classes
within this section
plant plants plant
product | (mostly) man-| artifact and sub{ Low coverage expectef
made products stance since many entities of thig
kind are brands and can
therefore not be mapped
onto any WordNet Synsef.
religion religions no mapping re-| too rare
quired
sport sports act and artifcat
substanceg elements and sub-artifact and sub-
stances stance
symbol symbols and signs| no mapping re-| too rare
quired
techmeth | techniques and no mapping| Terms labelled with thig
methods possible class are too domain spe-

cific and cannot be rec
ognized by open-domai
knowledge bases, such
WordNet.

—

continued on next page
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Class | Description WordNet Comments
termeq | equivalent terms | no mapping re-| These questions are ex-
quired clusively non-event ques-
tions and need not be dealt
with.
veh vehicles artifact Many vehicles cannot be
recognized because they
are not addressed by the
type of vehicle they be
long to but a specifig
name, such asiMS Vic-
tory.
word words with a speq{ no mapping re-| These questions are ex-
cial property quired clusively non-event ques-
tions.
Description
def definition of some-| no mapping re-| These questions are ex-
thing quired clusively non-event ques-
tions.
desc description of| no mapping re-| These questions are ex-
something quired clusively non-event ques-
tions.
manner| manner of an action no mapping| Answers are often a
possible sequence of events; re-
lations between these
events and the questign
can only be reliably
established via discourse
analysis.
reason | reasons no mapping| Answers are often events,
possible relations between these
events and the questign

can only be reliably estab
lished via discourse anal
ysis.

continued on next pag
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K-

Class | Description | WordNet | Comments
Human
ar a group of persons group
(e.g. an organizat
tion)
ind individuals person
title academic rank, title person
of nobility or pro-
fessions
desc description of a mapping not re-| These questions are e
person quired clusively non-event ques
tions.
Location
city cities location
country | countries location
mountain| mountains location
other other locations| location
which cannot be
allocated to one of
the other types of
locations
state states location
Numeric
code postcodes, phoneno mapping re-| too rare
numbers etc. quired
count quantified noun any Lexicogra-
pher File
date dates time
dist linear measures no mapping re-| These questions are e
quired clusively non-event ques
tions.
money prices quantity
ord ordinal numbers | quantity too rare
other other numbers quantity

which cannot be al-
located to the othe
types of numeric

1

expressions

continued on next pag
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Class | Description WordNet Comments
period | the duration of| time

something
perc fractions guantity too rare
speed | speed guantity too rare
temp | temperature quantity
weight | weight guantity
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Appendix F

An Extract from an ARFF File

This appendix illustrates an extract of a training file in ARfermat. ARFF is the
preferred format for the WEKA toolkit which was used in thiesis to estimate
parameter weights.

@relation gArgMap

@attribute lemma-match real
@attribute pos-match real
@attribute sem-match-I| real
@attribute sem-match-Il real
@attribute sem-match-Ill real
@attribute phrase-label-match real
@attribute gram-func-match real
@attribute arg-status-match real
@attribute distance-to-pred-match real
@attribute orientation-match real
@attribute judgement true,false
@data

0.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 0.6666667 0.0 true

0.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.6666667 1.0 false

0.0 0.6666667 1.0 0.8181818 1.0 1.0 0.0 0.0 0.5 1.0 false
0.28571427 0.6666667 0.0 0.3809524 0.0 1.0 0.0 0.0 0.75 1.0 f alse
0.0 0.6666667 0.0 0.47058824 0.0 1.0 1.0 1.0 0.75 0.0 false
0.28571427 0.6666667 1.0 0.0 1.0 1.0 0.0 0.0 0.375 0.0 false
0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 true

0.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0 0.33333334 0.0 false

0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.1875 0.0 false

0.19999999 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.1764706 0.0 false
0.19999999 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.16666667 0.0 false
0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.12 1.0 false
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0.25 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.13636364 1.0 false
0.111111104 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.15 1.0 false
0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.75 0.0 false
0.19999999 0.0 0.0 0.0 1.0 1.0 0.0 1.0 0.6 0.0 true
0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.13636364 1.0 false
0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.15789473 1.0 false
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