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(Embodied) Language 
Comprehension

• Language is “embodied” & “situated”: 

• Embodied: Language is inseparably bound to our 
body and our physical interaction with the world 

• Situated: Language is typically used and understood 
in context

Embodiment

Acquisition

Adult 
Processing
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Language is situated
• Spoken language and environment provide huge 

amounts of information simultaneously 

• Processing needs to be fast! 

• Using one to facilitate processing the other: 

• Visual information (non-verbal cues) 

• Visual (scene) information 

• Linguistic information

Attention
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Language is situated

• We see things when we listen and speak 

• We often try to ignore the visual information —  this 
requires cognitive control (cf. automatic processing) 

• We often use the visual information — this requires 
cognitive control, capacity sharing and cross-modal 
integration
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Cooper, 1974
“ a practical new 

research tool for the 
real-time investigation 
of perceptual and 
cognitive processes 
and, in particular, for 
the detailed study of 
speech perception, 
memory, and 
language 
processing" (p. 84). 

92 ROGER M. COOPER 

also the same, but were presented in a different order so that S now 
saw slides largely irrelevant to the stories he was listening to. The pre- 
viously given definition of correct responding was also applied to the 
scoring of control S responses, except that in this case a response was 
considered to be correct, if S appropriately fixated the elements of those 
cells (now containing irrelevant pictures) which for the experimental 
group contained members of the associated target set. If the direction of 
eye fixation were independent of the meaning of spoken language (null 
hypothesis), one would not expect there to be a significant difference 
between the number of correct fixation responses to the target elements 
of a relevant slide and those directed to irrelevant targets occupying the 
same cell positions when identical critical item sets are employed in both 
cases. 

Illustration of Fixation Performance 

The following illustrates typical performance to Story 3 and Compre- 
hension Test 1. All critical items of Story 3 and anticipatory cue words 
of Comprehension Test 1 are italicized, with the arrows immediately 
above each line indicating the location and duration of eye fixations 
relative to the language heard. The abbreviation symbols (Z, D, S, C, 
L, T, Pk, P, G) have been taken to represent the zebra, dog, snake, 
camera, lion, tree, peacock, pipe, and grapes, respectively, of the cor- 
responding slide pictured in Fig. 1. 

C-L- z- 
While on a photographic/safari in Africa, I managed to get a number 

9 T , 
of breathtakin’g<hots of the wild terrain. These included pictures of rugged 

T-  L- s- 
mountains and forests, as well as muddy streams/winding their way through 

* 
big gtztry?a my best shots’ihough was ruined by my scatter- 

, 
brained do~/Scotty. Just as I had slowly wodzy way on my stos 

G within range of a flock of rnagn%c~je~!~~n%res of wild 
, 

Gapes. entwined in the Tbranches of a small tree, Scoti~~up/bark- 
62 Pk- G--+ Pk+ 
ing/rnadly, and th.e birds/scattered in all directions. With a sigh I lit my 

P-D 
pipe, wondering how he had gotten away from camp, when suddenly I 
4 L 
noticed a hungry lion slowly moving through the tall grass toward a herd of 

> C 
grazing zebra.ZAsgrabbed my camera, 

f 
I could see herAhad singled out a 

- z+ L , L-Z-S* 
member of the herd. But before he could pounce, the zebra/bolted, causing 

L-Z-L l 

all the animals to stampede. The frustrated/lion looked as stupifed as I felt, 



Eyetracking

Use “visual attention” as index to underlying processes
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Eye-tracking in scenes

• Attention to objects in the scene is closely time-locked to comprehension 

• Makes it possible to use eye-tracking in scenes during utterance 
presentation to investigate spoken comprehension 

• Permits us to examine use of scene information for comprehension
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The Measure

• Tracker samples at 60/250/500/1000 Hz 

• New sample every 16,6/4/2/every millisecond 

• x,y - coordinates per sample 

• Fixations & saccades 

• min duration of ~80ms = fixation
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The Measure

• Fixation proportion vs probability 

• Time to first fixation/saccade 

• Fixation durations 

• Inspection probability



Lexical access over time

“Pick up the candle”

(Allopenna et al. 1998)



Attachment Ambiguity

Put the apple in the box.on the towel

Put the apple in the box.on the towel

location direction

location

Referential 
contrast

No 
referential 
contrast

(Tanenhaus et al. 2000)
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Incremental Semantic 
Interpretation

More visual referential ambiguity: 
• Influence of visual contexts on  

• Mapping of reference to entities 
• Properties of objects (small, tall) 

• More rapid looks to the tall glass before 
hearing “glass” in the contrastive than 
non-contrastive condition

Pick up the tall glass and put it below the pitcher.

Two same-type objects  
that differ in 1 property:  size

No contrastive objects  
of the same type

(Sedivy et al. 1999)
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Predictive Listening
• Anticipation of objects (e.g. Altmann & Kamide 1999, 2007) 

• Semantic requirements of a noun to be used as argument for a verb 

• drink – object needs to be drinkable, liquid   

“The man will drink the wine”  
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Referential & Anticipatory Looking

• Can information associated with a 3-place verb be 
used to anticipate the second post-verbal argument 
— during hearing the first? 

• “The woman will spread/slide the butter… 

1. Inanimate goal (“on the bread”) 

2. Animate goal (“to the man”)

(Kamide, Altmann & Haywood, 2003) 
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1. The woman will spread the butter on the bread

Referential & Anticipatory Looking
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2. The woman will slide the butter to the man

Referential & Anticipatory Looking
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Referential & Anticipatory Looking
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Asymetric distribution
• Looks to the man  

• Slide condition: 24,3%  

• Spread condition: 16,8%  

• Looks to the bread  

• Slide condition: 24,3%  

• Spread condition: 27,4% 

Bread could be a theme, too!
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Composed predictions?

• Are the observed effects driven by lexical information 
associated with the verb? 

• Are the effects due to the combination of distinct 
sources of information? 

➡ Can information about the agent be combined with 
the selectional restrictions of the verb to predict the 
theme?
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Composed predictions?

1. The man will ride the motorbike
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Composed predictions?

2. The girl will ride the carousel
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Conditions
• Main conditions: 

• The man will ride the motorbike 

• The girl will ride the carousel 

• To assess combinatory effects (vs agent effects): 

• The man will taste the beer 

• The girl will taste the sweets
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Hypotheses
• Compare looks towards the motorbike after  

• The man will taste  

• The man will ride  

• Only agent-based information -> No difference  

• Compare looks towards the motorbike after  

• The man will ride 

• The girl will ride  

• Only verb-based information  -> No difference 
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Hypotheses
• Compare looks towards the motorbike after  

• The man will taste 

• The girl will taste  

• Agent-effect information -> man > girl  

• Compare looks towards the motorbike after  

• The girl will ride 

• The girl will taste  

• Verb-effect  -> ride > taste 
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Composed predictions



(Embodied) Language Comprehension VWP 

Composed predictions

• Combinatory effects found 

• (Almost) no simple agent or verb effects 

• More looks to motorbike after “girl will ride” than after “girl 
will taste”
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Anticipatory Looks
• Prediction:

• projection “forward in time” 

• Processor predicts a post-verbal argument / linguistic input  

• Projected structure evaluated against visual/mental context 

• Integration: 

• current evidence 

• Thematic organisation of objects according to linguistic context
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What’s the hen, egg…?

• “The man will ride ... “ 

➡ Does the linguistic structure trigger a predictive 
process?  

➡ Does the visual context suggest a plausible 
argument? 



(Embodied) Language Comprehension VWP 

“Coordinated Interplay 
Account”

Scene Utterance

Visual

Listener

Auditory

(cf. the Coordinated Interplay Account 
by Knoeferle & Crocker, 2006)

World Knowledge



(Embodied) Language Comprehension VWP 

Questions

• What takes precedence, world knowledge or scene 
information? 

• What exactly is predicted?
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World knowledge vs scene info

3. Experiment  2

In Experiment 2 we further investigate the verb-mediated influence of depicted events. Al-
though allowing us to confirm findings on the tight temporal coordination (Experiment 1), the
focus of Experiment 2 was on examining the relative importance of depicted events in compar-
ison with stereotypical thematic role knowledge. Our first aim was to replicate that both stored
world knowledge about likely thematic role fillers (Kamide, Scheepers, & Altmann, 2003) and
depicted events (Experiment 1, and Knoeferle et al., 2005) can influence incremental thematic
role assignment when only one of them is identified as relevant by the verb in the utterance.
Second, within the same experiment we explored the relative importance of depicted events in
comparison with world knowledge about likely role fillers for incremental thematic role as-
signment. To test this, utterances identified both a stereotypical agent and a different agent of a
depicted action as relevant for comprehension. Crucially, because the utterance in this case did
not uniquely identify only one scene entity as relevant for utterance interpretation, the compre-
hension system was forced to choose between the two available and relevant agents for the-
matic interpretation of the utterance.

We exploited scenes such as the one presented in Fig. 11. A scene shows three characters
(e.g., a pilot, a wizard, and a detective). The middle character is always a patient (i.e., not per-
forming an action), and the other two characters (the wizard and the detective) always have an
agent role. Each of these two characters (the wizard and the detective) can be qualified as agent
in two respects: through stereotypical knowledge about what wizards and detectives typically
do, and through the immediately depicted event that they are performing. The wizard is a ste-
reotypical agent of a jinxing action, and depicted as performing a spying action. The detective
is a stereotypical agent of a spying action, and is depicted as serving food to the pilot. Thus, ste-
reotypical knowledge (e.g., wizard-jinxing) and depicted events (e.g., detective-serving-food)
uniquely identify a (different) agent on an image as relevant for comprehension. In addition,
one agent (e.g., the wizard) is depicted as performing an action (spying) that is a stereotypical
action of the other agent (the detective; see Fig. 11).

Item sentences in Experiment 2 were unambiguous OVS sentences that related to pa-
tient–action–agent events (Fig. 11). Recall that German has a rich case-marking system where

P. Knoeferle, M. W. Crocker/Cognitive Science 30 (2006) 503

Fig. 11. Example image for Experiment 2.

Theme = Pilot 

Agent = Wizard/Detective 

Stereotypical actions:  
- Wizard & jinx 
- Detective & spy 

Depicted actions: 
- Wizard & spy 
- Detective & serve food

(Knoeferle & Crocker, 2006)
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World knowledge vs scene info

3. Experiment  2

In Experiment 2 we further investigate the verb-mediated influence of depicted events. Al-
though allowing us to confirm findings on the tight temporal coordination (Experiment 1), the
focus of Experiment 2 was on examining the relative importance of depicted events in compar-
ison with stereotypical thematic role knowledge. Our first aim was to replicate that both stored
world knowledge about likely thematic role fillers (Kamide, Scheepers, & Altmann, 2003) and
depicted events (Experiment 1, and Knoeferle et al., 2005) can influence incremental thematic
role assignment when only one of them is identified as relevant by the verb in the utterance.
Second, within the same experiment we explored the relative importance of depicted events in
comparison with world knowledge about likely role fillers for incremental thematic role as-
signment. To test this, utterances identified both a stereotypical agent and a different agent of a
depicted action as relevant for comprehension. Crucially, because the utterance in this case did
not uniquely identify only one scene entity as relevant for utterance interpretation, the compre-
hension system was forced to choose between the two available and relevant agents for the-
matic interpretation of the utterance.

We exploited scenes such as the one presented in Fig. 11. A scene shows three characters
(e.g., a pilot, a wizard, and a detective). The middle character is always a patient (i.e., not per-
forming an action), and the other two characters (the wizard and the detective) always have an
agent role. Each of these two characters (the wizard and the detective) can be qualified as agent
in two respects: through stereotypical knowledge about what wizards and detectives typically
do, and through the immediately depicted event that they are performing. The wizard is a ste-
reotypical agent of a jinxing action, and depicted as performing a spying action. The detective
is a stereotypical agent of a spying action, and is depicted as serving food to the pilot. Thus, ste-
reotypical knowledge (e.g., wizard-jinxing) and depicted events (e.g., detective-serving-food)
uniquely identify a (different) agent on an image as relevant for comprehension. In addition,
one agent (e.g., the wizard) is depicted as performing an action (spying) that is a stereotypical
action of the other agent (the detective; see Fig. 11).

Item sentences in Experiment 2 were unambiguous OVS sentences that related to pa-
tient–action–agent events (Fig. 11). Recall that German has a rich case-marking system where

P. Knoeferle, M. W. Crocker/Cognitive Science 30 (2006) 503

Fig. 11. Example image for Experiment 2.

Theme = Pilot 

Agent = Wizard/Detective 

Stereotypical actions:  
- Wizard & jinx 
- Detective & spy 

Depicted actions: 
- Wizard & spy 
- Detective & serve food

“Den Piloten verzaubert / verköstigt / bespitzelt gleich…”
“The pilot is jinxed / served / spied on soon by…”
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Precedence & Revision

P. Knoeferle, M. W. Crocker/Cognitive Science 30 (2006) 515

Fig. 17. Percentage of inspections to entities during the NP2 region for the unique identification condition in
Experiment 2.

Fig. 18. Time course of the eye movement data for Experiment 2 (ambiguous identification conditions) showing the
meanproportionof inspections to the targetagents fromtheonsetof thespokenstimuli in timeframesof250msec.

P. Knoeferle, M. W. Crocker/Cognitive Science 30 (2006) 517

Fig. 19. Percentage of inspections to entities during the VERB region for the ambiguous identification condition in
Experiment 2.

Fig. 20. Percentage of inspections to entities during the ADV region for the ambiguous identification condition in
Experiment 2.

ADV-region

“The pilot is spied on soon by the detective/wizard”

agent, stereotypical agent), LRχ2(subj) = 31.66, df = 1, p < .0001; LRχ2(item) = 31.66, df = 1, p
< .0001, in the absence of an interaction of target agent and identification, LRχ2s < 1.

The difference between the main effect for the ambiguous identification condition (b1 and
b2), and the reliable interaction for the unique identification condition (a1 and a2, Table 2) was
significant for the ADV region. Analyses revealed a three-way interaction among target agent
(depicted agent, stereotypical agent), identification (unique, ambiguous) and target type (de-
picted target, stereotypical target), LRχ2(subj) = 8.77, df = 1, p < .01; LRχ2(item) = 11.21, df =
1, p < .001.

For the NP2 region in the ambiguous identification condition (Fig. 21), log-linear analyses
confirmed that the interaction between target agent and identification was not significant (p >
.1). However, when extending the NP2 region until the end of the utterance, the interaction
turned significant. For this later NP2 region (from NP2 onset to the end of the utterance), there
was an interaction between target agent (depicted agent, stereotypical agent) and identification
(depicted, stereotypical), LRχ2(subj) = 61.65, df = 1, p < .0001; LRχ2(item) = 61.36, df = 1, p <
.0001. Contrasts revealed a significantly higher proportion of inspections to the depicted than
to the stereotypical agent for the depicted target condition, LRχ2(subj) = 30.26, df = 1, p <
.0001; LRχ2(item) = 27.14, df = 1, p < .0001, and a significantly higher percentage of inspec-
tions to the stereotypical in comparison with the depicted agent for the stereotypical target type
condition, LRχ2(subj) = 68.28, df = 1, p < .001; LRχ2(item) = 69.17, df = 1, p < .001.

The central finding of Experiment 2 is the preference of comprehension processes to rely on
depicted actions and their associated role relations for early thematic role assignment when the
verb identified both thematic relations established by stored knowledge and role relations pro-

518 P. Knoeferle, M. W. Crocker/Cognitive Science 30 (2006)

Fig. 21. Percentage of inspections to entities during the NP2 region for the ambiguous identification condition in
Experiment 2.

NP2-region

= detective

= detective
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Concurrent & previous 
scene information

• Concurrent scene information extremely dominant! 

• Eyes move to relevant objects, automatically? why? 

• Relevant objects and/or relevant locations? 

• Scene information changes, objects move/disappear
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Blank-Screen Paradigm

towards the cake’s prior location with looks towards the newspaper’s prior location after
‘the man will eat the cake’, and looks towards the newspaper’s prior location with looks
towards the cake’s prior location after ‘the woman will read the newspaper’, each item
served as its own control (looks towards the ‘inappropriate’ item, as determined by the
verb, are the baseline against which to compare looks towards the ‘appropriate’ item). The
design also ensures that the potential effects of any differences in visual salience amongst
the different objects are eliminated.

For half the scenes, the four target items occupied distinct quadrants of the display (cf.
Fig. 1A). For the other half, they were in a ‘diamond’ configuration (cf. Fig. 1B). A further
20 sentence/scene pairs were added as fillers. These employed similar scenes but included
a range of other sentence types, with ditransitive verbs and verbs that did not determine,
given the scene, which item would be referred to next.

Fig. 1. Example scenes. The accompanying sentences were: (A) ‘The man will eat the cake/the woman will read

the newspaper’; (B) ‘The girl will smell the flower/the man will drive the car’.

G.T.M. Altmann / Cognition 93 (2004) B79–B87 B81

1. scene shown 
2. scene removed 
3. “The woman will eat the cake”

3. Results

Looks will be reported towards where the appropriate subject had been (the man for
‘the man will eat the cake’ and the woman for ‘the woman will read the newspaper’) or to
where the appropriate object had been (the cake or the newspaper, depending on the target
sentence).

Two distinct analyses of the data are reported. In the first, a saccadic movement was
counted if the resulting fixation fell within the quadrant that had contained the target item. In
the second, saccades were counted only if the resulting fixation landed on the actual pixels
previously occupied by that target item. For the sake of exposition, ‘looks towards the
appropriate item’ will mean looks towards where that target item had been located. The
graphs in Fig. 2 show the percentage of trials with at least one look to each target item,
synchronized against the speech input. This is the same measure used in the statistical
analyses reported by Altmann and Kamide (1999); whereas they were interested in just the
verb region, we are here interested in the two noun phrase regions also (see Altmann &
Kamide, 2004, for discussion of the equivalence across different measures, and alternative
ways of synchronizing and graphing the data). The extent of each temporal region (e.g. the
verb region, defined here as between verb onset and onset of the following determiner) was
determined on a trial-by-trial basis—see Table 1 for average durations. Because we report
percentages of saccades, we eliminate any trials on which the participant is already
fixating the critical location at the onset of the temporal region of interest (but see

Fig. 2. Percentages of trials with saccadic eye movements directed towards the prior locations of the target items.

Panel A depicts the quadrant analyses, and Panel B the pixel analyses.

G.T.M. Altmann / Cognition 93 (2004) B79–B87 B83

    The woman          will                eat             the cake

(Altmann, 2004)
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Why such eye-movements?

• People look at relevant things in a scene 

• People look at locations where relevant things have 
been

• Not for perceiving visual information 

• For what? 
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Why such eye-movements?

• Hebbian learning / processing 

• Objects are located somewhere 

• Featural and spatial information is associated 

• One activates the other 

• Looking at a location might activate what was at that 
location!
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Why such eye-movements?

tive account, size discrimination performance may just re-
flect the precision of the memory representation and the
observed relationship between similarity in gaze and size
discrimination performance in the previous experiment
may occur without any functional role for eye movements
(either during imagery formation or retrieval of the mem-
ory representation). Hence, a critical test for the hypothesis
of a function role of gaze enactment is showing that con-
trolling gaze during imagery can disrupt memory perfor-
mance (see also Johansson et al., 2012).

Therefore in the third experiment, one condition
(Experiment 3A) examined again the degree in which fixa-
tions during image generation were related to positions of
salient body parts as seen in perception. In two other con-
ditions (Experiment 3B and Experiment 3C), we gathered
direct evidence that fixating on a position previously occu-
pied by a part of the object provided a memory advantage.
In the ‘part focus’ condition we questioned the participants
about a part’s property (e.g., ‘‘what was the color of the
bee’s wings?’’) and also checked whether gaze would re-
turn in the specific region of the screen that was previously
occupied by the probed feature (Experiment 3B). In a con-
trol ‘fixed focus’ condition, we checked whether the accu-
racy of recall would be lower if gaze was forced to
remain on a fixation point away from the original location
of the stimulus while the participants thought about the
answer (Experiment 3C). Given that the goal is to capture
fixations on specific body parts, when analyzing results
from all three experiments, we used stricter AOI that fit
tightly around the boundaries of the salient body parts of
the animals (e.g., head, feet, tail; see Fig. 7 for examples).
Naturally, we expected that using AOI that overlap pre-
cisely to the shape and position of the original object
would yield lower correlations than those observed earlier,
given that distortions in spatial memory and a loss of spa-
tial precision in long-term memory are common (cf. Giu-
dice, Klatzky, Bennett, & Loomis, 2013) and may result in
drifts of the patterns of fixations even in the occurrence
of ‘‘minimization’’ (Gbadamosi & Zangemeister, 2001) or

‘‘scaling down’’ (Johansson, Holsanova, & Holmqvist,
2011) of the viewing gaze patterns during recall.

All questions probing specific features of body parts
were chosen to reflect properties that could be answered
correctly only by referring to the specific episode and not
on the basis of general knowledge about the animal (e.g.,
‘‘what was the color of the beak of the toucan bird?’’;
‘‘Were the ears of the dog up or down?’’; note that for each
of these cases, there is no correct answer based on general
or encyclopedic knowledge, given that the beak of a toucan
can be of various colors, e.g. red or black, and different spe-
cies of dogs have ears that typically either droop or stand
up).

4.1. Participants

Forty new participants (24 females; mean age = 23.7;
SD = 3.9) were recruited from the psychology department
at the University of Oslo. All participants had normal or
corrected to normal vision (with contact lenses). They
were rewarded for their participation by means of a gift
voucher of 100 Norwegian Crowns.

4.2. Apparatus

The same Remote Eye Tracking Device (SMI, Berlin, Ger-
many), computers and screen, employed in the previous
experiments were used.

4.3. Stimuli and procedure

We showed pictures of 12 animals to all participants.
Five of the pictures were the same used in the previous
experiment (bee, camel, deer, elephant, goat) and the other
seven (dog, giraffe, mantis, ostrich, rat, seal, toucan) were
taken from the same picture database as the others. The
pictures were roughly the same size and their centers-of-
mass were positioned in slightly different position around
the center of screen so that none of the probed parts (in
Experiment 3B and 3C) would occupy the same region of

Fig. 7. Experiment 3: Examples of the Areas of Interest (AOI) used in the analyses. The left panel shows the picture of the ‘toucan’ overlaid to the picture as
seen at encoding. The right panel shows the AOI used in the analyses for the picture of the ‘seal’ overlaid to the blank screen as seen during the ‘‘fixed focus’’
condition (in Experiment 3C); the only visible item in this condition was the small fixation cross at the bottom (the boxes represents dwell time data in
relation to a particular trial (as expected, no time was spent within the AOI in this condition, since fixation was forced on the cross).

B. Laeng et al. / Cognition 131 (2014) 263–283 273

4.4. Discussion

When taking together the findings from the three recall
conditions (generating an image versus answering a ques-
tion about a detail of a previously seen picture with either
free or fixed gaze), there was clear support to the conclu-
sion that enactment of fixations occurs also when recalling
a long-term memory trace (Humphrey & Underwood,
2008) and not just in a ‘‘working memory-like’’ situation.
These findings are also highly consistent with a study by
Martarelli and Mast (2013) that used a similar paradigm
to that used here. In their study, pictures of animals (e.g.,
a parrot, a dog) or imaginary creatures (e.g., an angel, a
four-legged tennis player) were first learned. When later
probing participants with specific questions about the
stimuli (e.g., ‘‘did the parrot have blue wings?’’), either
immediately after encoding or one week later, they found
that participants looked longer at the areas where the
stimuli were originally encoded.

Additionally, the present results support the idea that
having the ability to fixate on a previously occupied loca-
tion can be beneficial to the part’s memory, compared to
a condition in which such a spontaneous expression of
gaze movement is voluntarily suppressed. Thus the pres-
ent results both generalize the role of enactment to situa-
tions beyond immediate recall or image maintenance and
they replicate the findings of Laeng and Teodorescu
(2002), consistent with idea that the eye movements dur-
ing imagery or recall can play a functional role for memory.
However, the memory advantage accrued by freely moving
the eyes was rather small. Yet, such a small advantage may
simply be explained by the fact that the memory task was
not particularly challenging (only 12 items had to be
remembered and rather simplified pictures of distinctive

animals were used). Indeed, accuracy of recall was gener-
ally high. A more challenging memory task, with more
items and more similar with one another, could have
yielded a greater advantage of the ‘free gaze’ (part focus)
over the ‘forced gaze’ (fixed focus) conditions. Moreover,
as mentioned earlier, whether the spatial information is
relevant or not for solving the task may play a crucial role
in whether it can influence or not memory performance.
We surmise that some of the studies that failed to show
that eye movements during recollection helped memory
(e.g., Hoover & Richardson, 2008; Richardson & Spivey,
2000) may have reflected the fact that the task did not
need generating a detailed image (e.g., a ‘‘token’’ level rep-
resentation; cf. Hollingworth & Henderson, 2002) and/or
spatial structure of the original scene. In fact, in Richardson
and colleagues’ experiments, semantic memory for non-vi-
sual (auditory) information was assessed instead of visual
information and the tasks could have in principle be per-
formed by participants with their eyes closed. Thus, in
their experiments, gaze may have spontaneously tended
to resemble the generic structure of the imagined object
without being a faithful repetition of what gaze actually
did during the original encoding episode.

Nevertheless, in some conditions of their study, Martar-
elli and Mast (2012) manipulated gaze position during re-
trieval. Differently from Laeng and Teodorescu’s
participants or those of Johansson et al. (2012) who were
requested to maintain fixation on a cross during recall,
Martarelli and Mast’s participants were free to move their
eyes when searching an answer to questions about the ob-
jects (e.g. ‘‘was the dog sitting?’’) but only within prede-
fined areas or quadrants that could have included the
object’s original position or not. Allowing eye movements
within a quadrant would, according to Martarelli and Mast,

Encoding Image Generation (Exp. 3A) 

Part Focus (Exp. 3B) Fixed Focus (Exp. 3C)

Fig. 8. ‘‘Focus maps’’ indicating the locations on screen were fixations accumulated during the 10 s period (light is proportional to the sum of fixation time
and dark areas received less than 1% of fixation time). All maps relate to the same stimulus (the toucan) in each of the four conditions and are based on data
from all of the participants in each condition.
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a) Imagery 
b) Free recall “What was the color of the beak of the toucan bird? 
c) Fixed view recall “…” 

correlation

< errors

(Laeng et al., 2014)
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More changes…

• Scene info + utterance 

• Eye-movements to utterance-related objects in scene 

• Scene changes/disappears 

• Eye-movements to where these objects where in the scene 

• What if spoken utterance proposes changes to scene?
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The “represented” scene

a. The woman will 
put the glass on 
the table

(Altmann & Kamide, 2009)

b. The woman is 
too lazy to put 
the glass on the 
table 

She will pick up the bottle, 
and pour the wine carefully 
into the glass



(Embodied) Language Comprehension VWP 

The “represented” scene

Concurrent

Blank

glass

table

table

table glass

glass
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Summary
• Eye-movements  

• are a result of (incremental) information integration 

• Lexical access 

• Syntactic ambiguity resolution 

• Interpretation of contrastive features in reference resolution  

• index predicted contents 

• help (?) memory retrieval 

• index online up-to-date representations of the context
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Outlook

• Next time: “Visual World Paradigm II” 

• What takes precedence  

• What is predicted?

✓ 
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