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Overview

• This week

• Traditional cognition 

• Cognition for action 
• Theoretical basis 
• Supporting evidence 
• Problems with this concept 

• Body-based cognition 
• Symbol grounding problem 
• Perceptual symbol systems 

• Next week:

• Body-based cognition 

• Behavioural evidence 
• Brain imaging evidence 
• Evidence from clinical 

populations 

• Problems with embodiment 

• Middle ground approaches
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Cognitive accounts

These involve internal processes/computations

In Cognitive Science/Psychology
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Language

• Innate
• Automatic 
• Localised 
• Encapsulated



How does one process language?

Universal Grammar (Chomsky, 1965)

Commonalities across language

Universal development across cultures
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How does one process language?

Look at this, without reading it:

Romantic Badger
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How does one process language?

Lots of evidence for language areas in brain:

Broca’s area 
traditionally 
thought to be 
for production

Wernicke’s area 
traditionally 
thought to be for 
comprehension
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Amodal, traditional Cognitive accounts (Fodor, 1983)

Language

• Innate 
• Automatic 
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• Encapsulated



How does one process language?

• Encapsulated

•This is not the same as localised 

•This refers to informational encapsulation 
•Processes rather than location 

•Is language processing, modular and encapsulated?
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Perception Motor response
Language

Sensorimotor system



Embodied cognition

Sensorimotor and cognition link - example
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pair showing different shapes of the same object. For example, one
member of the pair might be a picture of an eagle with wings out-
stretched as if in flight and the other member a picture of an eagle with
wings drawn in, as if perched. Other animals and objects used in-
cluded an egg (in a carton vs. in a pan), an onion (in a basket vs. in
batter), a frog (sitting vs. leaping), a book (on a table vs. on a photo-
copier), and bread (a loaf vs. a slice). Each picture was scaled to oc-
cupy a square of about 3 in.

Seventy-two sentences were created to accompany the pictures: 24
filler sentences and 48 experimental sentences. The experimental sen-
tences were organized in pairs, with the two members of each pair im-
plying different shapes of the same object. The filler sentences all
mentioned an object (by way of a concrete noun) other than the one
that was presented in the picture, and thus required a “no” response on
the recognition task. The experiment was run on a PowerMac 7200/
120 with an Apple Multiple Scan 15 Display using the Psyscope soft-
ware program (Cohen, MacWhinney, Flatt, & Provost, 1993). Re-
sponses were recorded via the keyboard, using the “x” for “no”
responses and the period key for “yes” responses.

Design and Procedure

We created four lists that counterbalanced items and conditions. Each
list included a different one of the four possible versions (2 sentences 

 

!
2 pictures) for each object. Each subject saw one of these lists. This pro-
duced a 2 (condition: match vs. mismatch) ! 2 (picture version) ! 2
(list) design, with condition and shape (picture version) within-subjects
variables and list a between-subjects variable. Thus, each subject saw 24
experimental sentence-picture pairs (12 match and 12 mismatch), requir-
ing “yes” responses and 24 filler pairs, requiring “no” responses.

Subjects were instructed to read each sentence, and then to decide
if the pictured object that followed had been mentioned in the preced-
ing sentence. Subjects were further told that reaction times were being
measured and that it was important for them to make the decisions
about the pictures as quickly as possible. During each trial, subjects
first saw a sentence, left-justified on the screen, that either mentioned
or did not mention the object they would later see. They pressed the
space bar when they had understood the sentence, and then a fixation
point appeared in the center of the screen for 250 ms, followed by a
picture. Subjects then determined if the pictured item had been men-
tioned in the previous sentence. The experiment took approximately
30 min to complete.

Results and Discussion

Table 1 displays the mean of the median response latencies as well
as response accuracy for each condition. (Median response latencies

were used rather than means because of the within-subjects variability.
However, analyses done on the averages yielded the same statistical
pattern as the analyses with the medians.) We conducted a 2 (condi-
tion: match vs. mismatch) 

 

! 2 (picture version) 

 

! 2 (list) analysis of
variance (ANOVA), with list as the only between-subjects variable, on
the recognition response latencies and accuracy.

There was a significant mismatch effect on response latency: Re-
sponses were faster when sentence and picture matched than when
they mismatched, F1(1, 38) 

 

" 13.14, p

 

# .001; F2(1, 44) 

 

" 14.54, p

 

#
.0001. The two-way interaction between condition and list was not
significant, F1(1, 38) 

 

" 3.55, p

 

# .07; F2

 

# 1. The interaction between
condition and picture version was significant in the analysis by items
only, F1

 

# 1; F2(1, 46) 

 

" 7.04, p

 

# .015. The three-way interaction in-
volving all three factors was not significant, F1

 

# 1; F2(1, 44) 

 

" 2.10,
p

 

$ .15.
Analyses of response accuracy showed that responses were more

accurate when there was a match than when there was a mismatch, but
this effect was significant in the analysis by subjects only, F1(1, 38) 

 

"
12.69, p

 

# .001; F2(1, 44) 

 

" 1.26, p

 

$ .25. The Condition 

 

! List in-
teraction was significant in the analysis by items only, F1(1, 38) 

 

"
1.20, p

 

$ .25; F2(1, 44) 

 

" 9.05, p

 

# .005. The interaction between
condition and picture version was not significant, F1(1, 38) 

 

" 1.47,
p

 

$ .2; F2(1, 44) 

 

" 1.75, p

 

$ .15. The three-way interaction was
not significant by subjects, but was significant by items, F1

 

# 1;
F2(1, 44) 

 

" 13.04, p

 

# .001.
These results support the prediction derived from perceptual sym-

bol theory. Apparently, subjects represented the implied shape of the
object when comprehending the sentence, so that responses to the pic-
ture were slower when the picture mismatched the implied shape than
when there was a match between the pictured and implied shapes. The
goal of Experiment 2 was to examine whether the same effect could be
obtained with a task that does not call for a comparison between the
picture and the sentence. In this experiment, the subjects merely
named the picture after having read the sentence.

We also included a neutral condition in Experiment 2. The sen-
tences in this condition did not imply anything about the shape of the
object (e.g., The ranger heard the eagle in the forest). We included this
condition to explore whether the mismatch effect observed in Experi-
ment 1—and our previous study (Stanfield & Zwaan, 2001)—was due
to a response facilitation in the match condition or a response inhibi-
tion in the mismatch condition. If the results were due to facilitation,
response times in the neutral and mismatch conditions would be equal;

Fig. 1. Different shapes of an egg: in a refrigerator versus in a skillet.

Table 1. Object recognition latencies and accuracy in 
Experiment 1 and picture naming times in Experiment 2

Condition

Measure Match Mismatch Neutral

Experiment 1

Reaction time 697 (202) 761 (210) —
Percentage correct 97 (6) 93 (7) —

Experiment 2

Reaction time 605 (115) 638 (128) 617 (125)

Note. Standard deviations are given in parentheses.

 at SAARL UNIVERSITAETS on April 13, 2016pss.sagepub.comDownloaded from 

Zwann, Stansfield & Yaxley, 2002

“The woman saw the egg in the carton”
“The woman saw the egg in the pan”
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Participants were faster to respond to the image congruent with the sentence they heard

Was the object mentioned in the sentence?



Embodied cognition
Embodied cognition covers a range of theories and types of theory:

• Cognition (language processing too) is for action 

• Cognition is necessarily body-based and requires 
sensorimotor input 

Wilson, 2002



Cognition for Action

Glenberg, (1997)

• Our bodies have adapted to environment 

• Hands, arms legs, eyes are there for us to manipulate 
environment, allowing us to survive 

• Brain is no different, and brain houses cognition (and language 
processing) 

• Thus cognition has evolved to allow us to manipulate environment
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Cognition for Action

Affordances

The motor opportunities an object affords.

If cognition is for action, affordances 
should affect cognition
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to affect the speed with which the response was selected and 
executed. It is important to point out that hand dominance 
may override the effect of  horizontal object orientation in 
many instances of  everyday prehension. Thus one may often 
reach for and grasp an object with the dominant hand even 
though its orientation is not maximally compatible with a 
grasp made by that hand. This, however, does not affect the 
conclusions that can be drawn from the present study. Even 
though in instances of  everyday prehension, hand selection 
will rarely be exclusively determined by object orientation, 
nonetheless, given a particular hand used, the horizontal 
orientation makes it more or less compatible with that hand. 
In Experiment 1 the horizontal orientation of  the object 
could be said to be more or less compatible with the cued 
hand (whether or not the cued hand would have been used to 
grasp the object in real life). Thus, under the hypothesis put 
forward about action potentiation, compatibility effects 
would be expected from the relation between the left-right 
orientation of  the object and the hand used to make the 
response, the latter being cued by object inversion. 

Figure 1. Examples of the stimuli used in the experiments. 
Experiments 1 and 2: right orientation, upright (frying pan); left 
orientation, inverted (teapot). Experiment 3: anticlockwise wrist 
rotation compatibility, inverted (knife); clockwise wrist rotation 
compatibility, upright ( aerosol can). 

Exper imen t  1 

Method 

Participants. Thirty students took part in the experiment. All 
were enrolled at the University of Plymouth and received course 
credit for their participation. All participants had normal or 
corrected-to-normai vision and were naive as to the purpose of the 
experiment. All except 2 participants reported that they were 
right-handed. 

Apparatus and materials. Black and white transparencies of 22 
graspable household objects made up the stimulus set (see Appen- 
dix A for a fist of objects used). All the objects were capable of 
being grasped and manipulated by one hand and were photo- 
graphed in two horizontal orientations (one compatible with a 
right-hand grasp, the other with a left-hand grasp) and two vertical 
orientations (upright and inverted). There were thus 22 × 2 × 2 = 
88 slides that were back-projected onto a translucent screen 
(46 × 46 cm) from two Kodak carousel random access projectors, 
modified to allow millisecond shutter control. Examples of the 
stimuli are shown in Figure 1. The participant was seated with his 
or her head 45 cm in front of the screen and with the index finger of 
each hand resting on two response buttons 30 cm apart and 15 cm 
in front of the screen. The objects were photographed so as to 
appear as if they were resting on the table at the position of the 
screen, at approximately their actual size, at a distance of 50 cm. 
They subtended visual angles of between 11" and 18". 

Design and procedure. The experiment consisted of two 
blocks of 176 trials in which each object appeared twice in each 
horizontal and vertical orientation. Participants were instructed to 
make push-button responses with the left or right hand depending 
on whether the object was upright or inverted. The actual mapping 
of response hand to object inversion was blocked and pseudoran- 
domized so that an equal number of participants received each 
mapping in the first block. For most objects, whether the object was 
upright or inverted needed no definition. In the case of objects such 
as a knife or saw, participants were told that upside down or upright 
was defined with regard to the object's normal use. Such objects 
were thus photographed with the blade at right angles to the resting 
surface, rather than lying flat, and were upside down when the 
blade or teeth were pointing up rather than down. Participants 
experienced no difficulty in understanding this definition of inver- 

sion. The left-right horizontal orientation of the object was irrele- 
vant to the response. Participants were instructed to respond as fast 
as possible whilst maintaining accuracy. Slide order was random- 
ized for each participant, and the experiment was run, and response 
latencies recorded, on an Acorn Archimedes computer. Each par- 
ticipant received 20 practice trials before each block. A trial began 
with the appearance of an object on the screen and ended when a 
response had been made or 3 s had elapsed. The objects remained in 
view until a response was made. There was a 4-s delay between the 
end of one trial and the beginning of the next. Participants were not 
given feedback on response latencies, but errors were immediately 
followed by a short tone from the computer. 

Results 

Response times. Two participants were removed from 
the analysis because their error rates exceeded 10%. Error 
trials and reaction times more than 2 SDs from the condition 
means were excluded from the analysis. The means for each 
object in each of  the eight conditions were computed for 
each participant. For the participants analysis, condition 
means were obtained by averaging across objects, and for 
the materials analysis they were obtained by averaging 
across participants. An analysis of  variance (ANOVA) was 
conducted on the participant data with the independent 
variables o f  mapping (right-hand-upright/left-hand-in- 
verted or left-hand-upright/right-hand-inverted [RH-UP 
and LH-UP, respectively]), response (left hand or right 
hand), and object orientation (left or right). There was a 
significant main effect of  response mapping. Responses in 
the R H - U P  mapping (M = 616.68 ms) were faster than 
responses in the L H - U P  mapping (M = 650.35 ms), 
F(1, 27) = 8.61, p < .01. The only other significant effects 
were the two-way interactions between response mapping 
and hand of  response and between hand of  response and 
left-fight object orientation. The interaction between map- 
ping and hand of  response is easily interpretable as an effect 
of  object inversion. Right-hand responses in the R H - U P  
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appear as if they were resting on the table at the position of the 
screen, at approximately their actual size, at a distance of 50 cm. 
They subtended visual angles of between 11" and 18". 

Design and procedure. The experiment consisted of two 
blocks of 176 trials in which each object appeared twice in each 
horizontal and vertical orientation. Participants were instructed to 
make push-button responses with the left or right hand depending 
on whether the object was upright or inverted. The actual mapping 
of response hand to object inversion was blocked and pseudoran- 
domized so that an equal number of participants received each 
mapping in the first block. For most objects, whether the object was 
upright or inverted needed no definition. In the case of objects such 
as a knife or saw, participants were told that upside down or upright 
was defined with regard to the object's normal use. Such objects 
were thus photographed with the blade at right angles to the resting 
surface, rather than lying flat, and were upside down when the 
blade or teeth were pointing up rather than down. Participants 
experienced no difficulty in understanding this definition of inver- 

sion. The left-right horizontal orientation of the object was irrele- 
vant to the response. Participants were instructed to respond as fast 
as possible whilst maintaining accuracy. Slide order was random- 
ized for each participant, and the experiment was run, and response 
latencies recorded, on an Acorn Archimedes computer. Each par- 
ticipant received 20 practice trials before each block. A trial began 
with the appearance of an object on the screen and ended when a 
response had been made or 3 s had elapsed. The objects remained in 
view until a response was made. There was a 4-s delay between the 
end of one trial and the beginning of the next. Participants were not 
given feedback on response latencies, but errors were immediately 
followed by a short tone from the computer. 

Results 

Response times. Two participants were removed from 
the analysis because their error rates exceeded 10%. Error 
trials and reaction times more than 2 SDs from the condition 
means were excluded from the analysis. The means for each 
object in each of the eight conditions were computed for 
each participant. For the participants analysis, condition 
means were obtained by averaging across objects, and for 
the materials analysis they were obtained by averaging 
across participants. An analysis of variance (ANOVA) was 
conducted on the participant data with the independent 
variables of mapping (right-hand-upright/left-hand-in- 
verted or left-hand-upright/right-hand-inverted [RH-UP 
and LH-UP, respectively]), response (left hand or right 
hand), and object orientation (left or right). There was a 
significant main effect of response mapping. Responses in 
the RH-UP mapping (M = 616.68 ms) were faster than 
responses in the LH-UP mapping (M = 650.35 ms), 
F(1, 27) = 8.61, p < .01. The only other significant effects 
were the two-way interactions between response mapping 
and hand of response and between hand of response and 
left-fight object orientation. The interaction between map- 
ping and hand of response is easily interpretable as an effect 
of object inversion. Right-hand responses in the RH-UP 
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executed. It is important to point out that hand dominance 
may override the effect of  horizontal object orientation in 
many instances of  everyday prehension. Thus one may often 
reach for and grasp an object with the dominant hand even 
though its orientation is not maximally compatible with a 
grasp made by that hand. This, however, does not affect the 
conclusions that can be drawn from the present study. Even 
though in instances of  everyday prehension, hand selection 
will rarely be exclusively determined by object orientation, 
nonetheless, given a particular hand used, the horizontal 
orientation makes it more or less compatible with that hand. 
In Experiment 1 the horizontal orientation of  the object 
could be said to be more or less compatible with the cued 
hand (whether or not the cued hand would have been used to 
grasp the object in real life). Thus, under the hypothesis put 
forward about action potentiation, compatibility effects 
would be expected from the relation between the left-right 
orientation of  the object and the hand used to make the 
response, the latter being cued by object inversion. 

Figure 1. Examples of the stimuli used in the experiments. 
Experiments 1 and 2: right orientation, upright (frying pan); left 
orientation, inverted (teapot). Experiment 3: anticlockwise wrist 
rotation compatibility, inverted (knife); clockwise wrist rotation 
compatibility, upright ( aerosol can). 

Exper imen t  1 

Method 

Participants. Thirty students took part in the experiment. All 
were enrolled at the University of Plymouth and received course 
credit for their participation. All participants had normal or 
corrected-to-normai vision and were naive as to the purpose of the 
experiment. All except 2 participants reported that they were 
right-handed. 

Apparatus and materials. Black and white transparencies of 22 
graspable household objects made up the stimulus set (see Appen- 
dix A for a fist of objects used). All the objects were capable of 
being grasped and manipulated by one hand and were photo- 
graphed in two horizontal orientations (one compatible with a 
right-hand grasp, the other with a left-hand grasp) and two vertical 
orientations (upright and inverted). There were thus 22 × 2 × 2 = 
88 slides that were back-projected onto a translucent screen 
(46 × 46 cm) from two Kodak carousel random access projectors, 
modified to allow millisecond shutter control. Examples of the 
stimuli are shown in Figure 1. The participant was seated with his 
or her head 45 cm in front of the screen and with the index finger of 
each hand resting on two response buttons 30 cm apart and 15 cm 
in front of the screen. The objects were photographed so as to 
appear as if they were resting on the table at the position of the 
screen, at approximately their actual size, at a distance of 50 cm. 
They subtended visual angles of between 11" and 18". 

Design and procedure. The experiment consisted of two 
blocks of 176 trials in which each object appeared twice in each 
horizontal and vertical orientation. Participants were instructed to 
make push-button responses with the left or right hand depending 
on whether the object was upright or inverted. The actual mapping 
of response hand to object inversion was blocked and pseudoran- 
domized so that an equal number of participants received each 
mapping in the first block. For most objects, whether the object was 
upright or inverted needed no definition. In the case of objects such 
as a knife or saw, participants were told that upside down or upright 
was defined with regard to the object's normal use. Such objects 
were thus photographed with the blade at right angles to the resting 
surface, rather than lying flat, and were upside down when the 
blade or teeth were pointing up rather than down. Participants 
experienced no difficulty in understanding this definition of inver- 

sion. The left-right horizontal orientation of the object was irrele- 
vant to the response. Participants were instructed to respond as fast 
as possible whilst maintaining accuracy. Slide order was random- 
ized for each participant, and the experiment was run, and response 
latencies recorded, on an Acorn Archimedes computer. Each par- 
ticipant received 20 practice trials before each block. A trial began 
with the appearance of an object on the screen and ended when a 
response had been made or 3 s had elapsed. The objects remained in 
view until a response was made. There was a 4-s delay between the 
end of one trial and the beginning of the next. Participants were not 
given feedback on response latencies, but errors were immediately 
followed by a short tone from the computer. 

Results 

Response times. Two participants were removed from 
the analysis because their error rates exceeded 10%. Error 
trials and reaction times more than 2 SDs from the condition 
means were excluded from the analysis. The means for each 
object in each of  the eight conditions were computed for 
each participant. For the participants analysis, condition 
means were obtained by averaging across objects, and for 
the materials analysis they were obtained by averaging 
across participants. An analysis of  variance (ANOVA) was 
conducted on the participant data with the independent 
variables o f  mapping (right-hand-upright/left-hand-in- 
verted or left-hand-upright/right-hand-inverted [RH-UP 
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left-fight object orientation. The interaction between map- 
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Figure 2. Mean reaction times (RTs) and error rates for Experiment 1 as a function of left-right 
object orientation and response (left or right hand). 

mapping (M = 607.7 ms) tended to be faster than left-hand 
responses (M = 625.6 ms), whereas in the LH-UP mapping, 
left-hand responses (M = 642.3 ms) tended to be faster than 
right-hand responses (M = 658.4 ms), F(1, 27) = 16.8, p < 
.001. Because object inversion can be derived from the 
combination of hand of response and mapping rule it can 
easily be seen that the above results reflect the fact that 
responses to upright objects were, on average, 17 ms faster 
than responses to inverted objects. This result is to be 
expected because to determine whether an object is upright 
or inverted it must be recognized, and this will be faster for a 
canonical orientation. 

The two-way interaction between object orientation and 
hand of response is the most interesting result. This interac- 
tion is displayed in Figure 2. Right-hand responses were 
faster when the irrelevant orientation of the object was also 
to the right (M = 627.3 ms) rather than to the left (M = 638.8 
ms). Similarly, left-hand responses were faster when the 
orientation of the object was also to the left (M = 628.2 ms) 
rather than to the right (M = 639.8 ms), F(1, 27) = 11.85, 
p < .005. Palrwise comparisons (Newman-Keuls) showed 
both of these differences to be significant. For right-hand 
responses, q(2, 27) = 3.42, p < .05, and for left-hand 
responses q(2, 27) = 3.45, p < .05, MSE = 634.0. 

Errors. Analysis of percentage error rates revealed a 
pattern of results similar to that for response times (see 
Figure 2), although the effect of mapping and the mapping 
by response interaction were not significant. The interaction 
between response and horizontal object orientation was 
significant, F(1, 27) = 13.51, p < .005. In addition, there 
was a small but significant effect of object orientation, with 
objects oriented to the left (left-hand grasp compatibility) 
producing fewer errors (M = 5.05) than objects oriented to 
the fight (M = 5.70), F(1, 27) = 4.76, p < .05. The pattern 
of errors indicated the absence of any speed-accuracy 
trade-offs. 

Materials analysis. A materials analysis on response 
times with objects as a random factor and condition means 
averaged over participants yielded the same pattern of 
results as the participants analysis. The RH-UP mapping 

produced faster responses (M = 618.2 ms) than the LH-UP 
mapping (M = 649.3 ms), F(1, 21) = 64.63, p < .001. 
Right-hand responses in the RH-UP mapping (M = 609.9 
ms) were faster than left-hand responses (M = 626.5 ms), 
whereas in the LH-UP mapping, left-hand responses (M = 
640.8 ms) were faster than right-hand responses (M = 657.7 
ms), F(1, 21) = 6.39, p < .05. Again, the two-way inter- 
action between object orientation and hand of response was 
significant, with right-hand responses being executed faster 
when the object was oriented to the right (M = 627.5 ms) 
than when it was oriented to the left (M = 640.1 ms), whereas 
left-hand responses were faster when the object was oriented 
to the left (M = 629.3 ms) than when it was oriented to the 
right (M = 638.0 ms), F(1, 21) = 22.79,p < .001. 

The stimuli used in this experiment constitute only one 
sample of the population of graspable objects whose horizon- 
tal orientation can affect the ease with which they are 
grasped by a particular hand. They were thus treated as a 
random factor. In order to provide a test of the ability of  the 
interaction between response hand and object orientation to 
generalize to a new sample of participants and objects simul- 
taneously, we computed Min F '~ (see Clark, 1973). The 
result obtained, Min F'(1, 46) = 7.79, p < .01, was highly 
significant, which suggests that this effect is unlikely to be 
restricted to the particular objects used in the experiment. 

Discussion 

The first experiment showed that the left-right orientation 
of common graspable objects had a significant effect on the 
speed with which a particular hand made a simple push- 
button response, even though the horizontal object orienta- 
tion was irrelevant to response determination. The orienta- 
tions of the objects were chosen so as to make them 

~Min F' provides a conservative test of the ability of an effect to 
generalize simultaneously to a new sample of participants and 
objects. Exact F ratios cannot be obtained with participants and 
objects as random factors in a single analysis. The formula for Min 
F' is given in Appendix B. 

Tucker & Ellis, (1997)
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to affect the speed with which the response was selected and 
executed. It is important to point out that hand dominance 
may override the effect of  horizontal object orientation in 
many instances of  everyday prehension. Thus one may often 
reach for and grasp an object with the dominant hand even 
though its orientation is not maximally compatible with a 
grasp made by that hand. This, however, does not affect the 
conclusions that can be drawn from the present study. Even 
though in instances of  everyday prehension, hand selection 
will rarely be exclusively determined by object orientation, 
nonetheless, given a particular hand used, the horizontal 
orientation makes it more or less compatible with that hand. 
In Experiment 1 the horizontal orientation of  the object 
could be said to be more or less compatible with the cued 
hand (whether or not the cued hand would have been used to 
grasp the object in real life). Thus, under the hypothesis put 
forward about action potentiation, compatibility effects 
would be expected from the relation between the left-right 
orientation of  the object and the hand used to make the 
response, the latter being cued by object inversion. 

Figure 1. Examples of the stimuli used in the experiments. 
Experiments 1 and 2: right orientation, upright (frying pan); left 
orientation, inverted (teapot). Experiment 3: anticlockwise wrist 
rotation compatibility, inverted (knife); clockwise wrist rotation 
compatibility, upright ( aerosol can). 

Exper imen t  1 

Method 

Participants. Thirty students took part in the experiment. All 
were enrolled at the University of Plymouth and received course 
credit for their participation. All participants had normal or 
corrected-to-normai vision and were naive as to the purpose of the 
experiment. All except 2 participants reported that they were 
right-handed. 

Apparatus and materials. Black and white transparencies of 22 
graspable household objects made up the stimulus set (see Appen- 
dix A for a fist of objects used). All the objects were capable of 
being grasped and manipulated by one hand and were photo- 
graphed in two horizontal orientations (one compatible with a 
right-hand grasp, the other with a left-hand grasp) and two vertical 
orientations (upright and inverted). There were thus 22 × 2 × 2 = 
88 slides that were back-projected onto a translucent screen 
(46 × 46 cm) from two Kodak carousel random access projectors, 
modified to allow millisecond shutter control. Examples of the 
stimuli are shown in Figure 1. The participant was seated with his 
or her head 45 cm in front of the screen and with the index finger of 
each hand resting on two response buttons 30 cm apart and 15 cm 
in front of the screen. The objects were photographed so as to 
appear as if they were resting on the table at the position of the 
screen, at approximately their actual size, at a distance of 50 cm. 
They subtended visual angles of between 11" and 18". 

Design and procedure. The experiment consisted of two 
blocks of 176 trials in which each object appeared twice in each 
horizontal and vertical orientation. Participants were instructed to 
make push-button responses with the left or right hand depending 
on whether the object was upright or inverted. The actual mapping 
of response hand to object inversion was blocked and pseudoran- 
domized so that an equal number of participants received each 
mapping in the first block. For most objects, whether the object was 
upright or inverted needed no definition. In the case of objects such 
as a knife or saw, participants were told that upside down or upright 
was defined with regard to the object's normal use. Such objects 
were thus photographed with the blade at right angles to the resting 
surface, rather than lying flat, and were upside down when the 
blade or teeth were pointing up rather than down. Participants 
experienced no difficulty in understanding this definition of inver- 

sion. The left-right horizontal orientation of the object was irrele- 
vant to the response. Participants were instructed to respond as fast 
as possible whilst maintaining accuracy. Slide order was random- 
ized for each participant, and the experiment was run, and response 
latencies recorded, on an Acorn Archimedes computer. Each par- 
ticipant received 20 practice trials before each block. A trial began 
with the appearance of an object on the screen and ended when a 
response had been made or 3 s had elapsed. The objects remained in 
view until a response was made. There was a 4-s delay between the 
end of one trial and the beginning of the next. Participants were not 
given feedback on response latencies, but errors were immediately 
followed by a short tone from the computer. 

Results 

Response times. Two participants were removed from 
the analysis because their error rates exceeded 10%. Error 
trials and reaction times more than 2 SDs from the condition 
means were excluded from the analysis. The means for each 
object in each of  the eight conditions were computed for 
each participant. For the participants analysis, condition 
means were obtained by averaging across objects, and for 
the materials analysis they were obtained by averaging 
across participants. An analysis of  variance (ANOVA) was 
conducted on the participant data with the independent 
variables o f  mapping (right-hand-upright/left-hand-in- 
verted or left-hand-upright/right-hand-inverted [RH-UP 
and LH-UP, respectively]), response (left hand or right 
hand), and object orientation (left or right). There was a 
significant main effect of  response mapping. Responses in 
the R H - U P  mapping (M = 616.68 ms) were faster than 
responses in the L H - U P  mapping (M = 650.35 ms), 
F(1, 27) = 8.61, p < .01. The only other significant effects 
were the two-way interactions between response mapping 
and hand of  response and between hand of  response and 
left-fight object orientation. The interaction between map- 
ping and hand of  response is easily interpretable as an effect 
of  object inversion. Right-hand responses in the R H - U P  
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to affect the speed with which the response was selected and 
executed. It is important to point out that hand dominance 
may override the effect of horizontal object orientation in 
many instances of everyday prehension. Thus one may often 
reach for and grasp an object with the dominant hand even 
though its orientation is not maximally compatible with a 
grasp made by that hand. This, however, does not affect the 
conclusions that can be drawn from the present study. Even 
though in instances of everyday prehension, hand selection 
will rarely be exclusively determined by object orientation, 
nonetheless, given a particular hand used, the horizontal 
orientation makes it more or less compatible with that hand. 
In Experiment 1 the horizontal orientation of the object 
could be said to be more or less compatible with the cued 
hand (whether or not the cued hand would have been used to 
grasp the object in real life). Thus, under the hypothesis put 
forward about action potentiation, compatibility effects 
would be expected from the relation between the left-right 
orientation of the object and the hand used to make the 
response, the latter being cued by object inversion. 

Figure 1. Examples of the stimuli used in the experiments. 
Experiments 1 and 2: right orientation, upright (frying pan); left 
orientation, inverted (teapot). Experiment 3: anticlockwise wrist 
rotation compatibility, inverted (knife); clockwise wrist rotation 
compatibility, upright ( aerosol can). 

Experiment 1 

Method 

Participants. Thirty students took part in the experiment. All 
were enrolled at the University of Plymouth and received course 
credit for their participation. All participants had normal or 
corrected-to-normai vision and were naive as to the purpose of the 
experiment. All except 2 participants reported that they were 
right-handed. 

Apparatus and materials. Black and white transparencies of 22 
graspable household objects made up the stimulus set (see Appen- 
dix A for a fist of objects used). All the objects were capable of 
being grasped and manipulated by one hand and were photo- 
graphed in two horizontal orientations (one compatible with a 
right-hand grasp, the other with a left-hand grasp) and two vertical 
orientations (upright and inverted). There were thus 22 × 2 × 2 = 
88 slides that were back-projected onto a translucent screen 
(46 × 46 cm) from two Kodak carousel random access projectors, 
modified to allow millisecond shutter control. Examples of the 
stimuli are shown in Figure 1. The participant was seated with his 
or her head 45 cm in front of the screen and with the index finger of 
each hand resting on two response buttons 30 cm apart and 15 cm 
in front of the screen. The objects were photographed so as to 
appear as if they were resting on the table at the position of the 
screen, at approximately their actual size, at a distance of 50 cm. 
They subtended visual angles of between 11" and 18". 

Design and procedure. The experiment consisted of two 
blocks of 176 trials in which each object appeared twice in each 
horizontal and vertical orientation. Participants were instructed to 
make push-button responses with the left or right hand depending 
on whether the object was upright or inverted. The actual mapping 
of response hand to object inversion was blocked and pseudoran- 
domized so that an equal number of participants received each 
mapping in the first block. For most objects, whether the object was 
upright or inverted needed no definition. In the case of objects such 
as a knife or saw, participants were told that upside down or upright 
was defined with regard to the object's normal use. Such objects 
were thus photographed with the blade at right angles to the resting 
surface, rather than lying flat, and were upside down when the 
blade or teeth were pointing up rather than down. Participants 
experienced no difficulty in understanding this definition of inver- 

sion. The left-right horizontal orientation of the object was irrele- 
vant to the response. Participants were instructed to respond as fast 
as possible whilst maintaining accuracy. Slide order was random- 
ized for each participant, and the experiment was run, and response 
latencies recorded, on an Acorn Archimedes computer. Each par- 
ticipant received 20 practice trials before each block. A trial began 
with the appearance of an object on the screen and ended when a 
response had been made or 3 s had elapsed. The objects remained in 
view until a response was made. There was a 4-s delay between the 
end of one trial and the beginning of the next. Participants were not 
given feedback on response latencies, but errors were immediately 
followed by a short tone from the computer. 

Results 

Response times. Two participants were removed from 
the analysis because their error rates exceeded 10%. Error 
trials and reaction times more than 2 SDs from the condition 
means were excluded from the analysis. The means for each 
object in each of the eight conditions were computed for 
each participant. For the participants analysis, condition 
means were obtained by averaging across objects, and for 
the materials analysis they were obtained by averaging 
across participants. An analysis of variance (ANOVA) was 
conducted on the participant data with the independent 
variables of mapping (right-hand-upright/left-hand-in- 
verted or left-hand-upright/right-hand-inverted [RH-UP 
and LH-UP, respectively]), response (left hand or right 
hand), and object orientation (left or right). There was a 
significant main effect of response mapping. Responses in 
the RH-UP mapping (M = 616.68 ms) were faster than 
responses in the LH-UP mapping (M = 650.35 ms), 
F(1, 27) = 8.61, p < .01. The only other significant effects 
were the two-way interactions between response mapping 
and hand of response and between hand of response and 
left-fight object orientation. The interaction between map- 
ping and hand of response is easily interpretable as an effect 
of object inversion. Right-hand responses in the RH-UP 
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to affect the speed with which the response was selected and 
executed. It is important to point out that hand dominance 
may override the effect of horizontal object orientation in 
many instances of everyday prehension. Thus one may often 
reach for and grasp an object with the dominant hand even 
though its orientation is not maximally compatible with a 
grasp made by that hand. This, however, does not affect the 
conclusions that can be drawn from the present study. Even 
though in instances of everyday prehension, hand selection 
will rarely be exclusively determined by object orientation, 
nonetheless, given a particular hand used, the horizontal 
orientation makes it more or less compatible with that hand. 
In Experiment 1 the horizontal orientation of the object 
could be said to be more or less compatible with the cued 
hand (whether or not the cued hand would have been used to 
grasp the object in real life). Thus, under the hypothesis put 
forward about action potentiation, compatibility effects 
would be expected from the relation between the left-right 
orientation of the object and the hand used to make the 
response, the latter being cued by object inversion. 

Figure 1. Examples of the stimuli used in the experiments. 
Experiments 1 and 2: right orientation, upright (frying pan); left 
orientation, inverted (teapot). Experiment 3: anticlockwise wrist 
rotation compatibility, inverted (knife); clockwise wrist rotation 
compatibility, upright ( aerosol can). 
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Method 

Participants. Thirty students took part in the experiment. All 
were enrolled at the University of Plymouth and received course 
credit for their participation. All participants had normal or 
corrected-to-normai vision and were naive as to the purpose of the 
experiment. All except 2 participants reported that they were 
right-handed. 

Apparatus and materials. Black and white transparencies of 22 
graspable household objects made up the stimulus set (see Appen- 
dix A for a fist of objects used). All the objects were capable of 
being grasped and manipulated by one hand and were photo- 
graphed in two horizontal orientations (one compatible with a 
right-hand grasp, the other with a left-hand grasp) and two vertical 
orientations (upright and inverted). There were thus 22 × 2 × 2 = 
88 slides that were back-projected onto a translucent screen 
(46 × 46 cm) from two Kodak carousel random access projectors, 
modified to allow millisecond shutter control. Examples of the 
stimuli are shown in Figure 1. The participant was seated with his 
or her head 45 cm in front of the screen and with the index finger of 
each hand resting on two response buttons 30 cm apart and 15 cm 
in front of the screen. The objects were photographed so as to 
appear as if they were resting on the table at the position of the 
screen, at approximately their actual size, at a distance of 50 cm. 
They subtended visual angles of between 11" and 18". 

Design and procedure. The experiment consisted of two 
blocks of 176 trials in which each object appeared twice in each 
horizontal and vertical orientation. Participants were instructed to 
make push-button responses with the left or right hand depending 
on whether the object was upright or inverted. The actual mapping 
of response hand to object inversion was blocked and pseudoran- 
domized so that an equal number of participants received each 
mapping in the first block. For most objects, whether the object was 
upright or inverted needed no definition. In the case of objects such 
as a knife or saw, participants were told that upside down or upright 
was defined with regard to the object's normal use. Such objects 
were thus photographed with the blade at right angles to the resting 
surface, rather than lying flat, and were upside down when the 
blade or teeth were pointing up rather than down. Participants 
experienced no difficulty in understanding this definition of inver- 

sion. The left-right horizontal orientation of the object was irrele- 
vant to the response. Participants were instructed to respond as fast 
as possible whilst maintaining accuracy. Slide order was random- 
ized for each participant, and the experiment was run, and response 
latencies recorded, on an Acorn Archimedes computer. Each par- 
ticipant received 20 practice trials before each block. A trial began 
with the appearance of an object on the screen and ended when a 
response had been made or 3 s had elapsed. The objects remained in 
view until a response was made. There was a 4-s delay between the 
end of one trial and the beginning of the next. Participants were not 
given feedback on response latencies, but errors were immediately 
followed by a short tone from the computer. 
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Response times. Two participants were removed from 
the analysis because their error rates exceeded 10%. Error 
trials and reaction times more than 2 SDs from the condition 
means were excluded from the analysis. The means for each 
object in each of the eight conditions were computed for 
each participant. For the participants analysis, condition 
means were obtained by averaging across objects, and for 
the materials analysis they were obtained by averaging 
across participants. An analysis of variance (ANOVA) was 
conducted on the participant data with the independent 
variables of mapping (right-hand-upright/left-hand-in- 
verted or left-hand-upright/right-hand-inverted [RH-UP 
and LH-UP, respectively]), response (left hand or right 
hand), and object orientation (left or right). There was a 
significant main effect of response mapping. Responses in 
the RH-UP mapping (M = 616.68 ms) were faster than 
responses in the LH-UP mapping (M = 650.35 ms), 
F(1, 27) = 8.61, p < .01. The only other significant effects 
were the two-way interactions between response mapping 
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left-fight object orientation. The interaction between map- 
ping and hand of response is easily interpretable as an effect 
of object inversion. Right-hand responses in the RH-UP 

834 TUCKER AND ELLIS 

to affect the speed with which the response was selected and 
executed. It is important to point out that hand dominance 
may override the effect of  horizontal object orientation in 
many instances of  everyday prehension. Thus one may often 
reach for and grasp an object with the dominant hand even 
though its orientation is not maximally compatible with a 
grasp made by that hand. This, however, does not affect the 
conclusions that can be drawn from the present study. Even 
though in instances of  everyday prehension, hand selection 
will rarely be exclusively determined by object orientation, 
nonetheless, given a particular hand used, the horizontal 
orientation makes it more or less compatible with that hand. 
In Experiment 1 the horizontal orientation of  the object 
could be said to be more or less compatible with the cued 
hand (whether or not the cued hand would have been used to 
grasp the object in real life). Thus, under the hypothesis put 
forward about action potentiation, compatibility effects 
would be expected from the relation between the left-right 
orientation of  the object and the hand used to make the 
response, the latter being cued by object inversion. 

Figure 1. Examples of the stimuli used in the experiments. 
Experiments 1 and 2: right orientation, upright (frying pan); left 
orientation, inverted (teapot). Experiment 3: anticlockwise wrist 
rotation compatibility, inverted (knife); clockwise wrist rotation 
compatibility, upright ( aerosol can). 

Exper imen t  1 

Method 

Participants. Thirty students took part in the experiment. All 
were enrolled at the University of Plymouth and received course 
credit for their participation. All participants had normal or 
corrected-to-normai vision and were naive as to the purpose of the 
experiment. All except 2 participants reported that they were 
right-handed. 

Apparatus and materials. Black and white transparencies of 22 
graspable household objects made up the stimulus set (see Appen- 
dix A for a fist of objects used). All the objects were capable of 
being grasped and manipulated by one hand and were photo- 
graphed in two horizontal orientations (one compatible with a 
right-hand grasp, the other with a left-hand grasp) and two vertical 
orientations (upright and inverted). There were thus 22 × 2 × 2 = 
88 slides that were back-projected onto a translucent screen 
(46 × 46 cm) from two Kodak carousel random access projectors, 
modified to allow millisecond shutter control. Examples of the 
stimuli are shown in Figure 1. The participant was seated with his 
or her head 45 cm in front of the screen and with the index finger of 
each hand resting on two response buttons 30 cm apart and 15 cm 
in front of the screen. The objects were photographed so as to 
appear as if they were resting on the table at the position of the 
screen, at approximately their actual size, at a distance of 50 cm. 
They subtended visual angles of between 11" and 18". 

Design and procedure. The experiment consisted of two 
blocks of 176 trials in which each object appeared twice in each 
horizontal and vertical orientation. Participants were instructed to 
make push-button responses with the left or right hand depending 
on whether the object was upright or inverted. The actual mapping 
of response hand to object inversion was blocked and pseudoran- 
domized so that an equal number of participants received each 
mapping in the first block. For most objects, whether the object was 
upright or inverted needed no definition. In the case of objects such 
as a knife or saw, participants were told that upside down or upright 
was defined with regard to the object's normal use. Such objects 
were thus photographed with the blade at right angles to the resting 
surface, rather than lying flat, and were upside down when the 
blade or teeth were pointing up rather than down. Participants 
experienced no difficulty in understanding this definition of inver- 

sion. The left-right horizontal orientation of the object was irrele- 
vant to the response. Participants were instructed to respond as fast 
as possible whilst maintaining accuracy. Slide order was random- 
ized for each participant, and the experiment was run, and response 
latencies recorded, on an Acorn Archimedes computer. Each par- 
ticipant received 20 practice trials before each block. A trial began 
with the appearance of an object on the screen and ended when a 
response had been made or 3 s had elapsed. The objects remained in 
view until a response was made. There was a 4-s delay between the 
end of one trial and the beginning of the next. Participants were not 
given feedback on response latencies, but errors were immediately 
followed by a short tone from the computer. 

Results 

Response times. Two participants were removed from 
the analysis because their error rates exceeded 10%. Error 
trials and reaction times more than 2 SDs from the condition 
means were excluded from the analysis. The means for each 
object in each of  the eight conditions were computed for 
each participant. For the participants analysis, condition 
means were obtained by averaging across objects, and for 
the materials analysis they were obtained by averaging 
across participants. An analysis of  variance (ANOVA) was 
conducted on the participant data with the independent 
variables o f  mapping (right-hand-upright/left-hand-in- 
verted or left-hand-upright/right-hand-inverted [RH-UP 
and LH-UP, respectively]), response (left hand or right 
hand), and object orientation (left or right). There was a 
significant main effect of  response mapping. Responses in 
the R H - U P  mapping (M = 616.68 ms) were faster than 
responses in the L H - U P  mapping (M = 650.35 ms), 
F(1, 27) = 8.61, p < .01. The only other significant effects 
were the two-way interactions between response mapping 
and hand of  response and between hand of  response and 
left-fight object orientation. The interaction between map- 
ping and hand of  response is easily interpretable as an effect 
of  object inversion. Right-hand responses in the R H - U P  

Although no manipulation of object in the task, it seems 
motor system is nevertheless activated 

Sensory information seems to activate motor, which 
influences cognition

Cognition for Action
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ous pixels were tabula ted. Using these cr iter ia , the
likelihood of a fa lse-posit ive act iva t ion after cor rect ing
for mult iple compar isons was less than 5% (Fr iston et
al., 1994). The resu ltan t t-maps were super imposed on
a reference a t las composed of an MRI from a normal
subject cen tered in Tala irach coordina tes. To improve
the descr ipt ion of response loca liza t ion with respect to
sur face bra in ana tomy the t images of rCBF signifi-
cance were rendered in three-dimensiona l perspect ive
on the sur face of the MRI reference a t las using the
display software AVS (Advanced Visua liza t ion Sys-
tems, Waltham, MA).

RESULTS

In the present a r t icle we concent ra te on fronta l lobe
act iva t ions associa ted with object presen ta t ion and the
naming tasks (see Table 1). Other act iva t ions will not
be dea lt with here, as our a pr ior i hypothesis focused on
poten t ia l changes of bra in act ivity in fronta l motor
areas.
Passive object viewing, object naming, and object -use

naming a ll produced an act iva t ion of the left precent ra l
su lcus, i.e., a sector of premotor cor tex (Brodmann’s
area 6) a t the level of the poster ior middle fronta l gyrus,
as shown in Fig. 1A. There was no difference between
object viewing and object naming a t th is site. In
cont rast , object -use naming increased the st rength of
th is act iva t ion .
All condit ions requir ing in terna l verba liza t ion act i-

va ted a site extending from the infer ior fron ta l gyrus to
the fronta l opercu lum, i.e., Broca’s area (Brodmann’s
area 44), regardless of whether the naming concerned
objects or their use, as shown in Fig. 1C. This was t rue
whether observation of fractals or observation of objects
was the control condition. The contrast ‘‘object-use naming
vs object naming’’was not significant in Broca’s area.

TABLE 1

Locat ion and Significance of Fronta l Lobe Task Differences

Region

Tala irach coordina tes (mm) Object
versus
Fracta l

Naming
versus
Fracta l

Naming
versus
Object

Use
versus
Fracta l

Use
versus
Object

Use
versus
Namex y z

Left media l fron ta l gyrus (6) 23 3 63 3.724
Left media l fron ta l gyrus (6) 26 3 48 5.242 4.847
Left dorsa l precent ra l su lcus (6) dorsa l premotor cor tex 239 26 51 3.954 4.759 5.862 4.414 3.793
Left in fer ior precent ra l su lcus (6/44) vent ra l premotor cor tex 248 22 29 4.736 5.448 5.346
Left in fer ior fron ta l su lcus (Trans. 45/46) 232 44 17 3.218 3.839 3.977
Left in fer ior fron ta l gyrus (46) 235 44 11 4.092
Left fron ta l opercu lum (44) 238 17 17 4.437 4.598 5.862 5.862
Right super ior fron ta l gyrus (9) 23 47 30 3.517
Right an ter ior cingula te (32) 17 26 27 4.230 4.185

Note. Locat ions are rela t ive to the anter ior commissure (Tala irach and Tourneaux, 1988). Significance was determined by two-way ANOVA
with repea ted measures and planned compar ison of task means, with a threshold of P , 0.005 and a cluster size of .500 to account for
mult iple compar isons. Peak t values a t each loca t ion are shown. Corresponding Brodmann’s areas, as defined in Tala irch and Tourneaux
(1988) and Rajkowska and Goldman-Rakic (1995), a re given in paren theses. Trans., t ransit iona l a rea .

FIG. 1. Cor t ica l ana tomy of tool observa t ion . Significant in-
creases of rCBF dur ing passive viewing of familia r tools versus
two-dimensiona l fracta ls a re shown in red/orange. (A) An act iva t ion
is in the left dorsa l precent ra l su lcus, i.e., premotor cor tex (Brod-
mann’s area 6, Ta la irach coordina tes: 239, 26, 51) (Ta la irach and
Tournoux, 1988). There is a second act iva t ion in the left in fer ior
fron ta l gyrus (Brodmann’s t ransit iona l a rea 45/46 (Rajkowska and
Goldman-Rakic, 1995), Ta la irach coordina tes 232, 44, 17, see ar row).
Areas associa ted with increased act ivity dur ing silen t tool naming
versus tool observa t ion are shown in blue. Naming act iva tes the
Broca’s site extending from the infer ior fron ta l gyrus to the fronta l
opercu lum (Brodmann’s area 44, Ta la irach coordina tes: 238, 17, 17),
shown best in C. Silen t naming of a tool’s use versus naming of a tool
is shown in yellow. There is a fur ther increase of act ivity of the left
dorsa l premotor cor tex when subjects th ink of a tool’s use (shown in
A) as well as act iva t ion of more vent ra l precent ra l su lcus, i.e., ven t ra l
premotor cor tex (Brodmann’s area 6/44, Ta la irach coordina tes: 248,
22, 29) shown in yellow in B.

233OBJECT-RELATED PREMOTOR CORTEX ACTIVATION

Grafton et al, (1997)

• Positron emission 
tomography (PET) 

• Observing tools activated 
dorsal pre-frontal cortex 

• Silent naming led to Broca’s 
area activation 

• But silent tool use naming 
also led to increase in pre-
frontal cortex

Brain imaging evidence
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Mirror Neurons
In primates, evidence that the same neurones in 
the brain that are activated when doing an 
action are activated when seeing an action

Overlap between modalities here - doesn’t look 
amodal



Mirror Neurons
What about humans?

Scientists have been nicer to humans, so 
evidence is indirect 

But fMRI data has suggested mirror neurons 
pattern     

476 

c o n n e c t i o n s  ( M a t s u m u r a  a n d  K u b o t a  1979; M u a k -  
kassa  and  S t r i ck  1979) p r o v i d e d  s t r o n g  e v i d e n c e  t h a t  
o n e  o r ,  poss ib ly ,  s e v e r a l  a s s o c i a t i o n  m o t o r  a r e a s  ex i s t  
o n  t h e  co r t i c a l  c o n v e x i t y  in f r o n t  o f  a r e a  4. F u r t h e r -  
m o r e ,  r e c o r d i n g  e x p e r i m e n t s  s h o w e d  t h a t  in t h e  
ros t r a l  p a r t  o f  a r e a  6, n e a r  t h e  a r c u a t e  su lcus ,  t h e r e  
a r e  n e u r o n s  w h i c h  r e s p o n d  to  s t i m u l a t i o n  o f  d i s ta l  
pa r t s  o f  t h e  b o d y  ( R i z z o l a t t i  e t  al. 1981a,  b)  a n d  
b e c o m e  ac t ive  d u r i n g  d is ta l  m o v e m e n t s  ( K u r a t a  a n d  
T a n j i  1986; R i z z o l a t t i  e t  al .  1981a) .  M o u t h  r e l a t e d  
n e u r o n s  w e r e  f o u n d  l a t e r a l l y ,  h a n d  r e l a t e d  n e u r o n s  
w e r e  f o u n d  m e d i a l l y  n e a r  t h e  s p u r  o f  t h e  a r c u a t e  
sulcus.  T h e s e  f ind ings  a n d  t h e  p r e v i o u s l y  m e n t i o n e d  
a n a t o m i c a l  d a t a  sugges t  t h a t  a r e a  6 is n o t  o n l y  
i n v o l v e d  in m o t o r  c o n t r o l  b u t  t h a t  i t  is a lso  
s o m a t o t o p i c a l l y  o r g a n i z e d .  

T h e  f irs t  a i m  o f  th is  p a p e r  is to  i n v e s t i g a t e  t h e  
s o m a t o t o p i c  o r g a n i z a t i o n  o f  i n f e r i o r  a r e a  6 ( see  
M a t e l l i  e t  al .  1986) by  c o m b i n i n g  m i c r o e l e c t r o d e  
i n t r aco r t i c a l  s t i m u l a t i o n  a n d  s ing le  n e u r o n  r e c o r d -  
ings.  Th i s  a p p r o a c h  a l l ows  o n e  to  a c q u i r e  i n f o r m a -  
t i on  o n  t h e  s o m a t o t o p y  o f  t h e  pa r t s  o f  a r e a  6 w h i c h  
a r e  e l ec t r i ca l l y  n o t  e x c i t a b l e ,  a n d  to  c o m p a r e  t h e  
f u n c t i o n a l  p r o p e r t i e s  o f  t h e  pa r t s  o f  a r ea s  4 a n d  6 
f r o m  w h i c h  s imi l a r  m o v e m e n t s  a r e  e v o k e d .  T h e  
s e c o n d  a im o f  th is  w o r k  is to  s t udy  t h e  c o r r e l a t i o n s  
b e t w e e n  n e u r o n  d i s c h a r g e  and  a c t i v e  m o v e m e n t s  
d u r i n g  a w i d e  r a n g e  o f  n a t u r a l  b e h a v i o r a l  acts .  T h i s  
na tu ra l i s t i c  a p p r o a c h  s e e m s  to  us t h e  m o s t  a d e q u a t e  
to  o b t a i n  i n f o r m a t i o n  on  t h e  spec i f i c  p r o p e r t i e s  o f  a 
m o t o r  a r ea ,  w h e n  l i t t l e  is k n o w n  o n  its f u n c t i o n .  I n  
this  p a p e r  d a t a  wi l l  b e  p r e s e n t e d  c o n c e r n i n g  t h e  
s o m a t o t o p i c  o r g a n i z a t i o n  o f  i n f e r i o r  a r e a  6 a n d  its 
c o n t r o l  o f  p r o x i m a l  m o v e m e n t s .  I n  t h e  a c c o m p a n y -  
ing  p a p e r  ( R i z z o l a t t i  e t  al. 1988) t h e  o r g a n i z a t i o n  o f  
d is ta l  m o v e m e n t s  wi l l  b e  d i scussed .  

Methods 

Surgical preparation and recording procedure 

The experiments were carried out on three macaque monkeys 
(Macaca nemestrina) selected for their docility. A few days before 
the first recording session a craniotomy over the posterior part of 
the frontal lobe was performed under general anesthesia 
(ketamine hydrocloride, 15 mg/kg i. m. repeated every 30 min) 
and the coordinates of the arcuate sulcus and central sulcus were 
assessed. A chamber was positioned over the hole and cemented 
to the skull. A support for the microelectrode advancer and a 
device which allowed a rigid fixation of the head during the 
experiments were also implanted. The surgery was made in 
aseptical conditions. 

The recordings were carried out five days a week, for about 
five hours each day. During the recordings the monkey was seated 
in a primate chair with its head fixed. Each monkey was recorded 
for approximately three months. Single neurons were recorded 
using tungsten microelectrodes (impedence 0.5-2.0 M~,  meas- 

ured a i kHz frequency) inserted into the cortex through the dura, 
which was left intact. Neuron activity, after a conventional AC 
amplification, was monitored on an oscilloscope and individual. 
action potentials isolated with a voltage discriminator. The signal 
from the voltage discriminator was monitored and fed to a PDP 11- 
23 computer for histogram construction. 

The microelectrode used for recording was also used for 
electrical intracortical microstimulation. The stimulation was 
made every 500 ~, by applying trains of cathodal pulses generated 
by a constant current stimulator. Train duration = 50 ms, pulse 
duration = 0.2 ms, frequency = 250 Hz, current intensity 3 to 
40 ~kA. The current strength was controlled on an oscilloscope 
measuring the voltage drop through a 10 Kf~ resistor in series with 
the stimulating electrode. 

Testing of active movements 

Once a neuron was isolated, we studied its discharge during 
animal's proximal and distal forelimb movements and during its 
mouth movements. Proximal movements were evoked by pre- 
senting pleasant and annoying. In both cases the animal extended 
its arm in response tO the stimuli. In the case of pleasant stimuli 
(food, syringe filled with orange juice), the animal reached for the 
stimulus and brought it towards its mouth, whereas in the case of 
annoying stimuli (e. g. laboratory gloves, a pair of forceps, objects 
found at hand in the laboratory) the stimulus was either pushed 
away or grasped and subsequently thrown away. After an initial 
informal testing, neurons responding to reaching movements were 
studied using a plexiglass perimeter which surrounded the monkey 
at arm's distance. The perimeter had nine holes (diameter of each 
hole 7 cm) distributed in three vertical rows corresponding respec- 
tively to the vertical axis of the body and to positions 40 ~ to the 
right and 40 ~ to the left of the body midline. In each row the 
central hole was at the monkey's shoulder level, the other two 
holes were located 20 ~ above and 20 ~ below it. Pieces of food were 
presented through the holes and the animal had to extend its arm 
in order to get them. The test was carried out with either arm and 
then repeated, without the perimeter, near the animal's body with 
the same elevation and azimuth as in the first test. With this 
stimulus presentation the reaching movement was accomplished 
using a different set of muscles with respect to the perimeter test. 
To be more precise, it was accomplished with a flexion of the arm 
and not with an arm extension. 

Some neurons discharged during movements that bring the 
hand to the mouth or to the body. These movements consist of a 
flexion of the elbow combined with various shoulder displace- 
ments. Bringing to the body movements were evoked by touching 
various parts of the animal's body. Bringing to the mouth 
movements were examined by allowing the animal to take food 
presented in various space positions around it. When the food was 
located in the space contralateral to the tested arm the bringing to 
the mouth movements consisted of a shoulder abduction plus an 
elbow flexion, whereas when the stimulus was in the ipsilateral 
space the bringing to the mouth was achieved by a shoulder 
adduction plus an elbow flexion. Bringing to the mouth move- 
ments were also studied by presenting stimuli near the animal's 
face. The combined analysis of these various movements allowed 
us to correlate the neuronal discharge with specific proximal 
movements or with the global motor act. 

Distal movements were evoked by presenting objects of 
different size and orientation and observing the hand-finger 
movements made by the animal to grasp them. They were studied 
when the animal had its arm extended in different positions of the 
space and repeated with the arm flexed. A detailed description of 
the tests used for studying distal movements will be presented in 
the accompanying paper (Rizzolatti et al. 1988). It is important 
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Fig. 2A, B. Example of a unit selectively discharging during mon- 
key grasping movements and during monkey observation of grasp- 
ing movements made by the experimenter. A The experimenter 
grasps the food; B the monkey grasps the food. Arrows indicate 
the (approximate) onset of grasping. Formal testing of this unit 
(483) is shown in Fig. i, left side 

discharge were as sharply defined during grasping obser- 
vation (Figs. 2A, 3A, B) as during grasping execution 
(Figs. 2 B, 3 C). Of particular interest is Fig. 3 B. Here 
the records show the neuronal activity with no interrup- 
tion from the moment  in which the experimenter picked 

up the food (first arrow) to when the monkey grasped 
it (second arrow). Both the observed grasping and the 
executed grasping inhibited the neuron discharge. In 
contrast, neither the movement of the experimenter's 
hand towards the food (records before the first arrow) 
nor the presentation of food to the monkey (records 
before the second arrow) influenced the neuronal firing. 
Note that after the experimenter's act of grasping the 
discharge was back to its high rate in spite of the fact 
that after the grasp the food was moved towards the 
animal and, as a consequence, the monkey's interest and 
preparation to perform arm and hand movements in- 
creased. 

A total of  184 F5 neurons were studied. In agreement 
with previous findings, almost all neurons became active 
during different types of  distal movements (grasping, 
holding, tearing). Microstimulation performed in corre- 
spondence to the sites from which the neurons were re- 
corded elicited hand and finger movements. Eighty-sev- 
en neurons responded to visual stimuli. Forty-eight of  
them responded to simple meaningful stimuli (e.g., food) 
as previously described (Rizzolatti et al. 1988), while 39 
had complex visual properties similar to those of  units 
481 and 483. Neurons with complex visual properties 
fell into four broad categories. The first category (n = 12) 
consisted of  units in which the effective observed action 
and the effective executed action corresponded. The 
coded action could be grasping with the mouth, grasping 
with the hands (the most frequently represented), object 
rotation, or object manipulation. The second category 
(n = 6) was formed by neurons in which the effective 
observed action was the one effective when executed by 
the monkey (e.g., grasping) plus other actions visually  
similar to the executed one (e.g., hand placing an object 
on a table). The third category (n = 11) consisted of neu- 

u 4 8 1  

c 

. / '  

4' 4' 
II IIn I11 Ill II III IHt II IIHII IlUll I Ililllllllllll Ill 

4' 4' 
I I I I I  N llli Hli l lNIIII l i lHNNIli II I I l l i l i l l  I I  I I I  I IIIIIIIBHI 

4' 4' 
l II Ill IIIIII IIIIlllllltlllllllllllll II 11111111 l la l l l l l lHI I I I f r [ I  f l l l l l l l l l l l i f n i i i i m l a ~ q  

4' 4' 
I 111 II I l l l i l iMI l I I IBHNNIII I IHI I i l l l l lH|llHIli l lmfl [lllllllllll] l i l i l l l  f l i l f l l [  I I I I I I l i i m l l l l i l l l  JR 

4' 4' 
I I I  IIII l l l l l l l l i l l l l l l l l i l l [ I I  l i l l l l l l l l i l i  I I I I  f l l l l l l l l l l l [  

4' 4' 
II I I I IIIIl l l[I IIIIIIIIII II1| IIII IIIIII II flfllf i t [  IH  l u l l  I II I l i l f ln l iRi  I [ I  

4' 4' 
IIII1~ l i J l l l l l l a l l l  l i l i l i m  i II I|11 II illll IIIIIL lillllll I I i i  ii II 

4' 4' 
lU III IIIII IIIIIIIKIIIIIIIHIIli lII I N i l  II fill II I IH l i i l lF I  IIIllll Irllll I IIIIIIIII r r | l l l l l l ia i l i f  

1500 msec  I 

Fig.  3A-C. Example of a unit selectively discharging during mon- 
key grasping movements and during monkey observation of grasp- 
ing movements made by the experimenter. The situations in A and 
C are the same as in Fig. 2A and B respectively. In B The experi- 
menter took a piece of food from another experimenter (first arrow) 

and brought it towards the monkey. The second arrow indicates 
the moment when the monkey grasped the food from the experi- 
menter's hand. Formal testing of this unit (481) is shown in Fig. 1, 
right side 

Pellegrino et al. (1992)
[Gentilucci et al. (1988)]
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Table 1
Ratings ofFunniness and Difficulty: Study 1

Position of pen

Cartoon Lip Hand Teeth

First
Second
Third
Fourth

Mean funniness
Mean difficulty

3.90
4.00
4.47
4.90

4.32
4.47

5.13
4.10
4.67
5.17

4.77
2.72

5.09
4.19
5.78
5.50

5.14
4.91

Note. All ratings were made on a scale from 0 to 9, where a lower value
stands for lower funniness and difficulty, a higher value for higher funni-
ness and difficulty.

6.61). One reason for this unexpected difference may be found
in the divergent ranges of the funniness ratings and the resulting
use of the response scale. The least funny cartoons in the pretest
were far less funny than those in the experiment proper. Conse-
quently, subjects may have adjusted the response scale to ac-
commodate these cartoons and thus assigned higher ratings to
the funnier ones than they did in the main experiment (cf. Os-
trom & Upshaw, 1968).

On the basis of the facial feedback hypothesis, we predicted
that the cartoons would be rated least funny when the activity
of the muscles associated with smiling was inhibited (lips condi-
tion), but would be rated funniest when this activity was facili-
tated (teeth condition). Table 1 gives an index of the funniness
ratings for the four cartoons and for each cartoon separately. As
can be seen, the results clearly support the predictions. Subjects
who held the pen with their lips gave the lowest overall ratings
(M = 4.32), whereas subjects who held it with their teeth gave
the highest ratings (M = 5.14). The ratings for subjects who
held the pen in their nondominant hand fell between these two
extremes (M = 4.77). The predicted differences were confirmed
by a significant linear contrast, f(89) = 1.85, p = .03.'

The predicted pattern proved to be largely consistent for all
individual cartoons. As Table 1 shows, all four cartoons were
rated least funny in the lips condition, and three of the four
cartoons (except Cartoon 1) were rated funniest under the teeth
condition. No significant interaction between the experimental
conditions and the four cartoons resulted from a mixed-model
analysis of variance (ANOVA) treating the cartoons as a within-
subjects factor, F < 1. Taken together, these findings suggest that
inhibiting the muscular activity associated with smiling damp-
ened subjects' experience of humor, whereas facilitating this ac-
tivity intensified their experience. Although the size of the effect
was small, it proved to be quite consistent over the series of
stimuli.

Difficulty ratings. One alternative explanation for these find-
ings may be found in the different degrees of difficulty for the
three experimental conditions. It could be argued thst the more
difficult it was for subjects to hold the pen, the more they were
distracted from the cartoon's humorous content and the less
funny the cartoons were rated. This alternative hypothesis can

be tested by looking at the difficulty ratings from the two tasks
that immediately preceded the funniness ratings.

The bottom row of Table 1 shows the combined difficulty
ratings for the two tasks. As can be seen, there is no correspon-
dence between the pattern of the mean difficulty ratings and the
pattern of the rated funniness. An analysis of covariance yielded
no significant effect for difficulty as a covariate, F < 1. The
effects of the independent variable on funniness ratings in this
analysis were about the same as when task difficulty was not
controlled for. The results clearly indicate that the difference in
funniness ratings was not produced by differences in the diffi-
culty of the three experimental conditions.

Study 2

To strengthen the empirical basis of the results and to sub-
stantiate the validity of the methodology, a second study was
conducted in a different cultural setting. The same pen-holding
procedure was used and subjects had the same task of assessing
a series of cartoons. However, the second study differed from
the first in two important respects. These modifications were
introduced to achieve a better understanding of the processes
that underlie the observed relationship between holding a pen
in a particular way and the differences in the ratings of the car-
toons.

First, the question arises as to whether the pen-holding proce-
dure also affects subjects' emotional feelings in the absence of
an external eliciting stimulus. Specifically, holding the pen un-
der these different conditions may not only modify an existing
emotional experience by inhibiting or facilitating the appropri-
ate facial reaction as proposed by Darwin (1872). It may actu-
ally induce emotional feelings that are not elicited by the hu-
morous stimuli, as proposed by James (1890). This is particu-
larly true for the teeth condition, where holding the pen in the
experimental position not only permits a smile to occur but at
the same time requires the muscles necessary to produce a
smile to be contracted. To evaluate this possibility, we varied
the point at which the subjects were told to hold the pen in the
appropriate position. Half of the subjects held the pen with their
lips (or teeth) both when they were presented with the humor-
ous stimuli and when they rated them. The remaining subjects
were instructed to hold the pen in the appropriate position only
when they gave their ratings.

Three possibilities are theoretically conceivable. First, sub-
jects may use the affect they experience at the time of judgment
as information about their feelings toward the cartoons (cf.
Schwarz & Clore, 1983). If this is the case and if the pen-holding
procedure itself induces different affective reactions, the proce-
dure should influence the ratings in the same direction, regard-
less of whether it is used at the time of the stimulus presentation

1 Although subjects were visually isolated and could not communi-
cate with each other, one might argue that the experimental groups con-
stitute the appropriate unit of analysis. Unfortunately, group codings of
Study 1 were lost through a clerical oversight. However, an analysis of
variance that used sessions as unit of analysis in Study 2 yielded basi-
cally the same effects as using the subjects as unit of analysis (see Foot-
note 2).
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Table 1
Ratings ofFunniness and Difficulty: Study 1

Position of pen

Cartoon Lip Hand Teeth

First
Second
Third
Fourth

Mean funniness
Mean difficulty

3.90
4.00
4.47
4.90

4.32
4.47

5.13
4.10
4.67
5.17

4.77
2.72

5.09
4.19
5.78
5.50

5.14
4.91

Note. All ratings were made on a scale from 0 to 9, where a lower value
stands for lower funniness and difficulty, a higher value for higher funni-
ness and difficulty.

6.61). One reason for this unexpected difference may be found
in the divergent ranges of the funniness ratings and the resulting
use of the response scale. The least funny cartoons in the pretest
were far less funny than those in the experiment proper. Conse-
quently, subjects may have adjusted the response scale to ac-
commodate these cartoons and thus assigned higher ratings to
the funnier ones than they did in the main experiment (cf. Os-
trom & Upshaw, 1968).

On the basis of the facial feedback hypothesis, we predicted
that the cartoons would be rated least funny when the activity
of the muscles associated with smiling was inhibited (lips condi-
tion), but would be rated funniest when this activity was facili-
tated (teeth condition). Table 1 gives an index of the funniness
ratings for the four cartoons and for each cartoon separately. As
can be seen, the results clearly support the predictions. Subjects
who held the pen with their lips gave the lowest overall ratings
(M = 4.32), whereas subjects who held it with their teeth gave
the highest ratings (M = 5.14). The ratings for subjects who
held the pen in their nondominant hand fell between these two
extremes (M = 4.77). The predicted differences were confirmed
by a significant linear contrast, f(89) = 1.85, p = .03.'

The predicted pattern proved to be largely consistent for all
individual cartoons. As Table 1 shows, all four cartoons were
rated least funny in the lips condition, and three of the four
cartoons (except Cartoon 1) were rated funniest under the teeth
condition. No significant interaction between the experimental
conditions and the four cartoons resulted from a mixed-model
analysis of variance (ANOVA) treating the cartoons as a within-
subjects factor, F < 1. Taken together, these findings suggest that
inhibiting the muscular activity associated with smiling damp-
ened subjects' experience of humor, whereas facilitating this ac-
tivity intensified their experience. Although the size of the effect
was small, it proved to be quite consistent over the series of
stimuli.

Difficulty ratings. One alternative explanation for these find-
ings may be found in the different degrees of difficulty for the
three experimental conditions. It could be argued thst the more
difficult it was for subjects to hold the pen, the more they were
distracted from the cartoon's humorous content and the less
funny the cartoons were rated. This alternative hypothesis can

be tested by looking at the difficulty ratings from the two tasks
that immediately preceded the funniness ratings.

The bottom row of Table 1 shows the combined difficulty
ratings for the two tasks. As can be seen, there is no correspon-
dence between the pattern of the mean difficulty ratings and the
pattern of the rated funniness. An analysis of covariance yielded
no significant effect for difficulty as a covariate, F < 1. The
effects of the independent variable on funniness ratings in this
analysis were about the same as when task difficulty was not
controlled for. The results clearly indicate that the difference in
funniness ratings was not produced by differences in the diffi-
culty of the three experimental conditions.

Study 2

To strengthen the empirical basis of the results and to sub-
stantiate the validity of the methodology, a second study was
conducted in a different cultural setting. The same pen-holding
procedure was used and subjects had the same task of assessing
a series of cartoons. However, the second study differed from
the first in two important respects. These modifications were
introduced to achieve a better understanding of the processes
that underlie the observed relationship between holding a pen
in a particular way and the differences in the ratings of the car-
toons.

First, the question arises as to whether the pen-holding proce-
dure also affects subjects' emotional feelings in the absence of
an external eliciting stimulus. Specifically, holding the pen un-
der these different conditions may not only modify an existing
emotional experience by inhibiting or facilitating the appropri-
ate facial reaction as proposed by Darwin (1872). It may actu-
ally induce emotional feelings that are not elicited by the hu-
morous stimuli, as proposed by James (1890). This is particu-
larly true for the teeth condition, where holding the pen in the
experimental position not only permits a smile to occur but at
the same time requires the muscles necessary to produce a
smile to be contracted. To evaluate this possibility, we varied
the point at which the subjects were told to hold the pen in the
appropriate position. Half of the subjects held the pen with their
lips (or teeth) both when they were presented with the humor-
ous stimuli and when they rated them. The remaining subjects
were instructed to hold the pen in the appropriate position only
when they gave their ratings.

Three possibilities are theoretically conceivable. First, sub-
jects may use the affect they experience at the time of judgment
as information about their feelings toward the cartoons (cf.
Schwarz & Clore, 1983). If this is the case and if the pen-holding
procedure itself induces different affective reactions, the proce-
dure should influence the ratings in the same direction, regard-
less of whether it is used at the time of the stimulus presentation

1 Although subjects were visually isolated and could not communi-
cate with each other, one might argue that the experimental groups con-
stitute the appropriate unit of analysis. Unfortunately, group codings of
Study 1 were lost through a clerical oversight. However, an analysis of
variance that used sessions as unit of analysis in Study 2 yielded basi-
cally the same effects as using the subjects as unit of analysis (see Foot-
note 2).
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Cognition for Action?

• Thought without any action?  

• Or simply perception for perceptions sake 

• Are there separate pathways for perception?
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• Patient D.F had severe agnosia 

• Couldn’t recognise objects 

• However could navigate around the world perfectly 

• Two streams of visual information 

• A “conscious” stream for what and a “subconscious” 
for how

Clinical population evidence
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Goodale et al (1991)

• Patient D.F had severe agnosia 

• Couldn’t recognise objects 

• However could navigate around the world perfectly 

• Two streams of visual information 

• A “conscious” (purple) stream for what and a 
“subconscious” (green) for how
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• Does this make sense for language?



Embodied cognition
Embodied cognition covers a range of theories and types of theory:

• Cognition (language processing too) is for action 

• Cognition is necessarily body-based and requires 
sensorimotor input 

Wilson, 2002
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• A more extreme anti-amodal position 

• All cognition (including language processing) 
requires sensorimotor input/integration 

• Why would this be the case?
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Are cognition and consciousness compatible?

Subjective experience and computational accounts?
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Body-based cognition

You need experiences to make sense of symbols

Meaning therefore MUST be grounded in terms 
of experiences - sensorimotor.
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• The perceptual and conceptual overlap 

• accessing concepts requires activation of 
sensorimotor experiences

Perceptual Symbol Systems
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perceived chairs. As a consequence, similarities between
amodal symbols are not related systematically to similarities
between their perceptual states, which is again analogous to
how similarities between words are not related systemati-
cally to similarities between their referents. Just as the
words “blue” and “green” are not necessarily more similar
than the words “blue” and “red,” the amodal symbols for
blue and green are not necessarily more similar than the
amodal symbols for blue and red.2

Amodal symbols bear an important relation to words and
language. Theorists typically use linguistic forms to repre-
sent amodal symbols. In feature lists, words represent fea-
tures, as in:

CHAIR (1)
seat
back
legs

Similarly in schemata, frames, and predicate calculus ex-
pressions, words represent relations, arguments, and val-
ues, as in:

EAT (2)
Agent ! horse
Object ! hay

Although theorists generally assume that words do not lit-
erally constitute the content of these representations, it is
assumed that close amodal counterparts of words do. Al-
though the word “horse” does not represent the value of
Agent for EAT in (2), an amodal symbol that closely paral-
lels this word does. Thus, symbolic thought is assumed to
be analogous in many important ways to language. Just as
language processing involves the sequential processing of
words in a sentence, so conceptual processing is assumed to
involve the sequential processing of amodal symbols in list-
like or sentence-like structures (e.g., Fodor & Pylyshyn
1988).

It is important to see that this emphasis on amodal and
arbitrary symbols also exists in some, but not all, connec-
tionist schemes for representing knowledge (e.g., McClel-
land et al. 1986; Rumelhart et al. 1986). Consider a feed-
forward network with back propagation. The input units in
the first layer constitute a simple perceptual system that

codes the perceived features of presented entities. In con-
trast, the internal layer of hidden units is often interpreted
as a simple conceptual system, with a pattern of activation
providing the conceptual representation of an input pat-
tern. Most importantly, the relation between a conceptual
representation and its perceptual input is arbitrary for tech-
nical reasons. Prior to learning, the starting weights on the
connections between the input units and the hidden units
are set to small random values (if the values were all 0, the
system could not learn). As a result, the conceptual repre-
sentations that develop through learning are related arbi-
trarily to the perceptual states that activate them. With dif-
ferent starting weights, arbitrarily different conceptual
states correspond to the same perceptual states. Even
though connectionist schemes for representation differ in
important ways from more traditional schemes, they often
share the critical assumption that cognitive representations
are amodal and arbitrary.

Connectionist representational schemes need not neces-
sarily work this way. If the same associative network repre-
sents information in both perception and cognition, it
grounds knowledge in perception and is not amodal (e.g.,
Pulvermüller 1999). As described later (sects. 2.2.1, 2.5),
shared associative networks provide a natural way to view
the representation of perceptual symbols.

1.2.1. Strengths. Amodal symbol systems have many pow-
erful and important properties that any fully functional con-
ceptual system must exhibit. These include the ability to
represent types and tokens, to produce categorical infer-
ences, to combine symbols productively, to represent
propositions, and to represent abstract concepts. Amodal
symbol systems have played the critical role of making these
properties central to theories of human cognition, making
it clear that any viable theory must account for them.

1.2.2. Problems. It has been less widely acknowledged that
amodal symbol systems face many unresolved problems.
First, there is little direct empirical evidence that amodal
symbols exist. Using picture and word processing tasks,
some researchers have explicitly tested the hypothesis that
conceptual symbols are amodal (e.g., Snodgrass 1984;
Theios & Amhrein 1989). However, a comprehensive re-
view of this work concluded that conceptual symbols have
a perceptual character (Glaser 1992; also see Seifert 1997).
More recently, researchers have suggested that amodal vec-
tors derived from linguistic context underlie semantic pro-
cessing (Burgess & Lund 1997; Landauer & Dumais 1997).
However, Glenberg et al. (1998b) provide strong evidence
against these views, suggesting instead that affordances de-
rived from sensory-motor simulations are essential to se-
mantic processing.

Findings from neuroscience also challenge amodal sym-
bols. Much research has established that categorical knowl-
edge is grounded in sensory-motor regions of the brain (for
reviews see Damasio 1989; Gainotti et al. 1995; Pulver-
müller 1999; also see sect. 2.3). Damage to a particular sen-
sory-motor region disrupts the conceptual processing of
categories that use this region to perceive physical exem-
plars. For example, damage to the visual system disrupts
the conceptual processing of categories whose exemplars
are primarily processed visually, such as birds. These find-
ings strongly suggest that categorical knowledge is not
amodal.3

Barsalou: Perceptual symbol systems

BEHAVIORAL AND BRAIN SCIENCES (1999) 22:4 579

Figure 2. The basic assumption underlying amodal symbol sys-
tems: Perceptual states are transduced into a completely new rep-
resentational system that describes these states amodally. As a re-
sult, the internal structure of these symbols is unrelated to the
perceptual states that produced them, with conventional associa-
tions establishing reference instead.

long-term memory. On later retrievals, this perceptual
memory can function symbolically, standing for referents in
the world, and entering into symbol manipulation. As col-
lections of perceptual symbols develop, they constitute the
representations that underlie cognition.

Perceptual symbols are modal and analogical. They are
modal because they are represented in the same systems as
the perceptual states that produced them. The neural sys-
tems that represent color in perception, for example, also
represent the colors of objects in perceptual symbols, at
least to a significant extent. On this view, a common repre-
sentational system underlies perception and cognition, not
independent systems. Because perceptual symbols are
modal, they are also analogical. The structure of a percep-
tual symbol corresponds, at least somewhat, to the percep-
tual state that produced it.1

Given how reasonable this perceptually based view of
cognition might seem, why has it not enjoyed widespread
acceptance? Why is it not in serious contention as a theory
of representation? Actually, this view dominated theories
of mind for most of recorded history. For more than
2,000 years, theorists viewed higher cognition as inherently
perceptual. Since Aristotle (4th century BC/1961) and Epi-
curus (4th century BC/1994), theorists saw the representa-
tions that underlie cognition as imagistic. British empiri-
cists such as Locke (1690/1959), Berkeley (1710/1982), and
Hume (1739/1978) certainly viewed cognition in this man-
ner. Images likewise played a central role in the theories of
later nativists such as Kant (1787/1965) and Reid (1764/
1970; 1785/1969). Even recent philosophers such as Rus-
sell (1919b) and Price (1953) have incorporated images
centrally into their theories. Until the early twentieth cen-
tury, nearly all theorists assumed that knowledge had a
strong perceptual character.

After being widely accepted for two millennia, this view
withered with mentalism in the early twentieth century. At
that time, behaviorists and ordinary language philosophers
successfully banished mental states from consideration in
much of the scientific community, arguing that they were
unscientific and led to confused views of human nature
(e.g., Ryle 1949; Watson 1913; Wittgenstein 1953). Because
perceptual theories of mind had dominated mentalism to
that point, attacks on mentalism often included a critique

of images. The goal of these attacks was not to exclude im-
ages from mentalism, however, but to eliminate mentalism
altogether. As a result, image-based theories of cognition
disappeared with theories of cognition.

1.2. Amodal symbol systems
Following the cognitive revolution in the mid-twentieth
century, theorists developed radically new approaches to
representation. In contrast to pre-twentieth century think-
ing, modern cognitive scientists began working with repre-
sentational schemes that were inherently nonperceptual.
To a large extent, this shift reflected major developments
outside cognitive science in logic, statistics, and computer
science. Formalisms such as predicate calculus, probability
theory, and programming languages became widely known
and inspired technical developments everywhere. In cog-
nitive science, they inspired many new representational
languages, most of which are still in widespread use today
(e.g., feature lists, frames, schemata, semantic nets, proce-
dural semantics, production systems, connectionism).

These new representational schemes differed from ear-
lier ones in their relation to perception. Whereas earlier
schemes assumed that cognitive representations utilize
perceptual representations (Fig. 1), the newer schemes as-
sumed that cognitive and perceptual representations con-
stitute separate systems that work according to different
principles. Figure 2 illustrates this assumption. As in the
framework for perceptual symbol systems in Figure 1, per-
ceptual states arise in sensory-motor systems. However, the
next step differs critically. Rather than extracting a subset
of a perceptual state and storing it for later use as a symbol,
an amodal symbol system transduces a subset of a percep-
tual state into a completely new representation language
that is inherently nonperceptual.

As amodal symbols become transduced from perceptual
states, they enter into larger representational structures,
such as feature lists, frames, schemata, semantic networks,
and production systems. These structures in turn constitute
a fully functional symbolic system with a combinatorial syn-
tax and semantics, which supports all of the higher cogni-
tive functions, including memory, knowledge, language,
and thought. For general treatments of this approach, see
Dennett (1969), Newell and Simon (1972), Fodor (1975),
Pylyshyn (1984), and Haugeland (1985). For reviews of spe-
cific theories in psychology, see E. Smith and Medin (1981),
Rumelhart and Norman (1988), and Barsalou and Hale
(1993).

It is essential to see that the symbols in these systems are
amodal and arbitrary. They are amodal because their inter-
nal structures bear no correspondence to the perceptual
states that produced them. The amodal symbols that rep-
resent the colors of objects in their absence reside in a dif-
ferent neural system from the representations of these col-
ors during perception itself. In addition, these two systems
use different representational schemes and operate ac-
cording to different principles.

Because the symbols in these symbol systems are
amodal, they are linked arbitrarily to the perceptual states
that produce them. Similarly to how words typically have
arbitrary relations to entities in the world, amodal symbols
have arbitrary relations to perceptual states. Just as the
word “chair” has no systematic similarity to physical chairs,
the amodal symbol for chair has no systematic similarity to
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Figure 1. The basic assumption underlying perceptual symbol
systems: Subsets of perceptual states in sensory-motor systems are
extracted and stored in long-term memory to function as symbols.
As a result, the internal structure of these symbols is modal, and
they are analogically related to the perceptual states that produced
them.

How does transduction work?

Symbol grounding problem

No need here for transduction

Symbol grounded in perception
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long-term memory. On later retrievals, this perceptual
memory can function symbolically, standing for referents in
the world, and entering into symbol manipulation. As col-
lections of perceptual symbols develop, they constitute the
representations that underlie cognition.

Perceptual symbols are modal and analogical. They are
modal because they are represented in the same systems as
the perceptual states that produced them. The neural sys-
tems that represent color in perception, for example, also
represent the colors of objects in perceptual symbols, at
least to a significant extent. On this view, a common repre-
sentational system underlies perception and cognition, not
independent systems. Because perceptual symbols are
modal, they are also analogical. The structure of a percep-
tual symbol corresponds, at least somewhat, to the percep-
tual state that produced it.1

Given how reasonable this perceptually based view of
cognition might seem, why has it not enjoyed widespread
acceptance? Why is it not in serious contention as a theory
of representation? Actually, this view dominated theories
of mind for most of recorded history. For more than
2,000 years, theorists viewed higher cognition as inherently
perceptual. Since Aristotle (4th century BC/1961) and Epi-
curus (4th century BC/1994), theorists saw the representa-
tions that underlie cognition as imagistic. British empiri-
cists such as Locke (1690/1959), Berkeley (1710/1982), and
Hume (1739/1978) certainly viewed cognition in this man-
ner. Images likewise played a central role in the theories of
later nativists such as Kant (1787/1965) and Reid (1764/
1970; 1785/1969). Even recent philosophers such as Rus-
sell (1919b) and Price (1953) have incorporated images
centrally into their theories. Until the early twentieth cen-
tury, nearly all theorists assumed that knowledge had a
strong perceptual character.

After being widely accepted for two millennia, this view
withered with mentalism in the early twentieth century. At
that time, behaviorists and ordinary language philosophers
successfully banished mental states from consideration in
much of the scientific community, arguing that they were
unscientific and led to confused views of human nature
(e.g., Ryle 1949; Watson 1913; Wittgenstein 1953). Because
perceptual theories of mind had dominated mentalism to
that point, attacks on mentalism often included a critique

of images. The goal of these attacks was not to exclude im-
ages from mentalism, however, but to eliminate mentalism
altogether. As a result, image-based theories of cognition
disappeared with theories of cognition.

1.2. Amodal symbol systems
Following the cognitive revolution in the mid-twentieth
century, theorists developed radically new approaches to
representation. In contrast to pre-twentieth century think-
ing, modern cognitive scientists began working with repre-
sentational schemes that were inherently nonperceptual.
To a large extent, this shift reflected major developments
outside cognitive science in logic, statistics, and computer
science. Formalisms such as predicate calculus, probability
theory, and programming languages became widely known
and inspired technical developments everywhere. In cog-
nitive science, they inspired many new representational
languages, most of which are still in widespread use today
(e.g., feature lists, frames, schemata, semantic nets, proce-
dural semantics, production systems, connectionism).

These new representational schemes differed from ear-
lier ones in their relation to perception. Whereas earlier
schemes assumed that cognitive representations utilize
perceptual representations (Fig. 1), the newer schemes as-
sumed that cognitive and perceptual representations con-
stitute separate systems that work according to different
principles. Figure 2 illustrates this assumption. As in the
framework for perceptual symbol systems in Figure 1, per-
ceptual states arise in sensory-motor systems. However, the
next step differs critically. Rather than extracting a subset
of a perceptual state and storing it for later use as a symbol,
an amodal symbol system transduces a subset of a percep-
tual state into a completely new representation language
that is inherently nonperceptual.

As amodal symbols become transduced from perceptual
states, they enter into larger representational structures,
such as feature lists, frames, schemata, semantic networks,
and production systems. These structures in turn constitute
a fully functional symbolic system with a combinatorial syn-
tax and semantics, which supports all of the higher cogni-
tive functions, including memory, knowledge, language,
and thought. For general treatments of this approach, see
Dennett (1969), Newell and Simon (1972), Fodor (1975),
Pylyshyn (1984), and Haugeland (1985). For reviews of spe-
cific theories in psychology, see E. Smith and Medin (1981),
Rumelhart and Norman (1988), and Barsalou and Hale
(1993).

It is essential to see that the symbols in these systems are
amodal and arbitrary. They are amodal because their inter-
nal structures bear no correspondence to the perceptual
states that produced them. The amodal symbols that rep-
resent the colors of objects in their absence reside in a dif-
ferent neural system from the representations of these col-
ors during perception itself. In addition, these two systems
use different representational schemes and operate ac-
cording to different principles.

Because the symbols in these symbol systems are
amodal, they are linked arbitrarily to the perceptual states
that produce them. Similarly to how words typically have
arbitrary relations to entities in the world, amodal symbols
have arbitrary relations to perceptual states. Just as the
word “chair” has no systematic similarity to physical chairs,
the amodal symbol for chair has no systematic similarity to
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Figure 1. The basic assumption underlying perceptual symbol
systems: Subsets of perceptual states in sensory-motor systems are
extracted and stored in long-term memory to function as symbols.
As a result, the internal structure of these symbols is modal, and
they are analogically related to the perceptual states that produced
them.
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Must we simulate things to understand them?

Is there evidence to support this view?
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