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Lecture 3 Outline

• Vallduv́ı’s Information Packaging
• File-Change Metaphor for IP Semantics
• Hoffman’s Operationalization of IP:

WO in answers to DB question and in target text in MT
• Styś and Zemke: anoter application of IS to determine WO in MT
• Halliday’s Thematic Structure
• Daneš’s Thematic Progression Types

Reading:

• Course Reader: Section 2.4: Vallduv́ı’s Information Packaging
• Course Reader: Section 2.3: Halliday’s Two Dichotomies
• For further reading suggestions see course website
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Vallduv́ı’s Information Packaging

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Information Packaging
(Chafe, 1976), (Vallduv́ı, 1992; Vallduv́ı, 1994), (Vallduv́ı and Engdahl, 1996)

• IS-partitioning into Ground and Focus;
Ground further partitioned into Link and Tail

• partitioning defined on surface form, not on sentence meaning!

• semantics of IP in terms of operations on file-cards: create, go-to, update,
. . .
(“file-change” metaphor taken literally)
cf. also (Reinhart, 1995; Erteschik-Shir, 1997)

• (Vallduv́ı and Engdahl, 1996): analysis of IP realization in many languages
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Vallduv́ı: Examples
Link-Focus:

(1) The boss [F called ].

(2) The boss [F visited a broccoli plantation in colombia ].

(3) The boss [F I wouldn’t bother ].

(4) Broccoli the boss [F doesn’t eat ].

Link-Focus-Tail:

(5) The boss [F hates ] broccoli.

(6) The farmers [F already sent ] the broccoli to the boss.

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Vallduv́ı: Examples
All Focus:

(7) [F The boss called ].

(8) Waiter! [F There’s a fly in my cream of broccoli soup ]!

(9) What doesn’t the boss like? [F Broccoli ].

Focus-Tail:

(10) I can’t believe this! The boss is going crazy!
[F Broccoli ], he wants now.

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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IP and File Change Metaphor
(Vallduv́ı, 1992)

• operations on cards:

– go to (introduce) a new card
– go to an existing card
– access a record on a card
– add/modify a record on a card

• four possible instruction types for IS:

– update-add(IS) for linkless all-focus sentence
– update-replace(IS,record(fc)) for focus-tail sentence
– goto(fc),update-add(IS) for link-focus sentence
– goto(fc),update-replace(IS ,record((fc)) for link-focus-tail sentence

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Example(s)

(11) a. H: I’m arranging things for the president’s dinner. Anything I should
know?

b. S: Yes. The president [F hates the Delft china set ]. Don’t use it.

c. goto(125) (update-add(hates the Delft-china-set(125))

(12) a. H: In the Netherlands I got the president a big Delft china tray that
matches the set he has in the living room. Was that a good idea?

b. S: Nope. The president [F hates ] the Delft china set.

c. goto(125)
(update-replace(hates, { : Delft-china-set(125) }))

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Example(s)

(13) H: I’m arranging things for the president’s dinner. Anything I should
know?

S: Yes. The president always uses plastics dishes.
[F (He) hates the Delft china set ].

update-add(hates the Delft-china-set(125))

(14) H: In the Netherlands I got the president a big Delft china tray that
matches the set he has in the living room. Wille the president like it?

S: Nope. [F (He) hates ] the Delft china set.

update-replace(hates, { : Delft-china-set(125)})

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Links Without Locations
(Hendriks and Dekker, 1995):

• criticism of the file-change approach

– links only seem to make sense if we assume files as locations of information
– what locus of update is to be associated with quatified, negative or

disjunctive links?
– how about multiple links in one sentence?
– why pronouns as part of focus?

• semantics of information packaging in DRT

• links: non-monotone anaphora

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Links Without Locations
(Hendriks and Dekker, 1995):

Non-monotone Anaphora Hypothesis::

Linkhood (makreked by L+H* in English) serves to signal non-monotone
anaphora. If an expression is a link, then its discourse referent Y is anaphoric to
an antecedent discourse referent X such that X /⊆ Y.

(15) The guys were plying basketball in the rain.

a. The fathers were having fun.

b. The fathers were having fun.

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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IP in Answers to Database Questions

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Hoffman’s Application of IP

• Modeling discourse functions of Turkish word order

– (Hoffman, 1995b): answers to wh- and yes/no-questions in a DB query task
– (Hoffman, 1996): translation English → Turkish

• CCG-based grammar formalization

• Approach to IS based on (Vallduv́ı, 1992; Vallduv́ı, 1994):

• Association of sentence positions with discourse functions:

– sentence initial position tends to be the topic
– immeditely preverbal position tends to be focus
– elements between topic and focus and postverbal elements are in the ground

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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IP Representation
(Hoffman, 1995b; Hoffman, 1995a): topic vs. comment (=ground/focus)

(16)

2

6

6

6

6

6

4

syn: . . .

sem: . . .

info:

2

4

topic: . . .

comment:

»

focus: . . .

ground: . . .

–

3

5

3

7

7

7

7

7

5

• Topic has the value “recoverable” when zero-pronoun or in verb-initial sentences
(all-focus)

• T/C structures fully recursive
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IP Representation
(Hoffman, 1995b):

(17) Dün

Yesterday
Fatma’nın

Fatma-Gen
gittiğini

go-Ger-Acc
Ayşe

Ayşe
biliyor.

knows.

It’s Ayşe who knows that yesterday, Fatma left.

2

6

6

6

6

6

6

6

6

6

4

syn: . . .

sem: . . .

info:

2

6

6

6

6

6

4

topic:

2

4

topic: yesterday

comment:

»

focus: Fatma

ground: go

–

3

5

comment:

»

focus: Ayşe

ground: know

–

3

7

7

7

7

7

5

3

7

7

7

7

7

7

7

7

7

5
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DB Question Answering System

1. Parser determines syn, sem, info

2. Planner executes simple plans to handle different types of questions:

i. determine question type (sem : type): (a) wh-q; (b) yes/no-q: Prop-q
(q-morph on verb); Focused-q (q-morph on non-verb); Schedule-q (ability)

ii. query DB with sem : lf , respecting IP of question
if success then generate corresponding answer
else generate a “negative” answer

iii. plan answer: copy as much as possible from question, add/modify
IP: topic of question → topic of answer; info from DB → focus

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Example 1

(18) Fatma’yı

Fatma-Acc
kim

who
aradı?

call-Past?

As for Fatma, who called her?
2

6

6

6

6

6

6

6

6

6

6

6

4

syn: . . .

sem:

2

4

event: 7349

type: quest(lambda( 7350))

lf: { call( 7349, 7350,fatma), . . . }

3

5

info:

2

4

topic: person(fatma)

comment:

»

focus: person( 7350)

ground: call( 7349, 7350,fatma)

–

3

5

3

7

7

7

7

7

7

7

7

7

7

7

5

db file(fatma, person(fatma)).

db file(fatma, call(e3,ayse,fatma)).

db file(fatma, see(e4,fatma,ahmet)).

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Example 1
db file(fatma, person(fatma)).

db file(fatma, call(e3,ayse,fatma)).

db file(fatma, see(e4,fatma,ahmet)).

(19) Fatma’yı

Fatma-Acc
Ayşe

Ayşe
aradı.

call-Past

As for Fatma, it was Ayşe who called her.
2

6

6

6

6

6

6

6

6

6

4

syn: . . .

sem:

»

event: e3

lf: { call(e3,ayse,fatma), . . . }

–

info:

2

4

topic: person(fatma)

comment:

»

focus: person(ayse)

ground: call(e3,ayse,fatma)

–

3

5

3

7

7

7

7

7

7

7

7

7

5
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Example 2
db file(fatma, person(fatma)).

db file(fatma, call(e3,ayse,fatma)).

db file(fatma, see(e4,fatma,ahmet)).

(20) Fatma’yı

Fatma-Acc
Ahmet

Ahmet
mi

Quest
aradı?

call-Past

As for fatma, was it Ahmet who called her?
2

6

6

6

6

6

6

6

6

6

4

syn: . . .

sem:

2

4

event: 9041

type: quest(yes/no,ahmet)

lf: { call( 9041,ahmet,fatma), . . . }

3

5

info:

2

4

topic: person(fatma)

comment:

»

focus: person(ahmet)

ground: call( 9041,ahmet,fatma)

–

3

5

3

7

7

7

7

7

7

7

7

7

5
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Example 2
db file(fatma, person(fatma)).

db file(fatma, call(e3,ayse,fatma)).

db file(fatma, see(e4,fatma,ahmet)).

(21) Hayır,

No,
Fatma’yı

Fatma-Acc
Ayşe

Ayşe
aradı.

call-Past

No, as for Fatma it was Ayşe who called her.
2

6

6

6

6

6

6

6

6

6

4

syn: . . .

sem:

»

event: e3

lf: { call(e3,ayse,fatma), . . . }

–

info:

2

4

topic: person(fatma)

comment:

»

focus: person(ayse)

ground: call(e3,ayse,fatma)

–

3

5

3

7

7

7

7

7

7

7

7

7

5
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DB Question Answering System: Summary

• Wh-element belongs to focus of question

• “Topic-inheritance” from question to answer

• File-card organization in DB by topics

– relevance of IP for DB organization?
– either info must be duplicated or some info not accessible to search
– does not scale well for multiple topics, or quantified topics, etc.

• cf. question answering system Tibaq (Hajičová and Hnátková, 1984): assign
Topic-Focus Articulation to analyzed sentences, and take it into account when
retrieving answers: answer only considered exhaustive iff Focus corresponds to
question

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Target WO in English → Turkish MT
(Hoffman, 1996)

• Determination of Topic and Focus w.r.t. contextual information.

• Using centering, old/new and contrastiveness.

• Not using cues from source language text!

• Topic and Focus determined by algorithms; the rest is Ground.

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Topic Determination Algorithm
Given:

• sentence contents,
• list of discourse entities mentioned in text so far,
• C f lists of current and preceding sentence (cf. Centering (Grosz et al., 1995))

Topic determination:

1. Try to choose most salient discourse-old entity.

2. Else try to choose a situation-setting adverb.

3. Else choose the first item on the C f list of current sentence (i.e., Subject)

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Focus Determination Algorithm
Given:

• the non-topic rest of the sentence contents,
• list of discourse entities mentioned in text so far,

Focus determination:

1. If there are any discourse-new entities, put them into focus.

2. Else determine contrastive focusing of discourse-old information:
For each entity:

i. Construct a set of alternatives based on the entity’s semantic type

ii. If the alternative set is not empty, put the entity into focus

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Target WO in Polish → Turkish MT
Contrary to (Hoffman, 1996), (Styś and Zemke, 1995) argue for discourse analysis
of the source text in order to preserve its communicative meaning in MT.

• Tracking centers according to Centering Theory (Grosz et al., 1995)

• Additional criteria for center evaluation: special center-poiting constructions,
demonstrative pronouns, possessive and demonstrative modifiers, definiteness
award, indefiniteness penalty

• Further modifications: gradation of center values, center values for all NPs,
composite computation of center values, referential distance, synonyms

• Set of ordering criteria (end weight, given fronting, short before long, specific
patterns) and preferences based on statistical models

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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IS in Systemic Functional Linguistics

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Systemic Functional Linguistics
M. A. K. Halliday (1967, 1970, 1985, . . . )

• initially inspired by the Prague School works
• two independent (though interating) dichotomies:

– Information Structure: Given-New
– Thematic structure: Theme-Rheme
Close semantic relationship (though they are not the same!):
“[O]ther things being equal, a speaker choses the Theme from within what is
Given and locate information focus, the climax of the New, within the Rheme.”

• Information Struture is listener-oriented
• Thematic Structure is speaker-oriented

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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SFL: Halliday
Information Structure:

• information unit

– not exactly any unit in clause grammar (marked when boundaries overlap)
– made of two functions/elements:
∗ Given (optional; info presented as recoverable)
∗ New (obligatory, marked by prominence; info presented as nonrecoverable)

– Given typically preceds New (cf. CB/NB)

• Halliday discusses information structure in relation to intonation (in English)

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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SFL: Halliday
Thematic structure:

• Theme is the point of departure of a message;
Rheme is the remainder

• Theme grammaticalized in many languages:

– e.g., English: first position
– Japanese: suffix -wa

• Theme is a textual notion (related to global text-organization strategies; e.g.,
dates/places in biographies, places in geographical descriptions) (Fries, 1981),
locations (e.g., menus, tollbars) or means (e.g., clicking on an icon, mouse
button) in software manuals

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Theme in “normal” declarative clauses

Definition 1. A Theme in declarative clauses is marked ⇔ it is not Subject.

Subject nominal group I had a little nut-tree.

Subject nominal group A wise old owl lived in an oak.

Subject nominalization What I want is a proper cup of coffee.

Adjunct adverbial group Merrily we roll along.

Adjunct prep. phrase On Saturday night I lost my wife.

Complement nominal group A bag-pudding the King did make.

Complement nominalization What they could not eat that night the Queen next morning fried.

Predicator (finite?) verb Forget it I never shall.

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Maximally extended Theme
What if something comes before the first experiential element?

Halliday observes only limited set of types of words appearing before the first exp.
element. He includes them under the label Theme, and classifies them: 1

Well but then Ann surely wouldn’t the best idea

continuative structural conjunctive vocative modal mood-marking topical

textual interpersonal experiential

Theme

be to join the group

Rheme

1This is the full classification in the typical ordering.

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Definitions of parts of Theme
Part of the Theme Can contain only such an element:

textual continuative a member of small set of discourse signallers
(yes, no, well, oh, now)

structural an obligatory thematic element∗

conjunctive an conjunctive Adjunct∗

interpersonal vocative any vocative item (personal name etc.)
modal a modal Adjunct∗

mood-marking finite verbal operator or a WH- interrogative
or imperative let’s

experiential topical the first experiential element
∗ Defined later.

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Structural Theme
Obligatory thematic elements are the following expressions:

Class Type Examples

conjunctions co-ordinator and, or, nor, either, neither, but, yet, so, then

subordinator when, while, before, after, until, because, if, although,

unless, since, that, whether, (in order) to

even if, in case, supposing (that), assuming (that), seeing

(that), given that, provided (that), in spite of the fact

that, in the event that, so that

relatives definite which, who, that, whose, when, where, (why, how)

indefinite whatever, whichever, whoever, whosever, whenever,

wherever, however

Structural Theme contains obligatory thematic elements.

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Conjunctive Theme
Conjunctive Adjuncts are the following expressions:

Type Meaning Examples

appositive i.e., e.g. that is, in other words, for instance

corrective rather or rather, at least, to be precise
dismissive in any case in any case, anyway, leaving that aside

summative in short briefly, to sum up, in conclusion
verificative actually actually, in fact, as a matter of fact

additive and also, moreover, in addition, besides

adversative but on the other hand, however, conversely
variative instead instead, alternatively

temporal then meanwhile, before that, later on, next, soon, finally

comparative likewise likewise, in the same way
causal so therefore, for this reason, as a result, with this is mind

conditional (if . . . ) then in that case, under the circumstances, otherwise
concessive yet nevertheless, despite that

respective at to that in this respect, as far as that’s concerned

Conjunctive Theme contains conjunctive adjuncts.

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Modal Theme
Modal Adjuncts are the following expressions:

Type Meaning Examples

probability how likely? probably, possibly, certainly, perhaps, maybe

usuality how often? usually, sometimes, always, (n)ever, often, seldom
typicality how typical? occasionally, generally, regularly, for the most part

obviousness how obvious? of course, surely, obviously, clearly

opinion I think in my opinion, personally, to my mind
admission I admit frankly, to be honest, to tell you the truth

persuasion I assure you honestly, really, believe me, seriously
entreaty I presume please, kindly

desirability how desirable? (un)fortunately, to my delight/distress, regrettably, hopefully
reservation how reliable? at first, tentatively, provisionally, looking back on it

validation how valid? broadly speaking, in general, ion the whole, in principle, strictly speaking
evaluation how sensible? (un)wisely, understandably, mistakenly, foolishly

prediction how expected? to my surprise, surprisingly, as expected, by chance

Modal Theme contains modal adjuncts.

I.Kruijff-Korbayová Modeling IS for Computational Processing: Lecture 3 ESSLLI 2004
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Real examples of extended Theme

(22) Oh soldier, soldier, won’t you marry me.

(23) Please doctor don’t give me any more of that nasty medicine.

(24) On the other hand maybe on a weekday it would be less crowded.

(25) So why worry.

Just to remember:
Part of the Theme Can contain only such an element:

textual continuative a member of small set of discourse signallers (yes, no, well, oh, now)

structural an obligatory thematic element∗

conjunctive an conjunctive Adjunct∗

interpersonal vocative any vocative item (personal name etc.)

modal a modal Adjunct∗

mood-marking finite verbal operator or a WH- interrogative or imperative let’s

experiential topical the first experiential element
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Thematic Progression Types
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The Prague School Follow-up
Frantǐsek Daneš et. al (1957, 1970, 1974, 1985 . . . )

• systematic exploration of the relationship of Theme and Rheme to word order
and intonation, as well as to the structure of text

• thorough analysis of thematic progression in text, i.e., textual patterns of
thematization (typology of ways in which Themes relate to context)

• analysis of complex sentences in terms of condensed Theme-Rheme pairs
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Daneš: Thematic Progression Types
Contact thematic sequences:

Thematic sequence Notation

thematization of a repetition of the preceding rheme T i+1 = Ri

the preceding theme a derivation from the preceding rheme T i+1 ⇐ Ri

continuous a repetition of the preceding theme T i+1 = T i

theme a derivation from the preceding theme T i+1 ⇐ T i

thematization of the preceding utterance T i+1 = U i

preceding utterances a summarization of utterances U i . . . U j T i+1 = I i ,j

theme is derived from a hypertheme (the theme of a super-
ordinate text unit, e.g. a text paragraph)

T i+1 ⇐ T∗
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Thematic Progression Example

0.

The

Národńı

National

muzeum

museum

T 0#R0

T 0#R0

stoj́ı

stands

na

on the

Václavském

Wenceslas

náměst́ı.

square.

1a. Toto

This

náměst́ı

square

T 1a#R1a

T 1a#R1a

je

is

jedńım

one

z

of

nejrušněǰśıch

the most busy

mı́st

places

v

in

Praze.

Prague.

T 1a = R0

1b.

The

Horńı

top

části

part of

tohoto

this

velkého

large

prostranstv́ı

area

T 1b#R1b

T 1b#R1b

se

has

tak

thus

dostalo

received a

krásné

nice

dominanty.

dominant.

T 1b ⇐ R0

2. Tato

This

skutečnost

fact

T 2#R2

T 2#R2

je

is

známa

known

snad

perhaps by

každému

every

návštěvńıkovi

visitor

Prahy.

of Prague

T 2 = U0
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3a. Je

{It} T 3a

{to} T 3a

is a

velmi

very

památná

memorial

budova.

building.

T 3a = T 0

3b.

The

Sb́ırky

collections of the

Národńıho

National

muzea

museum

T 3b#R3b

T 3b#R3b

představuj́ı

represent an

významnou

important

národńı

national

kulturńı

cultural

hodnotu.

value.

T 3b ⇐ T 0

4. Jiná

Another

mimořádně

remarkably

významná

important

pražská

Prague

budova,

building, the

Národńı

National

divadlo,

theatre,

T 4#R4

T 4#R4

je

is

umı́stěna

situated

na

on the

Smetanově

Smetana

nábřež́ı.

embankment.

T 4 ⇐ T∗
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Daneš: T-R in Complex Text Units
Complex utterance Notation

simple text units one T-R nexus T 1 − R1

conjoined conjoined nexuses (T 1 − R1) conj (T 2 − R2)

(paratactic) conjoined topics (T 1 conj T 2) − R1

text units conjoined foci T 1 − (R1 conj R2)

condensed nexus T 2 − R2 incorporated into topic (T 1 cond (T 2 − R2)) − R1

(hypotactic) if T 2 = T 1 ∨ T 2 = R1 , or equivalently

text units T 2 can be elided T ∗ −R

nexus T 2 − R2 incorporated into focus T 1 − (R1 cond (T 2 − R2))

if T 2 = T 1 ∨ T 2 = R1 , or equivalently

T 2 can be elided T − R∗
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T-R Condensation Example
From (Korbayová and Kruijff, 1996)

1. Prvńı autorovi známou praćı, T 1#R1

The first work known to the author T 1#R1

2. která T 2#R2 se zabývá strukturálńım programováńım
which T 2#R2 is concerned with structural programming

3. T 3#R3 a oṕırá se o gramatický formalismus (afixové gramatiky),
and T 3#R3 relies on a grammar formalism (affix grammars),

4. je práce Silvarberga (1978).
is the work of Silvarberg (1978).

The complex utterance can be analyzed as (T 1 cond (T 2 − (R2 conj R3))) −R1

where T 3 = T 2 , and T 3 is elided
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Summary and Conclusions

• Information packaging: in essence very similar to TFA

• File-change based semantics: links have an ushering function

• Links without locations?

• Where do topics/themes/links come from, how they relate to one another?

• IP of question → IP of answers

• IP/TFA in MT: just target text or source → target?

• Textual function of theme in Halliday’s sense: scaffolding
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