
tland

Journal of Memory and Language43, 447–475 (2000)
doi:10.1006/jmla.2000.2708, available online at http://www.idealibrary.com on
Ambiguity Resolution in Sentence Processing: Evidence against
Frequency-Based Accounts

Martin J. Pickering

Department of Psychology, Human Communication Research Centre, University of Glasgow, Glasgow, Sco

Matthew J. Traxler

Florida State University

and

Matthew W. Crocker

Department of Computational Linguistics, University of Saarbru¨cken, Saarbru¨cken, Germany

Three eye-tracking experiments investigated two frequency-based processing accounts: the serial
lexical-guidance account, in which people adopt the analysis compatible with the most likely
subcategorization of a verb; and the serial-likelihood account, in which people adopt the analysis that
they would regard as the most likely analysis, given the information available at the point of
ambiguity. The results demonstrate that neither of these accounts explains readers’ performance.
Instead people preferred to attach noun phrases as arguments of verbs even when such analyses were
unlikely to be correct. We suggest that these results fit well with a model in which the processor
initially favors informative analyses.© 2000 Academic Press
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This article addresses the question of how
processor decides on its initial strategy for s
tactic ambiguity resolution. At a point of amb
guity, more than one analysis is possible.
effective strategy might be to adopt the anal
that has most frequently turned out to be cor
in the past. Assuming that the world stays
same in most respects, the analysis that
most frequently been correct in the past sho
provide a good estimate of which analysis
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most likely to be correct again. Hence,
adopting this analysis, the processor sho
make fewer errors than if it chose any ot
analysis.

In this article, we contrast this frequenc
based approach with alternative strategie
which the processor does not attempt to a
the analysis that has most frequently turned
to be correct. Many current theories of pars
pay no attention to frequency in determin
initial choice of analysis, but instead emplo
different strategy entirely, such as selecting
syntactically simplest analysis in some w
defined sense (e.g., Frazier, 1979, 1987). O
accounts, however, do pay close attention
information about frequency (e.g., MacDona
Pearlmutter, & Seidenberg, 1994; Truesw
Tanenhaus, & Kello, 1993). One approach
fairly directly based on frequency, with initi
parsing preferences being determined by p

d
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-

-
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exposure (Mitchell, Cuetos, Corley, & Brysba-
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ert, 1995). We leave consideration of spec
current theories to the General Discussion.

Our purpose in this introduction is to mo
vate three experiments that test a particular c
of account in which initial choice of analysis
determined by judgments about frequency
turns out to be impossible to test all poss
frequency-based accounts in a single set o
periments. Hence, we focus our attention
serial accounts, in which the processor con
ers only one analysis at a time. The other m
concern is the granularity at which frequenc
assessed. We therefore consider a range o
rial frequency-based accounts that differ w
respect to grain size. The experiments w
designed to test two specific accounts that d
greatly in this respect: aserial lexical-guidanc
account and what we term aserial-likelihood
account. We then review relevant experime
research and outline our experiments. The G
eral Discussion considers current account
light of these results and sketches an alterna
account in which the initial choice of analysis
based on what we term its informativity.

FREQUENCY, LEXICAL GUIDANCE,
AND LIKELIHOOD

Serial, frequency-based accounts of synta
ambiguity resolution assume that the proce
selects the syntactic analysis that has most
quently been employed in the past, on the
sumption that this analysis is most likely to
correct again. Such accounts therefore atte
to maximize the probability of making the rig
decision and minimize the need for subseq
reanalysis. We assume that the likelihood o
analysis is its probability as estimated fr
frequencies observed in a person’s prior ling
tic experience. However, this begs a very la
question: frequency of what?

Let us concentrate on syntactic ambigui
that are a result of a verb’s having more t
one possible subcategorization. For exam
the verbrealizedcan take a noun-phrase obj
the object analysis), as inThe athlete realize

her potential,or a sentential complement (t
sentential-complement analysis), as inThe ath
lete realized her potential might make he

world-class sprinter.However,realizedtakes a v
s

t

-

-
r

e-

e
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l
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r
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pt
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-
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,

sentential complement much more often tha
object. This can be established by counting
frequency of the different subcategorization
realizedwithin a relevant corpus. Alternative
it can be assessed by asking participant
construct sentences containingrealized (see
pretests below). If people adopt the analysis
is compatible with the most frequent subcate
rization, then they should adopt the senten
complement analysis whenever they encou
realized. We discuss thisserial lexical-guid

nceaccount in more detail below.
However, there are other serial frequen

ased accounts. The serial lexical-guidance
ount pays attention to the verbrealized,but

gnores all other aspects of the context.
xample, it is possible that the relative f
uency of the object and sentential-complem
nalyses is different afterThe athlete rea

zed. . . than afterrealized.There are very clea
ases where the nature of the subject noun
ects the likelihood of different subcategori
ions. For instance,rolled is likely to be transi
ive after The man rolled. . . , but intransitive
fterThe ball rolled. . . . This demonstrates th

mportance of grain size to frequency-ba
odels (see Gibson & Schu¨tze, 1999; Mitchel
t al., 1995). Notice, however, that the sub
gorization frequencies forrealizedmay not be
ffected so much by the nature of the subjec
o, grain size will not greatly affect the pred
ions of frequency-based models for this ve
ut it is still the case that any well-form

requency-based model needs to specify g
ize.
There are infinitely many grain sizes (ba

n just the verb, verb plus subject noun, v
lus some representation of discourse con
tc.). The processor could count frequencie
ny of these levels. Moreover, it could p
ttention to additional levels of linguistic d
cription (e.g., the animacy of the subject) o
actors such as extralinguistic context or id
yncrasies of the speaker or writer. Howe
ny relatively fine-grained frequency-ba
odel faces a very serious difficulty, known

he “sparse data problem” (see, e.g., Charn
997). People will have encounteredrealized

ast numbers of times, andThe athlete realized



.g.
ord
be
t b
fre
b

din

ain
, w
th

eri
rre
ike

me
lys
or-
ac
pla
th
en

tial
op
ysi
re

the
jec
ive
p-

d

re-
a

le
nt
ge
jec

ts

lin-
. An
nce

the
r of
r in
unt
he
ften
It is
pre-
ame

he
-
(or,
bly,
ub-
f the
the
za-
be

tion.
er,

ess
ns
in

sing
ky,
ork
on,
g,
k-
-
ar-
or
nd

on,
ers

that

e-
is

ci-
ith
the

96;

449AMBIGUITY RESOLUTION AND LEXICAL GUIDANCE
a few times. But most complex contexts (e
The athlete who holds the pole-vault rec
realized) will never have been encountered
fore. Indeed, the relevant context need no
restricted to the target sentence. So, a
quency-based account cannot plausibly
based on the frequency of the whole prece
context.

As there are infinitely many possible gr
sizes, we cannot test all accounts. Instead
consider two extremes: one based solely on
subcategorization preferences of the verb (s
lexical guidance) and one based on prefe
completions for sentence fragments (serial l
lihood).

SERIAL LEXICAL GUIDANCE

The serial lexical-guidance account assu
that the parser determines its choice of ana
by paying attention to subcategorization inf
mation alone. This is the lexical-guidance
count proposed by Ford, Bresnan, and Ka
(1982), and suggested by Fodor (1978) in
context of the processing of unbounded dep
dencies. According to Ford et al., ifrealizedis
most commonly employed on the senten
complement analysis, then the parser will ad
this analysis in preference to the object anal
during initial processing. Of course, it is mo
likely that the actual sentence will employ
sentential-complement analysis than the ob
analysis. Thus the model appears to be dr
by likelihood, but solely with respect to pro
erties of the verb. For instance, the verbrolled
might be preferentially transitive, but afterthe
ball rolled it is preferentially intransitive. For
et al.’s parser would ignorethe ball and would
base its decision onrolled alone.

SERIAL LIKELIHOOD

On the serial-likelihood account, comp
henders pay attention to all available inform
tion in estimating the likelihood of possib
syntactic analyses for a particular fragme
People could, in principle, be asked to jud
whether the sentential complement or the ob
analysis was more likely to be correct afterThe
athlete realized. . . (e.g., they could place be

on the outcome). In practice, this is impossible
,
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e
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g

e
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al
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s

t
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t

because many people are unaware of the
guistic assumptions underlying the analyses
alternative is to have people complete sente
fragments and to estimate the likelihood of
different analyses on the basis of the numbe
times that different syntactic analyses occu
the completions. The serial-likelihood acco
predicts that the parser will initially adopt t
analysis that the people produced most o
when completing the sentence fragment. (
obviously essential that producers and com
henders are randomly selected form the s
population.)

It is not straightforward to determine t
sources of information orconstraintsthat peo
ple draw upon in making these completions
indeed, how they are integrated). Presuma
these sources of information include verb s
categorization preferences, other aspects o
linguistic context (e.g., characteristics of
subject), and extralinguistic factors. An itemi
tion of these sources of information would
necessary for a complete account of produc
To test the serial-likelihood account, howev
all we need to know is the result of this proc
of integration. The use of (written) completio
to determine off-line preferences is found
work on constraint-based theories of proces
(Garnsey, Pearlmutter, Myers, & Lotows
1997; Trueswell et al., 1993), as well as w
critical of such approaches (Clifton, Kennis
& Albrecht, 1997; Liversedge, Pickerin
Branigan, & Van Gompel, 1998; Traxler, Pic
ering, & Clifton, 1998). Although written com
pletions possibly involve slight biases (e.g., p
ticipants may prefer not to write too much
may be primed by previous productions) a
clearly involve an element of comprehensi
they probably approximate to what speak
naturally do if they produce a sentence
begins with a particular fragment.

A model that is closely related to serial lik
lihood is the Linguistic Tuning hypothes
(Mitchell et al., 1995), in which parsing de
sions are determined by the frequency w
which the alternative analyses are used in
language (see also Brysbaert & Mitchell, 19
Cuetos, Mitchell, & Corley, 1996; Mitchell &

,Cuetos, 1991). For instance,the daughter of the
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colonel with the limpis ambiguous between tw
analyses and interpretations (cf. Cuetos
Mitchell, 1988). On the one hand,with the limp
can be attached tothe daughter of the colonelso
hat it is the daughter who has the limp; on
ther hand, it can be attached tothe colonelso

hat it is the colonel who has the limp. The
nalyses differ in syntactic structure but
ubcategorization. Hence, Mitchell et al. p
ose that listeners select the most frequent

actic analysis. Their account is thus more g
ral than Ford et al.’s (1982) account. Howe

hey do not commit to any particular accoun
ow the frequency of different analyses is
essed. The finer the grain-size employe
aking this assessment, the more similar
redictions of the Linguistic Tuning hypothe

o the serial-likelihood account.
The serial-likelihood account predicts t

eople’s initial preferences in parsing cor
pond to their production preferences, as m
ured by completions. In order to investig
his account, we employed the simple case
inimal context consisting of a subject an

erb (e.g.,The young athlete realized) in isola-
ion from any discourse context. We do
now precisely which factors are relevant
etermining the likelihood of a particular co
letion, but a complete specification of the
vant factors is not necessary to test the se

ikelihood account. Because the acco
redicts that the initial stages of analysis w
atch off-line preferences, all we need to kn

s off-line preferences and on-line parsing p
rences. The prediction of the account is sim

hat these two sets of preferences are the s
In conclusion, we can straightforwardly t

wo serial frequency-based accounts. One is
erial lexical-guidance account proposed
ord et al. (1982), in which comprehend

nitially adopt the analysis compatible with t
ost likely subcategorization for the verb. T
ther is the serial-likelihood account, in wh
omprehenders initially adopt the analysis
ould be the most likely completion for t

ragment. If serial lexical guidance and se
ikelihood make the same predictions, it is v

nlikely that the predictions of other frequency-b
t

n-
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e
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t

l

ased accounts (e.g., using different grain si
ill be different.

EXPERIMENTAL EVIDENCE ON INITIAL
CHOICE OF ANALYSIS

Many experimental studies have as
hether some particular source of informat

s used immediately in the process of synta
mbiguity resolution or whether its use is

ayed until a later stage of parsing (see, e
raxler & Pickering, 1996a, for discussion). W
an identify three major issues: whether sem
ic plausibility information, discourse conte
nformation, and detailed lexical informati
ffect initial parsing decisions. Many early stu

es supported delayed use of semantic plaus
ty information (e.g., Ferreira & Clifton, 198
ayner et al., 1983). However, more rec
tudies have found very rapid use of sema
nformation in syntactic disambiguation (e.
oland, Tanenhaus, Garnsey, & Carlson, 19
acDonald, 1994; Trueswell, Tanenhaus,
arnsey, 1994). Similarly, some studies sug

hat discourse context can affect initial pars
ecisions (e.g., Altmann, Garnham, & Den
992; Altmann, Garnham, & Henstra, 19
ltmann & Steedman, 1988; Britt, 1994; Br
erfetti, Garrod, & Rayner, 1992; Crain
teedman, 1985), whereas other studies su

hat it only affects reanalysis (e.g., Ferreira
lifton, 1986; Mitchell, Corley, & Garnham
992; Rayner, Garrod, & Perfetti, 199
learly, semantic and discourse effects can
ur much more rapidly than early studies s
ested, but the question remains whether t
ffects reflect initial parsing decisions or v
apid revision.

Our main concern is with the use of detai
exical information. Frazier and Rayner (198
ound that readers misanalyzed sentences
ng reading and argued that they did this
ause they followed syntactic parsing strate
ike Minimal Attachment and Late Closure th
gnore such detailed lexical information. Su
ccounts have been called lexical-filtering p
osals (e.g., Mitchell, 1989) and are consis
ith the “Garden Path” model (Frazier, 19
987). It was also soon discovered that v

iases affected processing difficulty in such sen-
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tences (Holmes, 1987; Mitchell & Holme
1985). According to lexical-filtering proposa
effects of verb bias must reflect reanalysis (F
reira & Henderson, 1990; Mitchell, 1987, 198
Rayner & Frazier, 1987). Again, however, th
is evidence that lexical information can be u
extremely rapidly, and the claim has been m
that it can be used during initial process
(Garnsey et al., 1997; Trueswell et al., 199
We now assess the current status of this co
versy, making particular reference to comp
ment-clause ambiguities.

Ferreira and Henderson (1990) monito
participants’ eye movements while they re
sentences likeHe forgot Pam needed a rid
home with him,where forgot is preferentially
used on the object analysis (e.g.,He forgot
Pam.), and sentences likeHe wished Pam
needed a ride home with him,wherewishedis
preferentially used on the sentential-com
ment analysis, as well as control sentences
taining the complementizerthat beforePam.At
he disambiguating verbneeded,readers’ firs
xations were longer when the test sente
acked a complementizer than when a com

entizer was present, and this effect was
orm across sentences containing object-bi
erbs (O sentences) and sentences containi
entential-complement-biased verbs (C sen
ences), as evidenced by the lack of an inter
ion of verb bias and complementizer prese
otal times produced similar results. Find
reater first fixation and total reading times

he ambiguous sentences than in the unam
ous sentences for both object-biased and

ential-complement-biased verbs led Ferr
nd Henderson to conclude that the object a
sis had been computed and evaluated reg
ess of verb bias.

In contrast, Trueswell et al. (1993) fou
ery different results using verbs whose bia
ad been carefully normed. First-pass tim
howed that readers had difficulty at disam
ation with O sentences but not difficulty w

sentences. This is compatible with lexi
uidance. The alternative explanation is
eaders initially adopted the object analysis
ll verbs and rapidly reanalyzed the C s
ences. In accord with this, Trueswell et al.
-

e

.
-

-

-
n-

e
-
i-
d

-
.

g-
n-
a
l-
d-

s
s
-

l
t
r
-

found some increased reading time for th
sentences before disambiguation. But they
gued against this explanation, and inst
claimed that this effect might be because
sentential-complement analysis is more c
plex than the object analysis. However, Garn
et al. (1997) found that the object analysis w
much more plausible in Trueswell et al.’s
sentences than in their C sentences. This c
explain Trueswell et al.’s findings and sugge
that their items were imperfectly controlled in
potentially important respect.

Garnsey et al. (1997) conducted a furt
study on complement-clause ambiguities, u
sentential-complement-biased, object-biased,
equibiased (i.e., balanced) verbs. They also
nipulated the plausibility of the object analys
O sentences caused processing difficulty at
ambiguation in comparison to unambigu
control sentences with complementizers, bu
sentences did not. Their manipulation of pl
sibility produced rather less clear results,
there was some evidence that O sentences
plausible object analyses were easier to pro
than O sentences with implausible object a
yses. There was no evidence of similar effe
in the C sentences. These results provide s
evidence for lexical guidance, but there
many reasons to question this conclusion.
this result relates directly to the experime
reported below, we return to Garnsey et al
the General Discussion.

EXPERIMENTS

Below we report three eye-tracking expe
ments that tested the two frequency-based
counts discussed above. The three experim
are designed to allow our conclusions to h
over different kinds of sentences and prese
tion conditions. Experiments 1 and 2 emp
complement-clause ambiguities, whereas
periment 3 employs locally ambiguous s
tences involving preposed subordinate clau
Experiments 1 and 3 involve sentences
sented in isolation, whereas Experiment 2
sents the sentences from Experiment 1 in s
discourse contexts. In all cases, we manipul
plausibility in such a way that plausibility cou

only have an effect if the parser initially favored
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an analysis that neither the serial lexical-gu
ance nor serial-likelihood accounts would p
dict it would. More informally, we manipulate
the plausibility of the less frequent analy
while controlling the frequency of the mo
frequent analysis. If this plausibility manipu
tion had an effect, then readers must have b
considering the less frequent analysis.

EXPERIMENT 1

Experiment 1 employed sentences like (
and (1b):

(1a). The young athlete realized her potential one da
might make her a world-class sprinter.
(1b). The young athlete realized her exercises on
day might make her a world-class sprinter.

Two relevant analyses are available afterThe
young athlete realized:the object analysis (a
in, e.g.,The young athlete realized her pot
tial) and the sentential-complement analysis
in (1a) and (1b)]. However, both sentences
disambiguated by the wordmight; following

ight, only the sentential-complement analy
s possible. Pretests showed that the sente
omplement analysis was the most comm
nalysis forrealized,that it was the most com
on analysis followingThe young athlete rea

zed,and that it was the most common analy
ollowing The young athlete realized h
ence, both the serial lexical-guidance and
erial-likelihood accounts predict that the p
essor will initially adopt the sentential-comp
ent analysis. The experiment contained

ransitive sentences, so that readers would
hange subcategorization preferences as a
f the experimental session.
We manipulated the plausibility of the obje

nalysis, while holding the plausibility of th
entential-complement analysis constant. T
he sentenceThe young athlete realized h
otentialis plausible, whereas the sentenceThe
oung athlete realized her exercisesis implau-
ible (or semantically anomalous). In contr
he complete sentences (1a) and (1b) w
qually plausible. Hence any plausibility eff
ust have been due to readers adopting
bject analysis.

We predicted that if readers adopted the obo
-
-

n

)

s
e

l-
n

e

o
ot
ult

s,

,
e

e

ect analysis, they would detect that (1b) w
ess plausible than (1a) before the wordmight,
hen it becomes clear that the object anal
annot be correct. This disruption should m
fest itself either as increased reading time
1b) versus (1a) or as more regressive
ovements in (1b) versus (1a), beforemight.
uch a finding would be compatible with Pic
ring and Traxler (1998), who showed com
able effects with complement-clause amb
ties that were not biased toward the senten
omplement analysis, and with Traxler a
ickering (1996b), who employed unbound
ependency constructions. Notice that
ethod does not require the use of unamb
us control sentences to show misanalysis. S
entences may differ from the experimental s
ences in irrelevant ways.

We might also expect to find effects af
isambiguation if readers misanalyze. In a
ies of experiments, Pickering and Trax
1998) found that readers experiencedmoredif-
culty after disambiguation in sentences wh
isanalysis was plausible than sentences w
isanalysis was implausible. Readers ap

eluctant to give up a plausible initial analys
ut if the initial analysis is implausible, reade
ommit less strongly to the initial analysis a
ay even abandon it before reaching disam
ation. If participants follow one or other of t

requency-based accounts discussed above
dopt the sentential-complement analysis

ially and hence never experience any proc
ng difficulty from reanalysis. But if they do n
dopt a frequency-based processing stra

hey may have more difficulty with (1a) th
1b) after readingmight.Hence, there may be
rossoverbetween two parts of the senten
uring the ambiguous region (more precis
otential/exercises one day), (1b) should b
arder than (1a); after disambiguation, (

rom might onward) (1a) may be harder th
1b).

The main predictions concern initial proce
ng. However, if the parser follows a frequen
ased strategy, and given that the correct

ential-complement analyses of both (1a)
1b) are plausible, there is no reason why

-bject analyses should ever be considered.
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Hence, frequency-based accounts predict n
fects of the plausibility of the object analy
during later stages of processing.

Method

Participants. Forty native British Englis
speakers with normal or corrected-to-norma
sion from the University of Glasgow were pa
to participate in the eye-tracking phase of
study. Some had participated in previous e
tracking experiments.

Items.The items comprised 16 pairs of s
tences like (1) above (see Appendix). Both (
and (1b) are plausible, but (1a) has a plaus
object analysis, whereas (1b) has an implaus
object analysis. One version of each sente
was assigned randomly to one of two exp
mental lists. Thus, an individual participant s
one version of each test sentence. The cri
words (potential and exercises) were the sam
length and were matched for frequency [pla
ble objects: 86 per million in the CELEX da
base (Baayen, Piepenbrock, & van Rijn, 199
implausible objects: 71 per million;F , 1].

Verb norming.First, we generated plausib
verb–object combinations for 15 verbs t
could take either sentential complements or
jects. To determine the preferences for e
verb, we conducted a series of pretests.
were most concerned that the verbs we sele
preferred reduced-sentential-complement (
without that) continuations over object conti
uations. We focused on reduced sentential c
plements because they contain the rele
ambiguity, whereas unreduced sentential c
plements do not and because it is most con
vative to use verbs whose reduced-senten
complement frequency is higher than th
object frequency. In the first pretest, we p
sented the verbs in isolation to 20 participa
and asked them to write a sentence contai
each verb. The verbs were included in a r
domized list along with 92 other verbs. In t
second pretest, we attached subject n
phrases to each verb and asked a furthe
participants to write a continuation for ea
subject–verb combination. Table 1 presents
results of these first two pretests. We sele

verbs that (i) produced at least as many reduce
f-

-

-

)
e
le
e
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l

-

;

t
-
h
e
d

.,

-
t
-
r-
l-

-
s
g
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n
9

e
d

sentential-complement as object sentence
the first pretest and (ii) produced a 2:1 or gre
ratio of reduced-sentential-complement to
ject continuations in the second pretest. N
that we employed all verbs that met our crite
(and it is unlikely that there are many more s
verbs in British English). In a final pretest,
presented the beginnings of the test sente
through the article or possessive pronoun
preceded the matrix verb. We asked 20 fur
participants to write continuations for each fr
ment. At the point where the continuation

TABLE 1

Verb Preferences for Experiments 1 and 2

Response

S0 NP S- Othe

Results of first verb-preference test

Verb
admitted 7 7 1 5
decided 2 1 2 15
hinted 2 1 6 11
implied 8 2 8 2
pretended 6 0 4 10
realized 7 5 5 3

Results of second verb-preference test

Stem
The young athlete realized . . . 16 0 12 1
The doctor admitted . . . 9 4 16 0
The teacher hinted . . . 3 1 14 11
The bank admitted . . . 8 3 18 0
The investor realized . . . 11 3 14 1
The witness admitted . . . 16 0 9 4
The judge decided . . . 5 0 4 20
The slacker pretended . . . 3 0 6 20
The butler admitted . . . 10 2 17 0
The lecturer hinted . . . 4 1 15 9
The instructor implied . . . 9 0 19 1
The murderer admitted . . . 10 3 16 0
The tutor hinted . . . 5 2 15 7
The jury decided . . . 10 0 10 8
The young man realized . . . 16 2 10 1
The pub owner admitted . . . 8 2 18 1

Note. Numbers correspond to actual numbers of
ponses in each category. S0, reduced-sentential-co
ent response; NP, object response; S-, unreduced-s

ial-complement response.
d-gan, only object or reduced-sentential-comple-
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454 PICKERING, TRAXLER, AND CROCKER
ment continuations were ever employed. Ta
2 shows that including the material immediat
following the matrix verb and immediately pr
ceding the head noun of the subject of
embedded sentence did not change particip
responses.

Plausibility norming.To assess the plausib
ity of the postverbal noun phrases as di
objects for the matrix verbs, 20 participa
assigned ratings to sentences like (2):

(2a). The young athlete realized her potential.
(2b). The young athlete realized her exercises.

We instructed participants to assign a num
from 0 to 7 that reflected how much sense
sentence made. We eliminated stimuli from
set of test items if the plausible version (e.g.,
received mean plausibility rating below 5 o
the implausible version (e.g., 2b) received m
plausibility rating above 2.

To ensure that the items in the plausib

TABLE 2

Reduced-Sentential-Complement and Object C
letions for Sentence Stems Used in Experimen
nd 2

Stem

Response

S0 NP

The young athlete realized her . . . 16 4
The doctor admitted the . . . 16 4
The teacher hinted the . . . 13 7
The bank admitted the . . . 13 7
The investor realizeda . . . 19 1
The witness admitted the . . . 20 0
The judge decided the . . . 16 4
The slacker pretended the . . . 17 3
The butler admitted the . . . 14 6
The lecturer hinted the . . . 9 11
The instructor implied the . . . 13 7
The murderer admitted his . . . 18 2
The tutor hinted the . . . 19 1
The jury decided the . . . 18 2
The young man realized his . . . 16 4
The pub owner admitted the . . . 10 10

Note. Numbers correspond to actual numbers of
sponses in each category. S0, reduced-sentential-co
ment completion; NP, object completion.
object and implausible-object conditions were
e

s’

t

r
e
r
)

n

-

equally plausible on the correct sentential-c
plement analysis, a further group of 20 part
pants assigned plausibility ratings on the s
0-to-7 scale. Sentences with a plausible ob
analysis (e.g., 1a) received a mean rating of
whereas sentences with an implausible ob
analysis (e.g., 1b) received a mean rating of
This very small difference was significant
participants [F1(1,17) 5 4.41, p , .05,
MSe 5 .076], though not by items [F2(1,15),
1]. We return to this below.

Procedure.An SRI Dual-Purkinje Gener
tion 5.5 eye-tracker monitored participants’ e
movements. The tracker has angular resolu
of 10° arc. The tracker monitored only the rig
eye’s gaze location. A PC displayed items o
VDU 70 cm from participants’ eyes. The VD
displayed four characters per degree of vi
angle. The tracker monitored participants’ g
location every millisecond and the softw
sampled the tracker’s output to establish
sequence of eye fixations and their start
finish times.

Before the experiment started, participa
read an explanation of eye tracking and a se
instructions. The instructions told them to re
at their normal rate and comprehend the tex
well as they could. The experimenter th
seated the participant at the eye-tracker
used bite bars and forehead restraints to m
mize head movements. Next, participants c
pleted a calibration procedure. Before each t
a small “1” symbol appeared near the upp
left-hand corner of the screen. Immediately
ter participants fixated the “1” symbol, the
computer displayed an item, with the first ch
acter of the text replacing the “1” on the screen
The “1” symbol also served as an automa
calibration check, as the computer did not
play the item until it detected stable fixation
the “1” symbol. If participants did not rapid
fixate the “1” symbol, the experimenter reca
brated the eye-tracker. When participants
ished reading each item, they pressed a key
the computer either displayed a comprehen
question (e.g.,Did the young athlete realis
something?), on about half of the trials, ba
anced across conditions, or proceeded to

-
1

-
le-
next trial. Half of these questions had “yes”
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455AMBIGUITY RESOLUTION AND LEXICAL GUIDANCE
answers, half had “no” answers. Participa
responded to the questions by pressing a bu
and did not receive feedback on their answ
After participants completed each sixth of
experiment, the experimenter recalibrated
equipment. Thus, the eye-tracker was calibr
a minimum of six times during the experime
and often more.

The computer displayed each experime
list in a fixed random order together with
other sentences. Twenty-six of these made
Experiment 3, described below. The other
sentences were of varied grammatical type (
The young boy wished for a brand new bicy
on his eighth birthday.). However, these se
tences never included noun-phrase objects
that any evidence for readers’ adopting the
ject analysis could not be due to prior expos
to related sentences.

Regions.We report analyses on four critic
regions. Thenoun region comprised the he
noun of the embedded sentence subject [
potential in (1a)]. The postnounregion com
prised the material between the noun region
the verb region (e.g.,one day). Theverb region
comprised the first verb of the embedded s
tence (e.g.,might). This verb could be a main
an auxiliary verb and was chosen becaus
constituted the first point at which it beca
clear that the object analysis could not be
rect. Thepostverbregion comprised the mat
ial from the end of the verb region up to t
ine break (e.g.,make her). Both the noun an
erb regions were always a single word.
egions included the character space imm
tely before the first word in the region.
Fixations.We first determined which line

ext participants were reading. This involv
ome judgment because the fixation point co
e between two lines of text. However, in
ast majority of cases, determining which l
as fixated caused no difficulty whatsoever.
utomatic procedure then pooled short cont
us fixations. The procedure incorporated fi

ions of less than 80 ms into larger fixatio
ithin one character space and then del
xations of less than 40 ms that fell within thr
haracter spaces of any other fixation. Foll

ng Rayner and Pollatsek (1989), we presum
s
n
.

e
d

l

p

.,

o
-
e

.,

d

-

it

-

i-

d

-
-

d

-

hat readers do not extract much informa
uring such brief fixations.
Measures.We report three standard measu

f processing during reading.First-pass time
ums all fixation times starting with the reade
rst fixation inside the region until the reade
aze leaves the region, either to the left or to
ight. For regions consisting of a single wo
his corresponds to Rayner and Duffy’s (19
aze duration measure.Total timesums all fix-

ation times within the region.First-pass regres
sions include all leftward eye movements th
cross the region’s left boundary and which
mediately follow a first-pass fixation in the
gion. Hence there can only be one first-p
regression from a region per trial. First-p
regressions are reported as raw score m
(e.g., if a participant encounters eight stim
per condition, a mean of 25 25% of trials
involved a first-pass regression). We also re
two less standard measures of early proces
(which are, nevertheless, related to meas
first employed by Rayner and Duffy). The re
son is that first-pass times are sometimes t
cated by readers entering a region and rap
regressing, which can occur when they enco
ter processing difficulty (Brysbaert & Mitche
1996; Hemforth, Konieczny, Scheepers,
Strube, 1994; Liversedge, Pickering, & Trax
1996; Traxler, Bybee, & Pickering, 1997;
Rayner & Pollatsek, 1989). Thus, two pieces
text, one that causes processing difficulty
one that does not, can have similar first-p
times. In the first case, readers rapidly exit to
left; in the second case, readers rapidly ex
the right.Right-bounded timeis the sum of a
fixations within a region before the eye fixa
any region to the right of the region.Regres
sion-path time includes all of the fixation
within a region and all subsequent fixations
prior regions, until the eye crosses the regio
right boundary.

Note that if the eye fixates a point beyond
end of a region before landing in the region
the first time, then the analysis software retu
a value of 0 ms for first-pass time, first-p
regressions, right-bounded time, and reg
sion-path time. All such 0 ms values were

ecluded from the analyses reported below. This
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456 PICKERING, TRAXLER, AND CROCKER
criterion eliminated 11.2% of the data. Furth
we removed trials on which the eye-tracker
track of the participant’s gaze location bef
analyzing the data. Specifically, we remo
trials on which two consecutive regions
ceived no first-pass fixation. This criterion eli
inated a further 3.9% of the data. Analyses
treated such regions as having 0 ms rea
times produced nearly identical results.

Results and Discussion

Table 3 presents mean first-pass regress
first-pass time, right-bounded time, regress
path time, and total time for Experiment
Table 4 presents statistical analyses for th
data.

We first subjected the data from Experim
1 to separate 2 (Plausibility: plausible vs
plausible object analysis)3 2 (Region: post
noun vs verb region) ANOVAS with partic
pants and items as random factors (see the
block of Table 4). If participants constructed
object interpretation for the sentences in Ex
iment 1, then the manipulation of the plausi
ity of the object interpretation should ha
produced longer reading times (or more reg
sions) for sentences with implausible ob
analyses than sentences with plausible ob
analyses. Adopting a plausible object anal
should have caused participants to have gre

TAB

Experiment 1 Means for First-Pass Regressions, Fi
Total Time Data b

Measure Object analysis

First-pass regressions Plausible
Implausible

First-pass time (ms) Plausible
Implausible

Right-bounded time (ms) Plausible
Implausible

Regression-path time (ms) Plausible
Implausible

Total time (ms) Plausible
Implausible
difficulty processing disambiguating material,
,
t

t
g

s,
-

e

t

st

-

-
t
ct
s
er

and so sentences with plausible object anal
should have produced longer reading times
more regressions) following the point of synt
tic disambiguation than sentences with imp
sible object analyses. This would constitute
crossover effect discussed above. The reli
interaction of plausibility in the right-bound
time, regression-path time, and total time m
sures demonstrates that participants did r
larly construct the object analysis.

We next analyzed the data from each sco
region separately. Mean total time on the n
region was longer for sentences with impla
ble object analyses than for sentences with p
sible object analyses (see the second bloc
Table 4), but the other measures revealed
reliable differences between conditions. T
postnoun region produced reliable differen
between condition means in the right-bound
regression-path, and total-time measures
the third block of Table 4). Thus, sentences w
implausible object analyses caused particip
greater difficulty than sentences with plaus
object analyses before readers encountered
tactically disambiguating material. Analyses
the data from the verb and postverb regi
produced reliable differences between s
tences with plausible and implausible ob
analyses only in the verb region, and there o
in the right-bounded time measure (see

3

Pass Time, Right-Bounded Time, Regression-Path Tim
egion and Condition

Region

oun Postnoun Verb Postve

0.78 1.05 1.48
0.83 1.15 1.30 2.6
255 301 279 353
61 323 270 377
265 318 310 391

79 363 287 412
310 353 362 471

41 442 357 479
367 443 363 471
30 514 339 506
LE

rst-
y R

N

2

2

3

4

fourth and fifth blocks of Table 4). This finding
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457AMBIGUITY RESOLUTION AND LEXICAL GUIDANCE
suggests that the bulk of processing neces
for recovery from misanalysis was acco
plished via a combination of refixations on p
viously encountered material and longer fi
tion on the verb itself. This is consistent w
the general absence of effects in the other m
sures on the verb region.

TAB

Experiment 1 ANOVAs for First-Pass Re
Regression-Path T

Source

Plausibility 3 Region (postnoun vs verb regions)
First-pass regressions
First-pass time
Right-bounded time
Regression-path time
Total time

Plausibility (noun region)
First-pass regressions
First-pass time
Right-bounded time
Regression-path time
Total time

Plausibility (postnoun region)
First-pass regressions
First-pass time
Right-bounded time
Regression-path time
Total time

Plausibility (verb region)
First-pass regressions
First-pass time
Right-bounded time
Regression-path time
Total time

Plausibility (postverb region)
First-pass regressions
First-pass time
Right-bounded time
Regression-path time
Total time

Note.Values within parentheses represent mean-squ
15) for items.

* p , .05.
** p , .01.

*** p , .001.
Note that the very small difference in plausi-
ry

-

a-

bility ratings of the experimental sentences
the sentential-complement analysis cannot h
caused the experimental results. The differe
between the two conditions emerged before
ticipants had encountered the verbmight (i.e.,
before they had reached the verb region).
hard, therefore, to see how any plausibility

4

ssions, First-Pass Time, Right-Bounded Time,
, and Total Time Data

Within participants and items

F1 F2

(1.49) ,1 (2.92)
2.38 (6839) 5.07* (1205
7.41** (7878) 16.46*** (1178
5.62* (19770) 12.37** (318
.62** (11297) 34.71*** (1134)

(0.77) ,1 (1.62)
(1449) ,1 (1768)

1.49 (2443) ,1 (2290)
2.09 (8885) 1.81 (415
.88** (7277) 5.44* (5825)

(1.12) ,1 (3.26)
1.41 (6564) 2.47 (1423
5.86* (6909) 5.93* (1782
9.51** (16884) 13.40** (3850
.66** (13319) 11.45** (3406)

(1.33) ,1 (1.53)
1.86 (3805) 4.00 (658)
5.43* (3638) 7.14* (1242

(10891) ,1 (3945)
.17 (4696) 2.16 (3192

(1.73) ,1 (2.13)
2.47 (1423) ,1 (4856)
1.10 (7708) ,1 (6668)

(20116) ,1 (14260)
.13 (11161) 1.26 (5371

d errors. Degrees of freedom are (1, 39) for participa
LE
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fect based on the plausibility of the complete
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458 PICKERING, TRAXLER, AND CROCKER
sentence could have caused the effect
emerge so early. Additionally, such an acco
could not explain the evidence for difficu
upon encountering the verb in the senten
with plausible versus implausible object ana
ses.

We conclude that participants regula
adopted the object analysis for the experime
materials. This finding is incompatible w
both serial lexical guidance and serial like
hood. The pattern of results in Experimen
was consistent, however, with previous findi
for the same construction using a similar pl
sibility manipulation but with experimental se
tences that were generally biased toward
sentential-complement analysis (Pickering
Traxler, 1998). As in Pickering and Traxler,
found evidence for the crossover pattern: m
difficulty for sentences with implausible obje
analyses before disambiguation, and some
dence for more difficulty for sentences w
plausible object analyses after disambiguat

EXPERIMENT 2

Experiment 2 tested whether the results
Experiment 1 replicated when participants r
passages rather than isolated sentences.
prediction was that the same pattern of res
should occur and therefore that participa
would not follow serial lexical guidance or s
rial likelihood in extended texts any more th
in isolated sentences.

Method

Participants.Twenty new participants fro
the same population as Experiment 1 were
to participate in the eye-tracking phase of
study.

Items. The stimuli were the test senten
from Experiment 1 embedded within short p
sages. The target sentences were preceded
title and a single sentence and followed b
final sentence (see Appendix).

THE YOUNG SPRINTER
The girl did a series of strenuous exercises every da
before she reached her full potential. The young ath
lete realized her potential/exercises one day migh
make her a world-class sprinter. She dreamt abo

winning a gold medal in the Olympic Games.
to
t

s

l

-

e

e

i-

.

f
d
ur
s
s

d

-
y a

Both versions of the noun that was manipula
between conditions (i.e.,potential and exer-
cises) appeared in the first sentence of the p
sage, in different orders for different items. T
sentence with the plausible object analysi
given before the slash; the noun used in
sentence with the implausible object analys
given after the slash. In other respects,
method was identical to Experiment 1.

Procedure.Participants were presented w
48 paragraphs in all, 16 experimental pa
graphs from the current experiment and 32 p
graphs from an unrelated experiment investi
ing instrument inferences. In other respects
procedure was identical to Experiment 1.
eliminated 8.0% of the data due to participa
skipping adjacent regions. Dropping data fr
any region that was not fixated eliminated
further 13.5% of the data. As in Experiment
analyses including these data produced ne
identical results.

Results and Discussion

Table 5 presents mean first-pass regress
first-pass time, right-bounded time, regress
path time, and total time for Experiment
Table 6 presents statistical analyses for th
data.

As in Experiment 1, we subjected the data
separate 2 (Plausibility: plausible vs implau
ble object analysis)3 2 (Region: postnoun v
verb region) ANOVAs (see the first block
Table 6). If participants constructed the ob
interpretation for the sentences in Experimen
then the manipulation of the plausibility of t
object interpretation should have produ
longer reading times (or more regressions)
sentences with implausible object analyses
sentences with plausible object analy
Adopting a plausible object analysis sho
cause participants to have greater difficulty p
cessing disambiguating material, and so
tences with plausible object analyses sho
have produced longer reading times or m
regressions following the point of syntactic d
ambiguation than sentences with implaus
object analyses. The reliable interaction of p

sibility in the total-time measure demonstrates
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459AMBIGUITY RESOLUTION AND LEXICAL GUIDANCE
that participants regularly constructed the ob
analysis.

We next analyzed the data from each sco
region separately. The postnoun region p
duced reliable differences between sente
with plausible and implausible object analy
in the first-pass and right-bounded time m
sures (see the third block of Table 6). T
participants analysis of the regression-path
measure also produced a statistically signifi
difference, but the items analysis did not.

In this experiment, the strongest evide
that readers adopted the object analysis co
from elevated reading times for sentences
implausible object analyses in the postnoun
gion in the first-pass and right-bounded ti
measures. Although an interaction of plausi
ity and region indicated that the magnitude
direction of the plausibility effect in the pos
noun and verb regions differed, the verb reg
in isolation did not produce reliable plausibil
effects.

In conclusion, Experiment 2 provides ad
tional support for the conclusions of Expe
ment 1 and allows the conclusions to be ge
alized to the reading of more naturalistic te

EXPERIMENT 3

Experiments 1 and 2 showed that people
not follow either the serial lexical-guidance

TAB

Experiment 2 Means for First-Pass Re
Regression-Path Time, and To

Measure Object analysis

First-pass regressions Plausible
Implausible

First-pass time (ms) Plausible
Implausible

Right-bounded time (ms) Plausible
Implausible

Regression-path time (ms) Plausible
Implausible

Total time (ms) Plausible
Implausible
the serial-likelihood account in reading comple-s
t

g
-
s

-

e
t

es
h
-

-

r-
.

o

ment-clause ambiguities. In order to determ
whether these conclusions held more gener
Experiment 3 investigated the processing of
other type of sentence using the same met
We employed subordinate-clause ambigu
like (3):

(3a). While the pilot was flying the plane that had
arrived stood over by the fence.
(3b). While the pilot was flying the horse that had
arrived stood over by the fence.

In these sentences, the ambiguity conc
whetherthe planein (3a) andthe horsein (3b)
is the object of flying or the subject ofstood
The latter analysis turns out to be correct,
was flyingturns out to be intransitive. Howev
experimental evidence shows that people o
encounter difficulty processing such senten
which suggests that they often initially consi
the possibility thatthe planeor the horseis the
object ofwas flying(Clifton, 1993; Ferreira &

enderson, 1991; Frazier, 1979; Frazier
ayner, 1982; Mitchell, 1987; Pickering
raxler, 1998; Warner & Glass, 1987).
Our question is whether readers still cons

his possibility when the verb in the subordin
lause (here,was flying) is more likely to be

ntransitive than transitive and when the wh
ontext makes the same prediction. Accord
o either frequency-based account, rea

5

sions, First-Pass Time, Right-Bounded Time,
Time Data by Region and Condition

Region

oun Postnoun Verb Postve

1.65 0.75 0.90
1.30 0.65 1.00 1.7
252 306 241 354
53 346 245 353
269 347 263 434

63 391 264 418
339 393 303 583

32 453 319 563
333 472 369 515
65 527 338 501
LE

gres
tal

N

2

2

3

3

hould ignore this object analysis and should
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460 PICKERING, TRAXLER, AND CROCKER
immediately assume thatthe planeor the horse
is the subject of the main clause. The proce
should therefore not be affected by the imp
sibility of flying a horse. But if readers do n
follow either of these accounts and treatthe
planeandthe horseas the object ofwas flying
then we predict a crossover pattern: difficu

TAB

Experiment 2 ANOVAs for First-Pass Re
Regression-Path T

Source

Plausibility 3 Region (postnoun vs verb)
First-pass regressions ,1
First-pass time 3
Right-bounded time 3
Regression-path time ,1
Total time 6.

Plausibility (noun region)
First-pass regressions
First-pass time ,1
Right-bounded time ,1
Regression-path time ,1
Total time 1.

Plausibility (postnoun region)
First-pass regressions ,1
First-pass time 6
Right-bounded time 5
Regression-path time
Total time 2.

Plausibility (verb region)
First-pass regressions ,1
First-pass time ,1
Right-bounded time ,1
Regression-path time ,1
Total time 1.

Plausibility (postverb region)
First-pass regressions
First-pass time ,1
Right-bounded time ,1
Regression-path time ,1
Total time ,1

Note.Values within parentheses represent mean-squ
15) for items.

* p , .05.
** p , .01.

*** p , .001.
with (3b) compared with (3a) during the ambig-
r
-

uous region (more specifically,plane/horse tha
had arrived), and difficulty with (3a) compare
with (3b) after disambiguation (i.e., fromstood
onward).

Method

Participants.Twenty new participants fro

6

ssions, First-Pass Time, Right-Bounded Time,
, and Total Time Data

Within participants and items

F1 F2

(0.83) ,1 (0.92)
(1805) 3.66 (1697
(2910) 3.45 (2449

(10135) 1.25 (8286)
(5361) 7.76* (3947)

5 (1.07) 1.09 (0.7
(1344) ,1 (892)
(2046) ,1 (1208)
(5133) ,1 (2012)
(7242) 1.48 (4164

(0.57) ,1 (0.93)
* (2667) 4.54* (3310
* (3277) 4.49* (3694
* (7247) 3.38 (928

(13426) 2.32 (1000

(0.63) ,1 (0.79)
(691) ,1 (406)
(2059) ,1 (632)
(8914) ,1 (3246)
(5161) 1.95 (4628

7 (0.83) ,1 (0.92)
(4977) ,1 (3660)
(6625) ,1 (3557)
(21365) ,1 (8286)
(14048) ,1 (8812)

d errors. Degrees of freedom are (1, 19) for participa
LE

gre
ime

.69

.12

95*

1.1

42

.21

.76
4.91
25

90

1.5

are
the same population as Experiment 1 were paid
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to participate in the eye-tracking phase of
study.

Items. The items consisted of 26 senten
like (3) above (see Appendix). Both (3a) a
(3b) are plausible, but (3a) has a plausible
ject analysis, whereas (3b) has an implaus
object analysis.

Verb norming.We wanted to select intran
tive-preference verbs. We completed a t

TABLE 7

Intransitive and Noun-Phrase Object Completions
for Sentences from Experiment 3

Verb

Response

Intransitive NP

Completions for verbs presented in isolation

hanted 10 10
heered 15 5
ectured 14 6

arched 18 2
reached 14 6
ailed 14 6
ang 17 3
moked 10 10
alked 12 8
as flying 17 3
as running 14 6
as swimming 18 2

Stem

Response

Intransitive NP Othe

Completions for verbs presented with their stems

s the monk chanted . . . 14 0 0
hile the supporters cheered . . . 10 3 1
hile the pilot was flying . . . 12 2 0
s the professor lectured . . . 14 0 0
s the sergeant marched . . . 13 1 0
s the minister preached . . . 12 2 0
s the old man sailed . . . 10 4 0
s the choir sang . . . 12 1 1
hen the man smoked . . . 10 3 1
hile the boy was swimming . . . 14 0 0
hile the man walked . . . 11 3 0
s the pickets chanted . . . 14 0 0
ecause the boss lectured . . . 14 0 0
hen the kidnapper marched . . . 14 0 0
hile the captain sailed . . . 10 4 0
stage selection process as before. Table 7 pr
s

-
e

-

sents the results of the two norming tasks. In
first norming phase, participants wrote s
tences for 107 verbs. Fifteen were the sen
tial-complement verbs tested for Experimen
and 2. The rest were of varying types. This t
uncovered 12 verbs that produced intrans
responses as often as or more often than o
continuations. We then wrote stimuli contain
these 12 verbs. We presented the beginning
the stimuli, up to and including the verb a
asked another group of 14 participants to c
plete each stem. We selected 26 stems
produced a ratio of intransitive to object co
pletions of 2:1 or greater.

Plausibility norming. We constructed tw
versions of each target sentence. In one ver
the subject of the complement clause mad
plausible object of the preceding verb [e
(3a)]. In the other version, the subject of
complement clause made an implausible ob
of the preceding verb [e.g., (3b)]. In order
determine this, raters assigned numbers
tween 0 and 7 to sentences like (4) accordin
how much sense they made.

(4a). The pilot was flying the plane.
(4b). The pilot was flying the horse.

We eliminated items as in Experiment 1.
To ensure that there were no plausibility d

ferences on the correct reading, a further gr
of 29 participants assigned plausibility ratin
to the complete experimental sentences [i.e
(3a) and (3b)]. Items in the plausible condit
received mean ratings of 5.3, whereas item
the implausible condition received mean rati
of 4.5. This fairly small difference produced
significant value in the participants analy
[F1(1,28) 5 72.04, p , .0001, MSe 5
0.245] that did not quite attain significance
the items analysis [F2(1,25)5 3.14,p , .10,
MSe 5 2.78]. We return to this below. In oth
respects, the method was identical to Exp
ment 1.

Procedure.Experiment 3 was run with E
periment 1, and hence the procedure was i
tical. We eliminated 4.4% of the data due
participants skipping adjacent regions. Dr
ping data from any region that was not fixa

e-on the first pass eliminated a further 12% of the
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data. An in the other experiments, analyses
cluding these data produced nearly ident
results.

Results and Discussion

Table 8 presents mean first-pass regress
first-pass time, right-bounded time, regress
path time, and total time for Experiment
Table 9 presents statistical analyses for th
data.

We again subjected the data to separa
(Plausibility: plausible vs implausible obje
analysis)3 2 (Region: postnoun vs verb regio
ANOVAs (see the first block of Table 9).
participants constructed the object analysis
the sentences in Experiment 3, then the ma
ulation of the plausibility of the object interpr
tation should have produced longer read
times or more regressions for sentences
implausible object analyses than sentences
plausible object analyses. Adopting a plaus
object analysis should have caused particip
to have greater difficulty processing disamb
uating material, and so sentences with plaus
object analyses should have produced lo
reading times or more regressions following
point of syntactic disambiguation than s
tences with implausible object analyses. He
we predicted a “crossover” between regions
fore and after disambiguation, as discus

TAB

Experiment 3 Means for First-Pass Re
Regression-Path Time, and To

Measure Object analysis

First-pass regressions Plausible
Implausible

First-pass time (ms) Plausible
Implausible

Right-bounded time (ms) Plausible
Implausible

Regression-path time (ms) Plausible
Implausible

Total time (ms) Plausible
Implausible
above. The reliable interaction of plausibility in
-
l

s,
-

e

2

r
-

h
th
e
ts
-
le
r

,
-
d

the first-pass regressions, right-bounded t
regression-path time, and total time meas
demonstrates that participants regularly c
structed the object analysis.

We next analyzed the data from each sco
region separately. Mean regression-path
and total time on the noun region was longer
sentences with implausible object analyses
for sentences with plausible object analyses
the second block of Table 9). Analyses of
right-bounded measure produced a statistic
reliable difference in the items analysis an
nearly reliable difference in the participa
analysis. Analyses of the postnoun region
vealed statistically reliable differences in th
of the four measures of early processing (see
third block of Table 9). The first-pass and to
time measures did not reveal any differen
between sentences with plausible and impla
ble object analyses. The plausibility effect
served in the noun and postnoun regions
versed itself in the verb and postverb regi
(see the fourth and fifth blocks of Table
Analyses of the data from the verb region p
duced reliable differences in the first-pass
total-time measures, with an additional relia
difference in the items analysis of the rig
bounded measure. The postverb region
duced reliable differences on the right-boun
time, regression-path time, and total-time m

8

sions, First-Pass Time, Right-Bounded Time,
Time Data by Region and Condition

Region

oun Postnoun Verb Postve

1.50 1.13 3.70
1.58 2.60 3.00 3.9
291 597 347 306
05 606 326 275
307 651 404 374

22 748 378 302
362 696 530 604

94 873 485 410
418 1041 541 441
67 1054 489 358
LE

gres
tal

N

3

3

3

4

sures. Analyses of the first-pass time data re-
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vealed a reliable effect in the items analysis,
not in the participants analysis.

Just as in Experiment 1, the small differe
in plausibility ratings of the sentences on
intransitive analysis cannot have caused the
perimental results. The clearest reason for
cluding that is that the sentences with plaus

TAB

Experiment 3 ANOVAs for First-Pass Re
Regression-Path T

Source

Plausibility 3 Region (postnoun vs verb)
First-pass regressions 16
First-pass time 1.4
Right-bounded time 22.
Regression-path time 24
Total time 4.5

Plausibility (noun region)
First-pass regressions ,1
First-pass time 2.4
Right-bounded time 3.0
Regression-path time 4.
Total time 6.9

Plausibility (postnoun region)
First-pass regressions 17
First-pass time ,1
Right-bounded time 36.
Regression-path time 65
Total time ,1

Plausibility (verb region)
First-pass regressions 3
First-pass time 4.2
Right-bounded time 3.5
Regression-path time 1.
Total time 8.9

Plausibility (postverb region)
First-pass regressions 1
First-pass time 3.5
Right-bounded time 9.6
Regression-path time 10
Total time 9.6

Note.Values within parentheses represent mean-squ
25) for items.

* p , .05.
** p , .01.

*** p , .001.
object analyses, which also had slightly more
t

x-
-

e

plausible intransitive analyses than the s
tences with implausible object analyses, w
harder to process than the sentences with
plausible object analyses after disambiguat
This effect is predicted if participants initia
adopted the object analysis (Pickering & Tr
ler, 1998), but cannot be explained if part

9

ssions, First-Past Time, Right-Bounded Time,
, and Total Time Data

Within participants and items

F1 F2

*** (3.07) 13.76*** (6.04
(6643) 3.72 (1982

** (6646) 26.21*** (4052
** (20252) 15.94*** (1986

(9408) 6.58* (6281)

(1.24) ,1 (1.88)
(1663) 3.59 (1181
(1645) 4.36* (1382
(4368) 5.64* (310

(6998) 4.22* (10184

*** (3.38) 26.75*** (2.76
(9738) ,1 (2638)

** (5163) 16.23*** (7922
** (9564) 14.14*** (3049

(25077) ,1 (26892)

(3.33) 3.21 (5.7
(2202) 8.01* (1058
(3797) 5.82* (1796
(21706) 2.19 (883

(6099) 4.25* (6676)

(2.14) ,1 (3.45)
(5338) 7.98** (2064
(10846) 10.30** (5418

* (73437) 10.78** (322
(14384) 12.69** (8103)

d errors. Degrees of freedom are (1, 39) for participa
LE

gre
ime

.12
3

93*
.40*
2*

1
9

71*
0**

.68

83*
.87*

.38
1*
4

87
7**

.14
3
6**

.32*
9**

are
pants initially adopted the intransitive analysis.
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An additional reason for concluding that
small plausibility difference cannot have be
the source of the experimental results is tha
difference between the two conditions emer
before participants had reached the main
(e.g.,stood). We conclude that participants in
tially adopted the object analysis in Experim
3. This is again inconsistent with the se
lexical-guidance and serial-likelihood accou

GENERAL DISCUSSION

Experiments 1–3 tested the predictions
two serial frequency-based models: a lexi
guidance account in which the parser initia
adopts the analysis compatible with the m
frequent subcategorization frame of the v
(Ford et al., 1982), and a more general se
likelihood account in which the parser ado
the analysis that readers would produce as
sentence completion given prior context. N
ther of these accounts is compatible with
results. Experiments 1 and 2 showed that
ticipants adopted the object analysis in com
ment-clause ambiguities, even when both p
context and subcategorization frequencies
ported the sentential-complement analysis.
periment 3 showed that they adopted
transitive analysis of subordinate-clause am
guities, even when both prior context and s
categorization frequencies supported the int
sitive analysis.

In more detail, we constructed sentences
were locally ambiguous: A noun phrase co
either serve as the object of a preceding ver
as the subject of a following compleme
clause. Pretests demonstrated that the o
analysis was the less frequent analysis for
verb, and the less frequent continuation, gi
the prior context. Pretests also demonstr
that the two versions of the experimental ite
differed in plausibility on the less frequent o
ject analysis. The eye-tracking experime
showed that participants were affected by
plausibility manipulation. Most importantl
participants found processing of the ambigu
region more difficult if the object analysis w
implausible than if it was plausible. Additio
ally, the results demonstrated that the condit

exhibited a crossover between regions befor
e
d
b

t
l
.

f
-

t

l-

ir
-

r-
-
r
-
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i-
-
-

t

r

ct
e
n
d

s
e

s

s

and regions after the point of disambiguat
(Pickering & Traxler, 1998). Experiments 1 a
3 showed effects with two different senten
types; Experiment 2 showed effects when
sentences from Experiment 1 were presente
discourse context. Hence the results indi
that readers adopted the object analysis,
though both frequency-based accounts
dicted that they would have adopted the a
native analysis.

Contrast with Garnsey et al. (1997)

Our results appear to contradict those
Garnsey et al. (1997). The crucial differenc
that we find plausibility effects with sententi
complement-biased verbs (i.e., C-biased ve
both during the critical ambiguous region a
after disambiguation, and they do not. We id
tify three possible reasons for this. First,
experiments had much greater power. We
ployed 8 items per cell (13 per cell in Expe
ment 3, using a second sentence type) ra
than 4 per cell; and Garnsey et al.’s res
depended on interactions between experime
sentences and control sentences with
complementizerthat, whereas our did not. Se
ond, their ambiguous region was shorter t
ours. Our effects are clearest in the postn
region, which they did not have. In our labo
tory, we have repeatedly found plausibility
fects that emerge immediately after a crit
head noun (e.g., Pickering & Traxler, 19
Traxler et al., 1998).

Finally, Garnsey et al.’s (1997) conclusio
depend to a very large extent on the compar
between the C-biased and O-biased verbs
sentially, they find some evidence for ea
plausibility effects with the O-biased verbs,
none with the C-biased verbs. But there is
son to believe that effects with C-biased ve
would be smaller than effects with O-bias
verbs (e.g., Mitchell & Holmes, 1985; Tru
swell et al., 1993), perhaps reflecting diff
ences in difficulty of reanalysis. Hence, they
faced with the problem of distinguishing
smaller effect from no effect. No direct co
parisons are made between C- and O-bi
verbs. Moreover, their evidence for plausibi

eeffects with O-biased verbs is weak. The critical
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interaction only approached significan
weakly on the first pass(.05 , p , .1 by

articipants;p . .1 by items) and was nonsi
ificant on total time. In the self-paced-read
eplication, the effect actuallyreversed(though
onsignificantly), and there was a marginal
ersed effect with the third set of verbs,
quibiased verbs. At disambiguation, there
marginal interaction for the O-biased ve

etween plausibility and complementizer pr
nce on total time only. In general, the effect
lausibility were weak with the O-biased ver
iven their short ambiguous region and sm
umber of items, it is not surprising that Ga
ey et al. (1997) did not detect plausibility
ects for C-biased verbs.

In conclusion, we were looking for a ve
pecific effect; whereas they searched fo
uch more complex pattern of effects, wh

esulted from the manipulation of type of ve
resence versus absence of complemen
nd reading method. It is therefore not surp

ng that we found an effect that their techniq
ailed to discover; whereas, in contrast, th
xperiments provided very important evide
bout other aspects of processing. Hence we
e convinced that readers do not always a

he most likely analysis at a point of local a
iguity. We should not, however, that Garn
t al. (1997) also reject a serial lexical-guida
ccount. They found that some of the effect

heir C sentences correlated with the differe
n the plausibility of the object analysis betwe
est sentences. This suggests that readers
ated the object analysis when the verb

erred a sentential complement,contrathe seria
exical-guidance account.

mplications of These Results for Other
Models

The results rule out two possible kinds
erial, frequency-based accounts: serial lex
uidance and serial likelihood. They might,

heory, be compatible with other serial f
uency-based accounts that make their d
ions at some different fineness of grain fr
ither of the accounts that we have tested. In
bsence of any clear accounts, we can

laim that it is unlikely that such accounts
-

s

-
f
.
l

a

r,
-

r

an
t

e

e

al-
-

l
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e
ly

would make different predictions from both
the accounts we have tested. Hence, we can
out Ford et al.’s (1982) lexical guidance acco
and suggest that the Linguistic Tuning acco
(Mitchell et al., 1995) is likely to be incompa
ible with our data. In what follows, we discu
other kinds of models. Two of these classes
currently influential; the third is a new altern
tive.

Parallel, frequency-based accounts.By a
parallel frequency-based account, we mean
account in which different analyses can be c
sidered concurrently and are ranked on the b
of their frequency. The most explicit of these
Jurafsky’s (1996) model, which estimates li
lihood using a combination of top-down (gra
matical) and bottom-up (lexical preference)
formation and considers a bounded numbe
ranked analyses in parallel. While it is diffic
to make specific predictions for his model w
respect to our experimental materials, we
sume it would initially rank the sentential-co
plement or the intransitive analysis higher t
the object analysis and should thus predic
processing delays as a result of plausibility
the object reading. The effects we observe
therefore not directly predicted or explained
the parallel likelihood parsing mechanism
proposes.

However, the best known parallel accou
are constraint-based accounts, in which par
preferences are determined by the simultan
interaction of multiple constraints (Garnsey
al., 1997; MacDonald, 1994; MacDonald et
1994; McRae, Spivey-Knowlton, & Tanenha
1998; Trueswell, 1996; Trueswell et al., 19
1994; cf. Taraban & McClelland, 1988; Tyler
Marslen-Wilson, 1977). These constraints re
to any properties of the encountered sente
that may influence its continuation, includi
subcategorization preferences, other synta
cues, the meaning of the fragment, the natur
the discourse context, and prosody or punc
tion. The relative activations of different an
yses (i.e., their rankings) change dynamicall
new constraints become available.

Because the parser pays attention to mul
constraints, such accounts have more in c

mon with fine-grained than coarse-grained ac-
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counts. This is evidenced by the fact that d
about these constraints is typically estima
from corpus counts or from production ta
where participants complete sentences from
point of ambiguity onward. For instance, a f
participants might completeThe young athlet
ealized. . . using an object (e.g.,her potential),

but more using a sentential complement (e
her potential was enormous); and most migh
completeThe young athlete realized herusing a
entential complement (e.g.,her potential wa
normous). From this, such models would a
ume that the parser would prefer the senten
omplement analysis to the object analysis (
arnsey et al., 1997; Trueswell et al., 1993)
ould foreground it byher at the latest.
There are two ways in which our experime

o not directly test constraint-based accou
irst, it is not clear that we employ the corr
neness-of-grain to test the models. Clea
onstraint-based accounts are more general
he serial lexical-guidance account in that s
ategorization preferences are not the only
or used to determine preferences. They do
ear to have more in common with the ser

ikelihood account, if only because propone
f such theories have employed sentence-c
letion data to determine their predictions.
However, some constraint-based mod

ave been given particular connectionist im
entations which are not entirely compati
ith the assumption that rankings should
etermined by completion preferences. Th
uliano and Tanenhaus (1994) assumed a
ork consisting of an input layer represent

exical items, a hidden unit layer, and a la
epresenting syntactic categories. As Mitche
l. (1995) pointed out, lexical information mu
e stored in the set of weights between the in
nd the hidden layers. During training, ev

nput leads to adjustment of all other weig
ia back propagation. Thus, the weights
ween the hidden units and the syntactic c
ory units will necessarily reflect frequencies
roader categories than the individual lex

tems—so-called neighborhood effects. T
onsequence is that subcategorization pr
nces will be affected by subcategorization

uencies for classes of verbs, not just individuac
a
d

e

.,

l-
.,
d
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an
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s
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,
t-

t

t
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l
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erbs. For instance, the processor might
hat more verbs are transitive than intransit
ay, and prefer a transitive analysis for a lo
requency intransitive-preference verb.

Given, however, that both of our prete
construction of a sentence containing a v
ike realizedand completion of a fragment lik
he athlete realized. . .) make the same pred

ion about the favored analysis, it is high
nlikely that any current constraint-bas
odel would predict the opposite. It is theref

easonable to conclude that the object ana
hould be disfavored in both constructions c
idered in this article.
The second way in which our experiments

ot directly test constraint-based account
hat we tested the adequacy of serial freque
ased accounts, not parallel ones. Parallel m
ls to predict the activation of the object an
sis. Assuming the above discussion, t
redict that the sentential-complement anal
or intransitive analysis in Experiment 3) wou
e activated most strongly (i.e., foreground
nd the object analysis would be less stron
ctivated (i.e., backgrounded).
Hence, constraint-based accounts would

lain the plausibility effects of the object an
sis that occur in all three experiments as st
ing from the backgrounded analysis. The l
ffects (after syntactic disambiguation) are
lained by claiming that the object analy
ecomes more strongly activated if it is plau
le, and hence reanalysis becomes more
ult; whereas it becomes less strongly activ
f it is implausible, and hence reanalysis
omes easier. Notice that this account assu
hat backgrounded analyses are semanticall
erpreted with respect to general knowled
his is a much stronger claim than the cla

hat backgrounded analyses are computed.
This claim is probably impossible to dispro

n general (a more powerful parallel account
lways capture the same data as a more p
onious serial account). However, it is far fr

lear that it is compatible with the assumpti
f current constraint-based models. The rea

s that different analyses compete against e
ther for activation, and more competition

lurs if the two analyses reach a similar level of
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activation than if one is much more activa
than the other. According to Spivey-Knowlt
and Sedivy (1995), “processing delays ar
manifestation of direct competition between
posing alternatives . . . . Near equal activatio
evels of the two alternatives will result
engthy competition, hence greatly slowed re
ng time at that point of ambiguity” (p. 260
he sentential-complement (or intransiti
nalysis receives most activation on the bas

ts frequency. If the object analysis is plausib
hen it will receive considerable activation fro
his source. Hence, the two analyses sh
omplete, resulting in processing difficulty. B
f the object analysis is implausible, neith
requency nor plausibility will provide it wit
ctivation. Thus, only the sentential-comp
ent (or intransitive) analysis should

trongly activated, and no competition sho
nsue. The striking conclusion is that curr
onstraint-based models predict the oppo
attern during processing of the ambiguous
ion from that observed in the experiments
orted here.
In other words, a parallel account in wh

ctivation levels are determined by frequenc
nalyses or probability of completions might
ompatible with our data. But we do not belie
hat current constraint-based accounts coul
ompatible, because of their reliance on c
etition as the mechanism of syntactic dis
iguation. In contrast, parallel likelihood mo
ls such as Jurafsky (1996) rank analy
ccording to their prior probability. Thus t
entential-complement (or intransitive) analy
ill be ranked higher than the object analy

or the items in our experiments. In the c
here the noun phrase following the verb

mplausible as a direct object, such a mo
hould therefore predict no processing difficu
uring reading (and no crossover pattern), s

he object analysis is disfavored and its imp
ibility means there is no reason to change
anking. Thus the object analysis will never
oregrounded. This is inconsistent with the fi
ngs we present here, where the implausib
f the object does lead to an increased comp

ty, suggesting that the object analysis is

ially foregrounded. c
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Restricted serial accounts.Our results ar
compatible with a number ofrestricted seria

ccounts in which initial decisions are based
ome information sources alone. Most cur
ccounts use grammar-based principles to m

nitial parsing decisions (e.g., Abney, 19
rocker, 1996; Ferreira & Henderson, 19
razier, 1979, 1987; Gorrell, 1995; Kimba
973; Mitchell, 1987, 1989; Pritchett, 199
turt & Crocker, 1996). In all of these mode

he parser initially adopts the object analy
ather than the sentential-complement ana
n Experiments 1 and 2, and the object anal
ather than the intransitive analysis in Exp
ent 3.
We illustrate this with respect to the “Gard

ath” model, proposed by Frazier (1979, 19
fter The young athlete realized her,the parse

ollows the principle of minimal attachment a
dopts the object analysis, essentially becau
equires the postulation of fewer nodes in
hrase structure tree than the sentential-com
ent analysis. Hence, it predicts effects of p

ibility after potential versusexercises.After
hile the pilot was flying the,the parser follow

he principle of late closure and adopts the
ect analysis, because it prefers to incorpo
he new noun phrase into the subordinate cl
ather than begin a new clause. Hence, it
icts effects of plausibility afterplane versus
orse.In both cases, the object analysis is

requent; but the parser’s initial decision p
o attention to frequency (indeed, it igno
ubcategorization preferences entirely). O
estricted, serial accounts predict that the pa
nitially adopts the object analysis in both typ
f sentence and are therefore also compa
ith our findings.
Frazier (1979) argued that the parser ob
inimal attachment because the analysis c
atible with minimal attachment requires few
omputational steps than alternatives. The
erent analyses compete in a race, and the
mal attachment analysis wins. This acco
uggests that minimal attachment exists bec
f the limitations of the parser; it cannot acc
ther sources of information during initial pr

essing, even if those sources of information in
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468 PICKERING, TRAXLER, AND CROCKER
fact meant that the parser obtained an ana
that would prove more useful ultimately.

Informativity.Our data suggest that people
not base their initial parsing decisions on
quency-based estimates of likelihood for
analysis alone. The parser does not simply
lect the analysis compatible with the most
quent subcategorization frame of the verb;
does it select the analysis that the reader w
produce on the basis of all available contex
information.

The data are, as noted above, consistent
some restricted serial accounts. However,
findings of Trueswell et al. (1993) and Garn
et al. (1997) indicate that frequency informat
is employed during early stages of process
Our results point against strict likelihood mo
els, but they do not rule out other kinds
probabilistic accounts. One way of reconcil
our results with those of Trueswell et al. a
Garnsey et al. is to claim that frequency play
role during initial processing, but its impact
not sufficiently strong that the processor sim
always favors the most frequent analysis.
deed, a serial account that uses frequency a
dominant decision mechanism is not suppo
by our findings.

We now sketch an alternative account
which the parser does pay attention to freque
information but is not exclusively guided by
Instead, we suggest that the parser may
guided by a principle that we callinformativity
(Chater, Crocker, & Pickering, 1998; Crock
Pickering, & Chater, 1999).

Let us assume that the parser is designe
operate as accurately and effectively as pos
so as to allow the reader to reach the cor
analysis for the sentence as quickly as poss
This is of course only an assumption, but s
ilar assumptions have been exploited in var
areas of cognitive psychology and beyond (e
Anderson, 1991; Legge, Klitz, & Tjan, 199
Oaksford & Chater, 1994; cf. Marr, 1982). If s
it would seem strange to ignore potentially u
ful information, such as frequency. Indeed
might appear sensible to be guided entirely
frequency in order to reduce the need for
analysis to a minimum.
But in fact there are good reasons to assume
is
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that such a parser might allow other factors
affect its choice of analysis. The vast majo
of local ambiguities cause little processing
ficulty (e.g., the complement-clause ambigu
see Pritchett, 1992; Sturt, Pickering, & Crock
1999). In many cases, the processor must
tially favor the wrong analysis, without causi
any marked difficulty. So the parser need
simply be guided by a desire to reduce rea
ysis as much as possible.

In contrast, some reanalyses are cle
harder than others (Sturt et al., 1999). One
pect of this is that reanalysis is in general lik
to be easier if the parser has been misled f
short than a long time. Experimental evide
in general supports this, though length is not
only determinant of difficulty (Ferreira & He
derson, 1991; Frazier & Rayner, 1982; Stur
al., 1999; Warner & Glass, 1987). This sugg
that an efficient parser need not always ad
the most likely analysis immediately: It may
better to favor a somewhat less likely analy
that can be abandoned quickly and straigh
wardly over a somewhat more likely analy
that cannot be abandoned without great proc
ing difficulty.

On this basis, we propose that it may
preferable to favor what we call atestableanal-
sis. Informally, a testable analysis is one
hich the parser is likely to receive good e
ence quickly (e.g., on the next constitue
bout whether the analysis is likely to be cor
r not. Consider (1a) and (1b):

(1a). The young athlete realized her potential one da
might make her a world-class sprinter.
(1b). The young athlete realized her exercises on
day might make her a world-class sprinter.

If the parser adopts the object analysis afterThe
young athlete realizedor The young athlet
realized her,it is likely to encounter a noun th
provides good evidence about whether it
correct or not. If it encounterspotential [as in
(3a)], dreams, or ambitions, then the objec

nalysis is very likely (e.g., becauserealized
er potentialwould have occurred frequen
n the object analysis). In this case, the pa
ill retain the object analysis. If it encounte
exercises[as in (3b)],house,or in fact almost
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469AMBIGUITY RESOLUTION AND LEXICAL GUIDANCE
any other word, then the object analysis is
fectively impossible. In this case, the parse
able to abandon the object analysis and a
the sentential-complement analysis with co
dence. In either case, the parser immedia
encounters fairly reliable information about
object analysis. Hence the object analysi
highly testable.

But if the parser adopts the sentential-co
plement analysis, then the noun that it enco
ters will not provide good evidence abo
whether the analysis is correct or not. Alm
any noun is possible afterThe young athlet
realized heron the sentential-complement an
sis. So it would not know whether to retain
nalysis or abandon it after encounteringpoten-

tial or exercises,and it would have no reason
treatpotentialandexercisesdifferently. Hence
this analysis is not highly testable. The pa
would presumably retain the sentential-com
ment analysis, and would be right more of
than not, because this analysis is most lik
But if the object analysis were correct, it wou
have no evidence for this until eventual syn
tic disambiguation, and so, by choosing
sentential-complement analysis, it would be
a long way up the garden path. Similar ar
ments hold for the intransitive analysis in E
periment 3.

For other ambiguities, the advantages
choosing a testable analysis may be more
stantial. Consider the following hypothetic
case. The parser has to choose between A
sis A, correct 40% of the time, and Analysis
correct 60% of the time. Analysis A is com
pletely testable, so that the parser knows by
next noun (say) whether Analysis A is correc
not. Analysis B is untestable, so that no furt
information becomes available to indic
whether the right choice has been made or
(as Analysis A is not computed and interprete
If the parser selects Analysis B, it will be rig
60% of the time and will never reanalyze. I
selects Analysis A, it will be right 100% of th
time: 40% of the time immediately, 60% of t
time after rapid revision. Assuming reanalysi
straightfoward in this case, adopting Analysi
initially is clearly the more efficient strategy
We do not propose that the parser shoul
-

pt
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ignore likelihood entirely. Instead, we hypo
esize that it pays attention to both likelihood a
testability. On this assumption, the favo
analysis is the mostinformative analysis: on
that is both fairly likely and fairly testable. W
use the term “informative” because the m
informative analysis denotes the analysis
the following material will provide most ev
dence or information about whether it is like
to be correct.1 We therefore argue that the s
tence processor will have a preference to b
testable analyses over nontestable ones, e
where the testable analysis is highly unlike
The result will be a greater number of e
misanalyses (induced by less probable but m
testable analyses) and a smaller number of
ficult misanalyses (induced by more proba
but less testable analyses). The result wil
that the ultimately correct analysis will usua
be obtained quickly, either initially or aft
rapid reanalysis. However, it would not be
timal to favor testable analyses without a
regard to frequency, and some balance betw
the two influences should be struck.

We refer to the principle which balances lik
lihood with testability asthe principle of infor
mativity:

5. For all si in S, select si where I(si) is maximized,
where I(si) 5 f(P(si), T(si)).

In other words, at a point of local ambiguity, t
processor should favor the syntactic anal
(si) which maximizes its informativity (I). Thi
is a function of the prior probability (P) of a
analysis and its testability (T). Crocker et
(1999) present a particular characterization
this function (for background, see Chater et
1998). The prior probability of an analysis
simply its likelihood at that point in the se
tence. Crocker et al. argue that testability
instantiated by a measure calledspecificity(S),

hich reflects the extent to which a particu
nalysis constrains (i.e., predicts) what wo

1 The terminformativeshould not be confused with t
notion of information as developed in Information The
(Shannon, 1948). However, to the extent that informat
characterizes the constraints that a (partial) analysis p
on its continuation, it can be seen as a measure of as

dtion not dissimilar from the notion of mutual information.



ate
er
nc
vi-
re-
se
ing

nd
to

dic
ity.
re

en-
ior
re

s. I
thi
cit
of
fo

b is
ith
th
b

ud-
s is
es
n
rs

pa
eed
o a
ora
can
ula
uc

ble
ca
ab
ee
irec
pec
no

rb
will
the
rgu-
erb
e of
se

ic-

cal
in-
on
ysis
nal-
e

c the
o tive
a ity
i t-
w ect
a in
b we
s ple-
m nce
v rior
p t that
t ed
(
o m-
s ell,
1 ng
i s a
d oes
n

ity
m tion
o rate
q the
h The
s rser
a a-
t ity
v lly
p ristic
s ity,
t or-
i ex-
a ity

470 PICKERING, TRAXLER, AND CROCKER
will be encountered next and can be estim
from a corpus. The fewer words that are p
mitted, the more specific the analysis, and he
the more informative the words (i.e., the e
dence) will be in evaluating whether the fo
grounded analysis is correct. They then pre
a rational analysis, which derives the follow
function for I:

6. I(si) 5 P(si) 3 S(si).

In other words, they claim that specificity a
prior probability should be multiplied
achieve the optimal function.

This model makes a range of clear pre
tions based on prior probability and specific
Strictly speaking, we can only make these p
dictions for the processing of an individual s
tence after we have determined both the pr
and the specificity for that sentence. There a
number of ways to approximate these value
the case of the ambiguities considered in
article we suggest that the priors and specifi
will be principally determined by properties
the verb. We can obtain estimates of priors
verbs (say) by determining how often the ver
used in one construction or another, ideally w
reference to the person who is processing
sentence. More rough approximations can
obtained from corpora or from completion st
ies. Obtaining estimates of specificity value
somewhat harder because of the need to
mate the range of words that can occur o
particular analysis. In other words, for prio
were merely need word occurrences on a
ticular analysis, whereas for specificity we n
word co-occurrences. This rapidly leads t
sparse data problem, even for large corp
From corpora or completion studies, we
obtain a sample of sentences using a partic
verb on a particular analysis and see how m
variability there is in the words employed.

However, the predictions for a considera
proportion of locally ambiguous sentences
be made on the basis of a single reason
assumption. This is that the specificity betw
a pair of words or constituents that share a d
dependency will be much greater than the s
ificity between words or constituents that do

share such a dependency. For example, in verm
d
-
e

nt

-

-

s
a
n
s
y

r

e
e

ti-
a

r-

.

r
h

n
le
n
t
-

t

initial languages, the specificity that a ve
places on one of its postverbal arguments
normally be relatively high (e.g., because
verb places selectional restrictions on the a
ment). In contrast, the specificity that a v
places on a postverbal phrase that is not on
its arguments will be relatively low, since the
two elements will normally place few restr
tions on each other.

Such a situation occurs in both of the lo
ambiguities considered in this article. For
stance,realizedplaces far more constraints
the following noun phrase on the object anal
than it does on the sentential-complement a
ysis [see (1)]; andwas flyingplaces far mor
onstraints on the following noun phrase on
bject analysis than it does on the intransi
nalysis [see (3)]. This difference in specific

s likely to be very considerable and will ou
eigh the difference in priors. Thus, the obj
nalysis will be the more informative analysis
oth types of sentence. Such a situation will,
uggest, occur with most sentential com
ent-preference and intransitive-prefere

erbs. However, it may be possible for the p
reference for these analyses to be so vas

he difference in testability could be outweigh
as may happen with verbs likesneezedthat
nly occur transitively in very restricted circu
tances and thus very infrequently; see Mitch
987). But in general, there will be a stro

nitial preference for an analysis that allow
ependency to be formed over one that d
ot.
The primary purpose of the informativ
odel is to provide an abstract characteriza
f how the parser should behave. A sepa
uestion is how such behavior is realized by
uman language-processing mechanism.
trongest hypothesis would be that the pa
ttempts a faithful implementation of inform

ivity and actually computes the informativ
alues in a word-by-word manner. It is equa
ossible, however, that the parser uses heu
trategies which approximate to informativ
hereby yielding similar behavior for the maj
ty of the utterances people encounter. For
mple, the general predictions of specific
b-ight be realized as simple heuristics (e.g., pre-
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471AMBIGUITY RESOLUTION AND LEXICAL GUIDANCE
fer argument attachment to modifier atta
ment). A further possibility is a hybrid accou
in which people combine probabilistic estima
of likelihood with heuristic strategies like arg
ment attachment. Such a hybrid approach c
exploit information stored at the lexical lev
(e.g., concerning the relative frequency of p
sible subcategorization frames for individ
verbs and possibly the specificity of these a
natives). Storing more complex probabilistic
formation, for instance associated with par
syntactic structures, would be much more c
plex, as it would entail computing frequenc
for structures that are presumably constru
during processing and are not stored.

Our experiments tested the predictions of
serial-lexical-guidance and serial-likelihood
counts and showed that neither was compa
with the results of three eye-tracking experime
Instead, the processor appeared to favor les
quent analyses over more frequent ones. S
evidence would traditionally be used to supp
restricted, two-stage parsing models. In this fi
section, we have presented an alternative acc
of these findings. We suggest that the proce
obeys the principle of informativity, under whi
initial selection of analyses is dependent both
how frequent an analysis is and how testable

APPENDIX

The noun before the shill (/) was used in the version o
item containing the plausible object analysis, whereas the
after the shill was used in the version of the item containin
implausible object analysis. Note that some nouns occur t
but repeats never occurred in an item list. Regions are indi
by “u” marks. The final “u” in each item also indicates the li
break.

Experiment 1 items

1. The young athlete realized heru potential/exercisesu
one dayu might u make heru a world-class sprinter.

2. The doctor admitted theu patient/surgeryu one dayu
ould u be forgottenu by the staff.
3. The teacher hinted theu solution/appendixu sometime

could u be found inu the back of the book.
4. The bank admitted theu mistake/weatheru sooner o

ater u would u cause a lotu of trouble.
5. The investor realized au profit/bankeru apparentlyu
ould u save theu company from going broke.
6. The witness admitted theu truth/soundu in time u would
make the victimu angry. T
-

ld
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7. The judge decided theu issue/crooku in time u would u
onfuse theu jurors.
8. The slacker pretended theu illness/surgeryu somehow

causedu his u absence.
9. The butler admitted theu visitor/candlesu apparentlyu

istressedu the u duchess tremendously.
10. The lecturer hinted theu solution/buildingu clearly u
ould u confuse theu architecture students.
11. The instructor implied theu answer/doctoru sooner o

ater u would u open upu new lines of research.
12. The murderer admitted hisu guilt/knife u one dayu

as u uncovered byu the police.
13. The tutor hinted theu answer/spideru clearly u would

amaze theu students.
14. The jury decided theu verdict/sheriff u apparentlyu
ould u satisfy people’su demand for justice.
15. The young man realized hisu goals/shoesu somehow

would u be far out ofu reach.
16. The pub owner admitted theu punters/matchesu

ometimesu boredu him u senseless.

xperiment 2 items

HE YOUNG EXECUTIVE
he young man thought about his current goals as he pa
is shoes in the luggage compartment of the bus. The y
an realized his goals/shoes somehow would be far o

each. But he struggled on anyway.

HE YOUNG SPRINTER
he girl did a series of strenuous exercises every day b
he reached her full potential. The young athlete realize
otential/exercises one day might make her a world-
printer. She dreamt about winning a gold medal in
lympic Games.

T THE MERCHANT BANK
he banker studied the company’s books in detail tryin
gure out how it could make a profit. The investor reali
profit/banker apparently would save the company

oing broke. He felt certain that the company’s fortu
ould take a turn for the better.

T THE HOSPITAL
he wise old doctor wondered whether the experime
urgery would help the new patient. The doctor admitted
atient/surgery one day would be forgotten by the s
hey had all been working extremely hard.

N TRIAL FOR BLACKMAIL
he witness thought she knew the truth and the s
oming from the tape player convinced her even more.
itness admitted the truth/sound in time would make
ictim angry. The crime had shocked the entire commu

OWN AT THE OLD BAILEY
ithout being prompted, the crook raised the issue
ade the old judge scramble for his law books. The ju
ecided the issue/crook in time would confuse the ju

hey might never uncover the truth.
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472 PICKERING, TRAXLER, AND CROCKER
ANOTHER CASE SOLVED
The sheriff hoped that the jury would announce the ve
before the crowd outside got out of hand. The jury dec
the verdict/sheriff apparently would satisfy people’s
mand for justice. The crowd grew larger as the trial drag
on.

AVOIDING WORK
Jeff thought that the shirker had made up the whole s
about his illness and surgery that he needed. The sl
pretended the illness/surgery somehow caused his ab
He had been fired from his last four jobs.

AT THE ARCHITECTURE COLLEGE
The old lecturer knew that the students could not desig
building properly until they came up with the solution to
central support problem. The lecturer hinted the solu
building clearly would confuse the architecture stude
They were having a very hard time mastering the su
material.

LEARNING ABOUT GENETICS
The instructor told the students that the doctor had foun
answer to the most serious problem in genetics. The ins
tor implied the answer/doctor sooner or later would ope
new lines of research. New treatments for inherited dise
would be just around the corner.

DOWN AT THE BANK
One of the accountants discovered a mistake that the
made predicting how the weather would affect the cr
The bank admitted the mistake/weather sooner or
would cause a lot of trouble. A lot of people were likely
lose a lot of money.

IN THE PALACE
The duke insisted that every candle in the palace b
because the visitor wanted to stay up very late. The b
admitted the visitor/candles apparently distressed the d
ess tremendously. She had been under a lot of stress

AT THE PUB
Every Saturday afternoon, dozens of punters would pac
pub to watch the matches on television. The pub ow
admitted the punters/matches sometimes bored him s
less. He tried to distract himself with thoughts of his
coming holidays.

DONE FOR MURDER
When the newspaper wrote that a knife had been recov
the murderer knew that his guilt would be proven.
murderer admitted his guilt/knife one day was uncovere
the police. However, he never showed any remorse for
he had done.

IN BIOLOGY CLASS
The tutor had to tell the students all about the spider be
they figured out the answer to the question about its fee
habits. The tutor hinted the answer/spider clearly w
amaze the students. He always believed that stu

learned more when the teacher was enthusiastic. a
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THE MATHS TEXTBOOKS
The teacher said that the appendix appeared in one e
of our textbooks and that we might check the solution.
teacher hinted the solution/appendix sometimes coul
found in the back of the book. The students learned
more when they were able to check their answers.

Experiment 3 items

1. While the pilot was flying theu plane/horseu that had
arrived u stoodu over u by the fence.

2. As the monk chanted theu prayer/priestu that the
ishop knewu impressedu a u foreign visitor.
3. While the supporters cheered theu team/wind u that

ame inu botheredu the u coaching staff.
4. As the professor lectured theu students/sparrowsu that
ere still u becameu a u bit restless.
5. As the sergeant marched theu squad/tanksu that the
an sawu attackedu a u fortified position.
6. As the minister preached theu sermon/bishopu that we

eardu excitedu the u congregation.
7. As the old man sailed theu boat/isleu that the tycoo

ownedu appeared onu the horizon.
8. As the choir sang theu hymn/gameu that the vicar liked

was played byu the organist.
9. When the man smoked theu cigar/childu that belonge

o a friendu burnedu a u hole in his suit.
10. While the boy was swimming theu river/horseu from

he hills u racedu pastu the pond.
11. While the man walked theu dog/caru that his wife

oughtu stoppedu next u to the fire hydrant.
12. As the pickets chanted theu threats/workersu that

pset the bossu createdu a u big disturbance.
13. Because the boss lectured theu clerk/breaku that was

ate u was u delayed anu entire hour.
14. When the kidnapper marched theu hostage/vehicleu

hat he seizedu stopped atu the side of the road.
15. While the captain sailed theu ship/bird u that passe

y u becameu visible u alongside the reef.
16. While the girl sang theu song/lampu that she likedu

rritated u the old u woman.
17. When the girl walked theu poodle/cradleu that he

isteru ownedu rested inu the front hall.
18. While the protesters chanted theu slogans/workersu

hat we knewu annoyedu an u elderly manager.
19. While the speaker lectured theu crowd/train u that

emainedu preparedu to u depart.
20. As the guards marched theu convict/tractor u that

roke downu receivedu someu attention.
21. As the helmsman sailed theu vessel/islandu that the

avy aidedu repulsedu a u pirate attack.
22. When the tenor sang theu opera/crowdu that please

he produceru madeu the u director ecstatic.
23. As the teacher lectured theu boy/bee u that was

utside enteredu the u classroom.
24. As the pirate sailed theu vessel/maidenu that was

hipwreckedu tossedu in a u rough sea.
25. As the soprano sang theu song/roomu which we
rrangedu displeasedu the u conductor.
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26. While the athlete was running theu race/babyu that
we saw producedu an u enthusiastic response.
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