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Opening address 

Some Aspects of the ‘Phonetic Sciences’, Past and Present 

Eli Fischer-Jargensen 
Copenhagen, Denmark 

Dames en beten, 

Het is voor mij een grote eer en een bijzonder plezier hier in Nederland als 
eerste te spreken. Ik ben kort na de oorlog een half jaar in Nederland geweest‚ 
en die tijd behoort tot mijn beste herinneringen. Ik heb sindsdien een 
bijzondere sympathie bewaard voor het nederlandse landschap, de neder- 
landse kunst en de nederlandse mensen. 

Mr. President, dear Colleagues, 

I first want to thank the Committee for inviting me to give this talk. I feel it as 
a great honour, in fact as too great an honour. I know of various collegues 
who could have done it better, and I am somewhat ashamed that I accepted 
it. But, as I just mentioned, I have a soft spot in my heart for Holland. 
Moreover, that was two years ago, when I had just retired and thought that I 
would have plenty of time for reading and writing; perhaps I might even 
become more intelligent — who knows? But that was, of course, a vain hope. -— 
Anyhow there are a few things I should like to say. 

This is a sort ofjubilee. It is the tenth International Congress of Phonetic 
Sciences, and it is approximately 50 years (more exactly 51 years) since the 
first congress took place in 1932, also in Holland. 

It is true that on various occasions (1965 and 1982) Eberhard Zwirner has 
pointed to the fact that the congress in Amsterdam in 1932 was not really the 
first International Congress of Phonetics: there was one in 1914 (but due to 
the war no proceedings were ever published), and there was one again in 1930 
in Bonn. That is correct, but these were congresses of experimental phone- 
tics, whereas the congress in Amsterdam was the first congress of what was 
called ‘the phonetic sciences’, and that makes a difference. 

It was not by chance that Holland was chosen as the place for the congress 
in 1932. Holland has a long and rich tradition in phonetics. One of the most 
impressive older works is the book by Petrus Montanus van Delft in 1635: 
‘Bericht van een nieuw konst genaemt de sprecckonst’, a remarkable and 
very original work, which has rarely met with the appreciation it deserves, 
perhaps because it was written in Dutch and, moreover, used a forbidding 
terminology. In the first decades of this century, thus in the years before the 
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congress in Amsterdam, Holland had become an important centre of phone- 
tic research with a number of very competent phoneticians, for instance 
Zwaardemaker, Eijkman, van Ginneken, and Louise Kaiser. Zwaardemaker 
and Eijkman had published an excellent textbook - or rather handbook - of 
phonetics in 1928 with original contributions on many points. The new 
phonological theories had also been quickly — but not uncritically- accepted 
in Holland, for instance by De Groot and Van Wijk. A few years later (1932) 
Van Wijk published an introduction to phonology which was less dogmatic 
and much easier to read than Trubetzkoy’s Grundzüge, and which might 
have made phonology more popular if it had been written in e.g. English. As 
early as 1914 a Dutch society for experimental phonetics had been founded, 
which in 1931 was transformed into a Society for Phonetics. Dutch phoneti- 
cians ‚also published a periodical, ‘Archives néerlandaises de phonétique 
expértmentale’ (from 1927) which in the first years exclusively, and later to a 
large extent was based on contributions from Dutch phoneticians, and the 
Umversrty of Amsterdam had a lecturer in phonetics (Louise Kaiser) from 
1926. 

This brilliant tradition has continued to the present day with phonetic 
research centers and excellent phoneticians at various universities and at the 
Institute for Perception Research in Eindhoven. Their contributions are well 
known. [ will therefore only mention that, although several Dutch phoneti- 
c1ans must have been very busy organizing this congress. there are more than 
forty Section papers by Dutch phoneticians. It is thus not simplv for semi- 
mental reasons that this tenth congress is also being held in Holland. It is 
screnttfically very well motivated. ‘ 

The congress in Amsterdam in 1932 was Originally — like those in 19 14 and 1930 -_ planned as a congress on experimental phonetics. But the Dutch opmmrttee wrdened its scope on the initiative of its chairman, the psycholo- gi$t \an tneken. Van Ginneken was an impressive personality, and his ;pnpce)ar:lrliäehszzs tmpressrve too (for instance, he had long hair long before its 
were ‚{ _ f 1 as a man of vision. Some of them were rather wild, but some as ctrutrt u . One of them was that all those who were interested in any 
tiopnes “:reslzsrelfigäpirndsbshould meet and work together. Therefore invita- 
and the name of the 0 a road spectrum f>f scholars from different sciences, 
topics of the con [ congress changed to congress of phonetic sciences'. The 
the developmentg ;fs_s:sz;anncgunced to be: physiology of speech and Voice, 
anthropology ofspeecg and ‘1täceto;lce trlt the individual and in mankmd, 

log! of speech and voice compar,afivzmh og'yl |mgülstlc psychology, palh0‘ and musicology; and the congress ro p ys'lo logy Of the sounds of animals, ed ‘Internationale phonologischepA iram mc uded a meeting Ofthe so-call- the im1'tations had been r ertsgememschaft . But shortly after 
Phonetics which h d sent out, the International Socrery of Experimental 
society because its;relziäz:tüllae <s>ztrgtrlfil tmtiative gave up participating a_s‘a 
would prevent too many m;m.bem pro re, was_afrard that the economtc crrsrs 

_ _ _ m commg. The commrttee however contmued tts work With Louise Kaiser as ' , general secretary. 
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I do not think that the name ‘phonetic sciences’ is good terminology but it 
may be viewed as shorthand for ‘disciplines’ (like phonetics and phonology) 
which have the speech sound as their main object, plus various sciences 
which among other objects include some aspects of the Speech sound, like 
physiology, acoustics, psychology, etc. And at least it was clear what the 
committee intended, and since both title and intention have been kept since 
then, it was a very important decision. It was also a very good idea to bring 
various groups of people together just at that time. In the thirties there was 
not much contact between different sciences interested in speech sounds, and 
between the more closely related approaches there was even suspicion and 
antagonism. The adherents of classical phonetics regarded the use of instru- 
ments with pronounced scepticism and, on the other hand some experimen- 
tal phoneticians, like Scripture, rejected everything that was not expressed in 
figures. He considered non-experimental phonetics an illusion and ‘the 
investigater’, he said, ‘might be, and preferably should be, congenitally deaf 
and totally ignorant of any noticns concerning sound and speech’ (1936). 
Panconcelli-Calzia had also emphasized that the language spoken by the 
subject was irrelevant. The phonetician was only interested in their vocal 
tracts. He considered phonetics as belonging to the natural sciences. 

The Prague phonologists accepted this view of phonetics, describing it as a 
science which investigated sounds, irrespective of their function, whereas 

phonology described the functional aspect of sounds and belonged to the 
humanities. By this claim and also by emphasizing that phonology was 
something quite new they succeeded in offending both the adherents of 
classical phonetics, who had always, more or less explicitly, taken the com- 
municative function of speech sounds into account, and the more linguisti- 
cally orientated experimental phoneticians. 

The congress in Amsterdam, which, like the next two congresses, had only 
plenary sessions, managed to bring people together, but you still feel a 
certain tension in the reports of the discussions. I think it was not until the 
third congress in Ghent, which was the first congress I attended, that there 
was a real breakthrough in the understanding between phonologists and 
phoneticians, owing particularly to the contributions by Zwirner, Roman 
Jakobson and Van Wijk. Nowadays, these old antagonisms are forgotten. 
Everybody recognizes that phoneticians must use instruments and that 
speech sounds must be studied from both a material and a functional point of 
view (although this mutual recognition does not always include close coope- 
ration). But as late as in the fifties there were still linguistic centers in Europe 
where phonology (and structural linguistics on the whole) was regarded as a 
new and dangerous heresy, where you saw smiles fade away and faces getting 
a very rigid expression of you dated to admit that you found these trends 
interesting, and where young linguists who were interested in them had to 
hold clandestine meetings. 

In America the development was much more harmonious because it was 
for many years dominated by Bloomfield, for whom phonetics and phonolo- 
gy were complementary approaches. 
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It_ is a good thing that the wide scientific scope of the congresses has been 
;eet:rined. But of course they have changed in character during these fifty 

s. 
In the first place there has been an enormous increase in the number of 

participants and of papers. At the first congress there were 136 participants 
During the following congresses the number increased slowly to almost 300 
with a sudden Jump up to about 550 at the fifth congress in Prague in 1967‚ 
followed by a more steady increase to the approximately 650 members of this 
congress, five times as many as at the first congress. The number of papers 
has mcreased even more: from 40 in 1932 to about 100 at the fourth congress 
and then growmg rapidly to the almost 400 section papers of this congress apart from symposia and plenary lectures; and the number of authors has grown even more, since now one third of the papers are the result of team wolf—::, whereas in 1932 all papers had only a single author. 
venie;:z;geY r(1)1;rr;t;;r of lmembers and papers of course causes various incon- intere { . .  . on y attend a small fracuon of the meetings you find want ts mg, and it may be difficult to get into contact with the people you usefu1 t;31feeotgeOilittheother hand, I find that these big open congresses serve a fields can pm“.t is‘;rnportant to have a forum where people from different everybody im“, and it is important to have congresses that are open to ontpm hm enestel . The smaller conferences may give more scientific 
con , g era y only established scholars are invited. The big open gresses offer the only p0551b111ty for young phoneticians from vario coatrtes to meet each other and older colleagues. “5 phonztiecn:lrlitrilti>äiigilcgearsttleirog 533 refitects a general explosive growth in . _ _ . _ g0i  was still possible to read the more important publications in the whole field. Now it is not ' up With the literature within one’s own special field CY?" POSSIÖIC f° keep mo _ of  interest. I think the absi?;2:shiis gggn;flwhere :; would be extremely useful to start a journal of could tell what is „ cs ag phonology With competent contributors, who the phonetic ‚ou ei;v an valuable in a paper. And it could also be useful if imerv ] ] mas would include surveys of specific areas at regular Thea;}p;rhatps d1v1dmg the work among themselves. treated are csgrocecrcl:tziäeÄalso been a change in emphasis as far as the subjects gical progress There. good deal of the change can be ascribed to technolo— perceptual aSl;ects b was from the start an interest in the acoustic and beginning of the (‚=e ut the posmb1httes of research were modest. At  the Nevertheless there ntury it could take hours to analyse a single cycle. many. At  the’first c (;1vere patient scholars who undertook this work, but not on perception At thingress there were only two papers on acoustics and none with both these subjeäri°?ääijss there is a very large number of papers dealing phonetics to have taken [ac not expected the increase in papers on acoustic war in 1961 A p e until the first congress that was held after the , . s a matter of fact, the increase took place at the congress in 
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The explanation is probably that in the mid thirties a number of instru- 
ments for acoustic investigation were constructed, mostly by German engi- 
neers, and most of them were demonstrated in Ghent. But then the war broke 
out, and after the war new instruments were built, mostly by Swedish and 

American engineers, partly according to the same principles, but much 
handier and easier to use, and one may tend to forget the achievements of the 
thirties. 

The progress in acoustic phonetics, and particularly the possibility of 
speech synthesis, gave a new impetus to the study of speech perception and a 
better basis for the study of prosodic phenomena, and this is reflected in the 
congress papers after the war. At the same time there was an obvious 
decrease in the study of speech production, refiected in a small number of 
papers within this field at the first congresses after the war. In the beginning 
of the seventies this changed again. I do not think this was simply a conse- 
quence of the invention of new transducers and a better BMG-technique. It 
may have been the other way round . It had become possible, particularly due 

to the work of Pant, Stevens and others, to relate details of production to the 
acoustic results, and thus production came into focus again as a very impor- 
tant step in the communication chain. The causal relations within this chain 
are now central topics in phonetic research, including the discussion of 

models for both production and perception. The brain is still a missing link in 

this chain, although we know more than we did a few years ago. We may at 
least hope that neurophonetics may be a central topic at the next congress. 

The fact that the proceedings of the first congresses contain a number of 

papers treating phonetics from a biological point of view probably had a 

rather specific explanation, namely the interests of the first president of the 

international council, Van Ginneken. There is, for instance, at the first 

congress an informative paper by Negus describing the larynx of various 

species of animals, ending with the human larynx and Van Ginneken himself 

developed one of his more fantastic theories about the heredity of speech 

sounds. He believed, and even considered it as proven, that all phonological 

systems and moreover the relative frequency of speech sounds can be explain- 

ed by Mendel’s laws of heredity, according to the pattern: a man she has k 

as only consonant marries a woman who has in as only consonant, and each 

of their children will then inherit one of the sounds k‚m‚p,n distributed 

according to Mendel’s laws, and learn the others from their sisters and 

brothers. This theory was not pursued, and biological considerations did not 

play any role at later congresses. They have come up again at this congress, 

but in a quite different form. 
Other changes during the 50 years were rather conditioned by the Shift in 

dominating trends in linguistlcs as part of shifts in the general cultural 

pattern and philosophical approach of the period. These shifts were, of 

Course, in the fir5t place influential for phonology (and up till the ninth 

congress about 20 percent of the papers dealt with phonological problems), 

but also for the relations between phonology and phonetics. 
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. During the first thin 
rsm. In Europe it was mainly represented by Prague phonology with its 

of new, art! p y more concrete and surface oriented trends: natural phonology ’ metrical Phonology lexical h dency phone] ’ p onology‚ autosegmemal h0n010 - Ogy‚ etc. Some may find that this is a deplorfble disingt)ehgf;t‘ijäg But it ma also ' y be seen as a srgn of more independent thinking and these . 
’ 

. _ _ ar e e sa e lmgurstm data. g xtent complementary descr1pt10ns of the 
A feature com mon to Arne as that the r rtcan structurahsm and generative phonology 

. For this purpose auditory identifi . cation was ener l- . Phonetrcs was not asked to con 8 a tribute to the expla- 
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This assumption proved fruitful in giving rise to a whole trend in phonetic 
research — the search for the invariant. It was clear from the very start of the 
period, at least after Menzerath’s studies of coarticulation, that it could not 
be found in speech production. Then it was looked for in acoustics, and some 
still hope to find it there, but at least it was not very obvious. The next hope 
was the invariant motor command, and this hope contributed to the renewed 
interest in speech production and particularly in BMG, and gave rise to the 
motor theory of speech perception. Unfortunately, however, the electromyo- 
graphic recordings generally showed different innervations for different 
variants. We must look higher up for invariants. Perhaps Martin Joos (1948) 
was right in assuming that we have stored invariant phonemes in the brain, 
but in the production of a concrete word the overlapping innervation waves 
are combined already in the cerebellum or perhaps at a still higher level. We 
still do not know that. Perhaps we may also store dyads or words. — Anyhow, 
as emphasized recently by Lindblom (1982), one should not look for inva- 
riance, only for what he calls ‘perceptual equivalence', since the speaker is 
aware of the fact that listening is an active process and that the listener does 
not need all the cues for individual phonemes in order to identify a word. 
This is also confirmed by various papers on word recognition at this 
congress. 

Other papers point to the enormous variability of speech. Different lan- 
guages use different production processes to attain almost identical sounds, 
different individuals use different muscles to produce the same acoustic 
results, and different perceptual strategies to analyse the acoustic stimuli. 
Moreover, modern phonological and sociophonetic studies emphasize the 
heterogeneous character of the speech community and the possibility of 
individual speakers having different norms. This is an important condition 
for sound change, which was stressed - in the fifties - by Fc'magy and now, 
combined with the idea of natural selection, by Lindblom. 

On the whole, there is at present an increasing reaction to a purely formal 
approach, a renewed interest in the concrete Speech performance, in the 
biological and social embedding of language, and in language history. The 
isolationism of structural and transformational grammar was perhaps a 
necessary step in the development of linguistics, but in the long run it was 
detrimental to progress. 

This sets new tasks for general phonetics, in particular the contribution to 
a better understanding of the structure of phonological systems and their 
development. Lindblom, who has emphasized this repeatedly, has taken up 
the old idea, expressed explicitly by Passy and Jespersen, and in more 
elaborate terms by Martinet, of an intended balance between articulatory 
economy and sufficient perceptual contrast. What is new and exciting in his 
approach is the attempt to obtain a quantitative formulation of this balance, 
based on extensive research. This will certainly lead to a better understanding 
of universal tendencies, but I do not believe that it is possible to reach 
exhaustive causal explanations, not to speak of predictions, of concrete 
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changes, which are always due to an intricate interplay of physical, physiolo- 
g1cal‚ communitive, and social factors. 

Thonetics is, according to its subject (the speech sounds, that is: sounds 
Wlth a communicative function) part of linguistics. The deductive nomologh 
cal causal explanation as used in natural sciences can, as far as I can see, only 
be applied to limited areas of phonetic research, for instance the relation 
between articulation and its acoustic results, not to typology or phonological 
change. Here we must be content with statistical and teleological explana- 
rons. 

The task of explanation requires close cooperation between phonetics and 
phonology. It is therefore deplorable that the participation of phonologists 
has decreased so drastically at the present congress. The phonetician describ- 
1ng a concrete language does not need to know the subtleties of different 
phonologtcal theories, but at least the basic principles, and particularly for 
the description of prosodic facts quite a bit of linguistic insight is required. 
The phonettctan who wants to explain things must also know a good deal 
about language typology. On the other hand, phonology needs phonetics 
not only for identifying sounds but also for the purpose of explanation. ’ 

Eastly let me point to a similarity between the first congress and the tenth 
a srmrlartty in the conditions for research. Both congresses take place ina 
time of economic crisis and in a very tense and threatening political situation. 
The two thmgs may not be unrelated. There is an old English saying: ‘When 
poverty comes in at the door, love files out at the window’. The economic 
cnsrs ts oppressive, but it is not yet as bad as in the thirties. In a paper from 
the first congress it is said, for instance, that no normal phonetics laboratory 
can afford buying and using an oscillograph. A phonetic crisis may hamper 
research, - it cannot stop it. I cannot help thinking of Marguerite Durand 
who dld excellent phonetic research using on old kymograph which would 
only start movmg when you had thrown a pail of water on the rope connect- 
“1n to themotor. We can do with povcrty, but we cannot do without love. 
and letplti)lllrltizzlnsituaittion ts still more threatening than it was in the thirties, 
doing phonetic reeso ushn_ctr_w and then ask ourselves if it really makes sense 
not a more ur entetartl:( [ our whole crv111sat10n is doomed, - whether it is 
dence amon g eo las Pto try torrnprove mutual understanding and confi- 
destructive n im p el. erhaps lt IS. However: Man is certainly the most 
other hand he is tina si1and perhaps he does not deserve to survive. On the 
we give up,creatia so t e most constructrve animal, the most creative; and if 
which gives us a sn8tarft and seekmg truth, do we not then betray just that 

Therefore let 1cl>srlo moral right to survtve? That which makes us human? 
And an_ , _ eave these gloomy thoughts and start our discussions. 
ing seierizlegnattclmal congress has, after all, not only the purpose of promot- 
the tenth c‚on\;trzszootfhelpurpose of promoting mutual understanding. I wish 

p onetrc scrences much success in both respects! 
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tal phoneticians, like Scripture, rejected everything that was not expressed in 
figures. He considered non-experimental phonetics an illusion and ‘the 
investigater’, he said, ‘might be, and preferably should be, congenitally deaf 
and totally ignorant of any noticns concerning sound and speech’ (1936). 
Panconcelli-Calzia had also emphasized that the language spoken by the 
subject was irrelevant. The phonetician was only interested in their vocal 
tracts. He considered phonetics as belonging to the natural sciences. 

The Prague phonologists accepted this view of phonetics, describing it as a 
science which investigated sounds, irrespective of their function, whereas 

phonology described the functional aspect of sounds and belonged to the 
humanities. By this claim and also by emphasizing that phonology was 
something quite new they succeeded in offending both the adherents of 
classical phonetics, who had always, more or less explicitly, taken the com- 
municative function of speech sounds into account, and the more linguisti- 
cally orientated experimental phoneticians. 

The congress in Amsterdam, which, like the next two congresses, had only 
plenary sessions, managed to bring people together, but you still feel a 
certain tension in the reports of the discussions. I think it was not until the 
third congress in Ghent, which was the first congress I attended, that there 
was a real breakthrough in the understanding between phonologists and 
phoneticians, owing particularly to the contributions by Zwirner, Roman 
Jakobson and Van Wijk. Nowadays, these old antagonisms are forgotten. 
Everybody recognizes that phoneticians must use instruments and that 
speech sounds must be studied from both a material and a functional point of 
view (although this mutual recognition does not always include close coope- 
ration). But as late as in the fifties there were still linguistic centers in Europe 
where phonology (and structural linguistics on the whole) was regarded as a 
new and dangerous heresy, where you saw smiles fade away and faces getting 
a very rigid expression of you dated to admit that you found these trends 
interesting, and where young linguists who were interested in them had to 
hold clandestine meetings. 

In America the development was much more harmonious because it was 
for many years dominated by Bloomfield, for whom phonetics and phonolo- 
gy were complementary approaches. 
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It_ is a good thing that the wide scientific scope of the congresses has been 
;eet:rined. But of course they have changed in character during these fifty 

s. 
In the first place there has been an enormous increase in the number of 

participants and of papers. At the first congress there were 136 participants 
During the following congresses the number increased slowly to almost 300 
with a sudden Jump up to about 550 at the fifth congress in Prague in 1967‚ 
followed by a more steady increase to the approximately 650 members of this 
congress, five times as many as at the first congress. The number of papers 
has mcreased even more: from 40 in 1932 to about 100 at the fourth congress 
and then growmg rapidly to the almost 400 section papers of this congress apart from symposia and plenary lectures; and the number of authors has grown even more, since now one third of the papers are the result of team wolf—::, whereas in 1932 all papers had only a single author. 
venie;:z;geY r(1)1;rr;t;;r of lmembers and papers of course causes various incon- intere { . .  . on y attend a small fracuon of the meetings you find want ts mg, and it may be difficult to get into contact with the people you usefu1 t;31feeotgeOilittheother hand, I find that these big open congresses serve a fields can pm“.t is‘;rnportant to have a forum where people from different everybody im“, and it is important to have congresses that are open to ontpm hm enestel . The smaller conferences may give more scientific 
con , g era y only established scholars are invited. The big open gresses offer the only p0551b111ty for young phoneticians from vario coatrtes to meet each other and older colleagues. “5 phonztiecn:lrlitrilti>äiigilcgearsttleirog 533 refitects a general explosive growth in . _ _ . _ g0i  was still possible to read the more important publications in the whole field. Now it is not ' up With the literature within one’s own special field CY?" POSSIÖIC f° keep mo _ of  interest. I think the absi?;2:shiis gggn;flwhere :; would be extremely useful to start a journal of could tell what is „ cs ag phonology With competent contributors, who the phonetic ‚ou ei;v an valuable in a paper. And it could also be useful if imerv ] ] mas would include surveys of specific areas at regular Thea;}p;rhatps d1v1dmg the work among themselves. treated are csgrocecrcl:tziäeÄalso been a change in emphasis as far as the subjects gical progress There. good deal of the change can be ascribed to technolo— perceptual aSl;ects b was from the start an interest in the acoustic and beginning of the (‚=e ut the posmb1httes of research were modest. At  the Nevertheless there ntury it could take hours to analyse a single cycle. many. At  the’first c (;1vere patient scholars who undertook this work, but not on perception At thingress there were only two papers on acoustics and none with both these subjeäri°?ääijss there is a very large number of papers dealing phonetics to have taken [ac not expected the increase in papers on acoustic war in 1961 A p e until the first congress that was held after the , . s a matter of fact, the increase took place at the congress in 
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The explanation is probably that in the mid thirties a number of instru- 
ments for acoustic investigation were constructed, mostly by German engi- 
neers, and most of them were demonstrated in Ghent. But then the war broke 
out, and after the war new instruments were built, mostly by Swedish and 

American engineers, partly according to the same principles, but much 
handier and easier to use, and one may tend to forget the achievements of the 
thirties. 

The progress in acoustic phonetics, and particularly the possibility of 
speech synthesis, gave a new impetus to the study of speech perception and a 
better basis for the study of prosodic phenomena, and this is reflected in the 
congress papers after the war. At the same time there was an obvious 
decrease in the study of speech production, refiected in a small number of 
papers within this field at the first congresses after the war. In the beginning 
of the seventies this changed again. I do not think this was simply a conse- 
quence of the invention of new transducers and a better BMG-technique. It 
may have been the other way round . It had become possible, particularly due 

to the work of Pant, Stevens and others, to relate details of production to the 
acoustic results, and thus production came into focus again as a very impor- 
tant step in the communication chain. The causal relations within this chain 
are now central topics in phonetic research, including the discussion of 

models for both production and perception. The brain is still a missing link in 

this chain, although we know more than we did a few years ago. We may at 
least hope that neurophonetics may be a central topic at the next congress. 

The fact that the proceedings of the first congresses contain a number of 

papers treating phonetics from a biological point of view probably had a 

rather specific explanation, namely the interests of the first president of the 

international council, Van Ginneken. There is, for instance, at the first 

congress an informative paper by Negus describing the larynx of various 

species of animals, ending with the human larynx and Van Ginneken himself 

developed one of his more fantastic theories about the heredity of speech 

sounds. He believed, and even considered it as proven, that all phonological 

systems and moreover the relative frequency of speech sounds can be explain- 

ed by Mendel’s laws of heredity, according to the pattern: a man she has k 

as only consonant marries a woman who has in as only consonant, and each 

of their children will then inherit one of the sounds k‚m‚p,n distributed 

according to Mendel’s laws, and learn the others from their sisters and 

brothers. This theory was not pursued, and biological considerations did not 

play any role at later congresses. They have come up again at this congress, 

but in a quite different form. 
Other changes during the 50 years were rather conditioned by the Shift in 

dominating trends in linguistlcs as part of shifts in the general cultural 

pattern and philosophical approach of the period. These shifts were, of 

Course, in the fir5t place influential for phonology (and up till the ninth 

congress about 20 percent of the papers dealt with phonological problems), 

but also for the relations between phonology and phonetics. 
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. During the first thin 
rsm. In Europe it was mainly represented by Prague phonology with its 

of new, art! p y more concrete and surface oriented trends: natural phonology ’ metrical Phonology lexical h dency phone] ’ p onology‚ autosegmemal h0n010 - Ogy‚ etc. Some may find that this is a deplorfble disingt)ehgf;t‘ijäg But it ma also ' y be seen as a srgn of more independent thinking and these . 
’ 

. _ _ ar e e sa e lmgurstm data. g xtent complementary descr1pt10ns of the 
A feature com mon to Arne as that the r rtcan structurahsm and generative phonology 

. For this purpose auditory identifi . cation was ener l- . Phonetrcs was not asked to con 8 a tribute to the expla- 
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This assumption proved fruitful in giving rise to a whole trend in phonetic 
research — the search for the invariant. It was clear from the very start of the 
period, at least after Menzerath’s studies of coarticulation, that it could not 
be found in speech production. Then it was looked for in acoustics, and some 
still hope to find it there, but at least it was not very obvious. The next hope 
was the invariant motor command, and this hope contributed to the renewed 
interest in speech production and particularly in BMG, and gave rise to the 
motor theory of speech perception. Unfortunately, however, the electromyo- 
graphic recordings generally showed different innervations for different 
variants. We must look higher up for invariants. Perhaps Martin Joos (1948) 
was right in assuming that we have stored invariant phonemes in the brain, 
but in the production of a concrete word the overlapping innervation waves 
are combined already in the cerebellum or perhaps at a still higher level. We 
still do not know that. Perhaps we may also store dyads or words. — Anyhow, 
as emphasized recently by Lindblom (1982), one should not look for inva- 
riance, only for what he calls ‘perceptual equivalence', since the speaker is 
aware of the fact that listening is an active process and that the listener does 
not need all the cues for individual phonemes in order to identify a word. 
This is also confirmed by various papers on word recognition at this 
congress. 

Other papers point to the enormous variability of speech. Different lan- 
guages use different production processes to attain almost identical sounds, 
different individuals use different muscles to produce the same acoustic 
results, and different perceptual strategies to analyse the acoustic stimuli. 
Moreover, modern phonological and sociophonetic studies emphasize the 
heterogeneous character of the speech community and the possibility of 
individual speakers having different norms. This is an important condition 
for sound change, which was stressed - in the fifties - by Fc'magy and now, 
combined with the idea of natural selection, by Lindblom. 

On the whole, there is at present an increasing reaction to a purely formal 
approach, a renewed interest in the concrete Speech performance, in the 
biological and social embedding of language, and in language history. The 
isolationism of structural and transformational grammar was perhaps a 
necessary step in the development of linguistics, but in the long run it was 
detrimental to progress. 

This sets new tasks for general phonetics, in particular the contribution to 
a better understanding of the structure of phonological systems and their 
development. Lindblom, who has emphasized this repeatedly, has taken up 
the old idea, expressed explicitly by Passy and Jespersen, and in more 
elaborate terms by Martinet, of an intended balance between articulatory 
economy and sufficient perceptual contrast. What is new and exciting in his 
approach is the attempt to obtain a quantitative formulation of this balance, 
based on extensive research. This will certainly lead to a better understanding 
of universal tendencies, but I do not believe that it is possible to reach 
exhaustive causal explanations, not to speak of predictions, of concrete 
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changes, which are always due to an intricate interplay of physical, physiolo- 
g1cal‚ communitive, and social factors. 

Thonetics is, according to its subject (the speech sounds, that is: sounds 
Wlth a communicative function) part of linguistics. The deductive nomologh 
cal causal explanation as used in natural sciences can, as far as I can see, only 
be applied to limited areas of phonetic research, for instance the relation 
between articulation and its acoustic results, not to typology or phonological 
change. Here we must be content with statistical and teleological explana- 
rons. 

The task of explanation requires close cooperation between phonetics and 
phonology. It is therefore deplorable that the participation of phonologists 
has decreased so drastically at the present congress. The phonetician describ- 
1ng a concrete language does not need to know the subtleties of different 
phonologtcal theories, but at least the basic principles, and particularly for 
the description of prosodic facts quite a bit of linguistic insight is required. 
The phonettctan who wants to explain things must also know a good deal 
about language typology. On the other hand, phonology needs phonetics 
not only for identifying sounds but also for the purpose of explanation. ’ 

Eastly let me point to a similarity between the first congress and the tenth 
a srmrlartty in the conditions for research. Both congresses take place ina 
time of economic crisis and in a very tense and threatening political situation. 
The two thmgs may not be unrelated. There is an old English saying: ‘When 
poverty comes in at the door, love files out at the window’. The economic 
cnsrs ts oppressive, but it is not yet as bad as in the thirties. In a paper from 
the first congress it is said, for instance, that no normal phonetics laboratory 
can afford buying and using an oscillograph. A phonetic crisis may hamper 
research, - it cannot stop it. I cannot help thinking of Marguerite Durand 
who dld excellent phonetic research using on old kymograph which would 
only start movmg when you had thrown a pail of water on the rope connect- 
“1n to themotor. We can do with povcrty, but we cannot do without love. 
and letplti)lllrltizzlnsituaittion ts still more threatening than it was in the thirties, 
doing phonetic reeso ushn_ctr_w and then ask ourselves if it really makes sense 
not a more ur entetartl:( [ our whole crv111sat10n is doomed, - whether it is 
dence amon g eo las Pto try torrnprove mutual understanding and confi- 
destructive n im p el. erhaps lt IS. However: Man is certainly the most 
other hand he is tina si1and perhaps he does not deserve to survive. On the 
we give up,creatia so t e most constructrve animal, the most creative; and if 
which gives us a sn8tarft and seekmg truth, do we not then betray just that 

Therefore let 1cl>srlo moral right to survtve? That which makes us human? 
And an_ , _ eave these gloomy thoughts and start our discussions. 
ing seierizlegnattclmal congress has, after all, not only the purpose of promot- 
the tenth c‚on\;trzszootfhelpurpose of promoting mutual understanding. I wish 

p onetrc scrences much success in both respects! 
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Opening address 

Some Aspects of the ‘Phonetic Sciences’, Past and Present 

Eli Fischer-Jargensen 
Copenhagen, Denmark 

Dames en beten, 

Het is voor mij een grote eer en een bijzonder plezier hier in Nederland als 
eerste te spreken. Ik ben kort na de oorlog een half jaar in Nederland geweest‚ 
en die tijd behoort tot mijn beste herinneringen. Ik heb sindsdien een 
bijzondere sympathie bewaard voor het nederlandse landschap, de neder- 
landse kunst en de nederlandse mensen. 

Mr. President, dear Colleagues, 

I first want to thank the Committee for inviting me to give this talk. I feel it as 
a great honour, in fact as too great an honour. I know of various collegues 
who could have done it better, and I am somewhat ashamed that I accepted 
it. But, as I just mentioned, I have a soft spot in my heart for Holland. 
Moreover, that was two years ago, when I had just retired and thought that I 
would have plenty of time for reading and writing; perhaps I might even 
become more intelligent — who knows? But that was, of course, a vain hope. -— 
Anyhow there are a few things I should like to say. 

This is a sort ofjubilee. It is the tenth International Congress of Phonetic 
Sciences, and it is approximately 50 years (more exactly 51 years) since the 
first congress took place in 1932, also in Holland. 

It is true that on various occasions (1965 and 1982) Eberhard Zwirner has 
pointed to the fact that the congress in Amsterdam in 1932 was not really the 
first International Congress of Phonetics: there was one in 1914 (but due to 
the war no proceedings were ever published), and there was one again in 1930 
in Bonn. That is correct, but these were congresses of experimental phone- 
tics, whereas the congress in Amsterdam was the first congress of what was 
called ‘the phonetic sciences’, and that makes a difference. 

It was not by chance that Holland was chosen as the place for the congress 
in 1932. Holland has a long and rich tradition in phonetics. One of the most 
impressive older works is the book by Petrus Montanus van Delft in 1635: 
‘Bericht van een nieuw konst genaemt de sprecckonst’, a remarkable and 
very original work, which has rarely met with the appreciation it deserves, 
perhaps because it was written in Dutch and, moreover, used a forbidding 
terminology. In the first decades of this century, thus in the years before the 
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congress in Amsterdam, Holland had become an important centre of phone— 
tic research with a number of very competent phoneticians, for instance 
Zwaardemaker, Eijkman, van Ginneken, and Louise Kaiser. Zwaardemaker 
and Eijkman had published an excellent textbook — or rather handbook — of 
phonetics in 1928 with original contributions on many points. The new 
phonological theories had also been quickly - but not uncritically - accepted 
in Holland, for instance by De Groot and Van Wijk. A few years later (1932) 
Van Wijk published an introduction to phonology which was less dogmatic 
and much easier to read than Trubetzkoy’s Grundzüge, and which might 
have made phonology more popular if it had been written in e. g. English. As 
early as 1914 a Dutch society for experimental phonetics had been founded, 
which in 1931 was transformed into a Society for Phonetics. Dutch phoneti- 
c1ans'also published a periodical, ‘Archives néerlandaises de phonétique 
expénmentale’ (from 1927) which in the first years exclusively, and later to a 
large extent was based on contributions from Dutch phoneticians, and the 
:J'gnzlgersity of Amsterdam had a lecturer in phonetics (Louise Kaiser) from 

This brilliant tradition has continued to the present day with phonetic 
research centers and excellent phoneticians at various universities and at the 
Institute for Perception Research in Eindhoven. Their contributions are well 
known. I will therefore only mention that, although several Dutch phoneti- 
c1ans must have been very busy organizing this congress, there are more than 
forty section papers by Dutch phoneticians. It is thus not simply for senti- 
mental reasons that this tenth congress is also being held in Holland. It is 
scientifically very well motivated. 

The congress in Amsterdam in 1932 was originally -- like those in 1914 and 
1930 -_ planned as a congress on experimental phonetics. But the Dutch 
committee widened its sc0pe on the initiative of its chairman, the psycholo- 
gist Van Ginneken. Van Ginneken was an impressive personality, and his 
appearance was impressive too (for instance, he had long hair long before its 
time); and he was a man of vision. Some of them were rather wild, but some 
were fruitful. One of them was that all those who were interested in any 
aspect of speech sounds should meet and work together. Therefore invita- 
tions were sent out to a broad spectrum of scholars from different sciences, 
and the name of the congress changed to ‘congress of phonetic sciences’. The 
topics of the congress were announced to be: physiology of speech and voice, 
the development of speech and voice in the individual and in mankind, 
anthropology of speech and voice, phonology, linguistic psychology, patho- 
logy of speech and voice, comparative physiology of the sounds of animals, 
and musicology; and the congress program included a meeting of the so-call- 
ed ‘Internationale phonologische Arbeitsgemeinschaft’. But shortly after 
the mvxtations had been sent out, the International Society of Experimental 
Phonetics which had taken the original initiative gave up participating as a 
socrety because its president, E. Scripture, was afraid that the economic crisis 
would prevent too many members from coming. The committee, however, 
continued its work with Louise Kaiser as general secretary. 
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I do not think that the name ‘phonetic sciences’ is good terminology but it 
may be viewed as shorthand for ‘disciplines’ (like phonetics and phonology) 
which have the speech sound as their main object, plus various sciences 
which among other objects include some aspects of the speech sound, like 
physiology, acoustics, psychology, etc. And at least it was clear what the 
committee intended, and since both title and intention have been kept since 
then, it was a very important decision. It was also a very good idea to bring 
various groups of people together just at that time. In the thirties there was 
not much contact between different sciences interested in speech sounds, and 
between the more closely related approaches there was even suspicion and 
antagonism. The adherents of classical phonetics regarded the use of instru- 
ments with pronounced scepticism and, on the other hand some experimen- 
tal phoneticians, like Scripture, rejected everything that was not expressed in 
figures. He considered non-experimental phonetics an illusion and ‘the 
investigator’, he said, ‘might be, and preferably should be, congenitally deaf 
and totally ignorant of any notions concerning sound and speech’ (1936). 
Panconcelli-Calzia had also emphasized that the language spoken by the 

subject was irrelevant. The phonetician was only interested in their vocal 
tracts. He considered phonetics as belonging to the natural sciences. 

The Prague phonologists accepted this view of phonetics, describing it as a 
science which investigated sounds, irrespective of their function, whereas 

- phonology described the functional aspect of sounds and belonged to the 
humanities. By this claim and also by emphasizing that phonology was 
something quite new they succeeded in offending both the adherents of 
classical phonetics, who had always, more or less explicitly, taken the com— 
municative function of speech sounds into account, and the more linguisti- 
cally orientated experimental phoneticians. 

The congress in Amsterdam, which, like the next two congresses, had only 
plenary sessions, managed to bring people together, but you still feel a 
certain tension in the reports of the discussions. I think it was not until the 
third congress in Ghent, which was the first congress I attended, that there 
was a real breakthrough in the understanding between phonologists and 
phoneticians, owing particularly to the contributions by Zwirner, Roman 
Jakobson and Van Wijk. Nowadays, these old antagonisms are forgotten. 
Everybody recognizes that phoneticians must use instruments and that 
speech sounds must be studied from both a material and a functional point of 
view (although this mutual recognition does not always include close coope- 
ration). But as late as in the fifties there were still linguistic centers in Europe 
where phonology (and structural linguistics on the whole) was regarded as a 
new and dangerous heresy, where you saw smiles fade away and faces getting 
a very rigid expression of you dared to admit that you found these trends 
interesting, and where young linguists who were interested in them had to 
hold clandestine meetings. ' 

In America the development was much more harmonious because it was 
for many years dominated by Bloomfield, for whom phonetics and phonolo- 
gy were complementary approaches. 
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congress in Amsterdam, Holland had become an important centre of phone— 
tic research with a number of very competent phoneticians, for instance 
Zwaardemaker, Eijkman, van Ginneken, and Louise Kaiser. Zwaardemaker 
and Eijkman had published an excellent textbook — or rather handbook — of 
phonetics in 1928 with original contributions on many points. The new 
phonological theories had also been quickly - but not uncritically - accepted 
in Holland, for instance by De Groot and Van Wijk. A few years later (1932) 
Van Wijk published an introduction to phonology which was less dogmatic 
and much easier to read than Trubetzkoy’s Grundzüge, and which might 
have made phonology more popular if it had been written in e. g. English. As 
early as 1914 a Dutch society for experimental phonetics had been founded, 
which in 1931 was transformed into a Society for Phonetics. Dutch phoneti- 
c1ans also published a periodical, ‘Archives néerlandaises de phonétique 
expérimentale’ (from 1927) which in the first years exclusively, and later to a 
large extent was based on contributions from Dutch phoneticians, and the 
}J'gnzlgersity of Amsterdam had a lecturer in phonetics (Louise Kaiser) from 

This brilliant tradition has continued to the present day with phonetic 
research centers and excellent phoneticians at various universities and at the 
Institute for Perception Research in Eindhoven. Their contributions are well 
known. I will therefore only mention that, although several Dutch phoneti- 
Clans must have been very busy organizing this congress, there are more than 
forty section papers by Dutch phoneticians. It is thus not simply for senti- 
mental reasons that this tenth congress is also being held in Holland. It is 
scientifically very well motivated. 

The congress in Amsterdam in 1932 was originally - like those in 1914 and 
1930 —_ planned as a congress on experimental phonetics. But the Dutch 
committee widened its scope on the initiative of its chairman, the psycholo- 
gist Van Ginneken. Van Ginneken was an impressive personality, and his 
appearance was impressive too (for instance, he had long hair long before its 
time); and he was a man of vision. Some of them were rather wild, but some 
were fruitful. One of them was that all those who were interested in any 
aspect of speech sounds should meet and work together. Therefore invita- 
tions were sent out to a broad spectrum of scholars from different sciences, 
and the name of the congress changed to ‘congress of phonetic sciences’. The 
topics of the congress were announced to be: physiology of speech and voice, 
the development of speech and voice in the individual and in mankind, 
anthropology of speech and voice, phonology, linguistic psychology, patho- 
logy of speech and voice, comparative physiology of the sounds of animals, 
and musicology; and the congress program included a meeting of the so-call- 
ed ‘Internationale phonologische Arbeitsgemeinschaft’. But shortly after 
the invitations had been sent out, the International Society of Experimental 
Phonetics which had taken the original initiative gave up participating as a 
society because its president, E. Scripture, was afraid that the economic crisis 
would prevent too many members from coming. The committee, however, 
continued its work with Louise Kaiser as general secretary. 
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I do not think that the name ‘phonetic sciences’ is good terminology but it 
may be viewed as shorthand for ‘disciplines’ (like phonetics and phonology) 
which have the speech sound as their main object, plus various sciences 
which among other objects include some aspects of the speech sound, like 
physiology, acoustics, psychology, etc. And at least it was clear what the 
committee intended, and since both title and intention have been kept since 
then, it was a very important decision. It was also a very good idea to bring 
various groups of people together just at that time. In the thirties there was 
not much contact between different sciences interested in speech sounds, and 
between the more closely related approaches there was even suspicion and 
antagonism. The adherents of classical phonetics regarded the use of instru- 
ments with pronounced scepticism and, on the other hand some experimen- 
tal phoneticians, like Scripture, rejected everything that was not expressed in 
figures. He considered non—experimental phonetics an illusion and ‘the 
investigator’, he said, ‘might be, and preferably should be, congenitally deaf 
and totally ignorant of any notions concerning sound and speech’ (1936). 
Panconcelli-Calzia had also emphasized that the language spoken by the 

subject was irrelevant. The phonetician was only interested in their vocal 
tracts. He considered phonetics as belonging to the natural sciences. 

The Prague phonologists accepted this view of phonetics, describing it as a 
science which investigated sounds, irrespective of their function, whereas 

phonology described the functional aspect of sounds and belonged to the 
humanities. By this claim and also by emphasizing that phonology was 
something quite new they succeeded in offending both the adherents of 
classical phonetics, who had always, more or less explicitly, taken the com- 
municative function of speech sounds into account, and the more linguisti- 
cally orientated experimental phoneticians. 

The congress in Amsterdam, which, like the next two congresses, had only 
plenary sessions, managed to bring pe0ple together, but you still feel a 
certain tension in the reports of the discussions. I think it was not until the 
third congress in Ghent, which was the first congress I attended, that there 
was a real breakthrough in the understanding between phonologists and 
phoneticians, owing particularly to the contributions by Zwirner, Roman 
Jakobson and Van Wijk. Nowadays, these old antagonisms are forgotten. 
Everybody recognizes that phoneticians must use instruments and that 
speech sounds must be studied from both a material and a functional point of 
view (although this mutual recognition does not always include close coope- 
ration). But as late as in the fifties there were still linguistic centers in Europe 
where phonology (and structural linguistics on the whole) was regarded as a 
new and dangerous heresy, where you saw smiles fade away and faces getting 
a very rigid expression of you dared to admit that you found these trends 
interesting, and where young linguists who were interested in them had to 
hold clandestine meetings. ' 

In America the development was much more harmonious because it was 
for many years dominated by Bloomfield, for whom phonetics and phonolo- 
gy were complementary approaches. 
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congress in Amsterdam, Holland had become an important centre of phone- 
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and musicology; and the congress program included a meeting of the so—call- 
ed “Internationale phonologische Arbeitsgemeinschaft’. But shortly after 
the invitations had been sent out, the International Society of Experimental 
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I do not think that the name ‘phonetic sciences‘ is good terminology but it 
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committee intended, and since both title and intention have been kept since 
then, it was a very important decision. It was also a very good idea to bring 
various groups of people together just at that time. In the thirties there was 
not much contact between different sciences interested in speech sounds, and 
between the more closely related approaches there was even suspicion and 
antagonism. The adherents of classical phonetics regarded the use of instru- 
ments with pronounced scepticism and, on the other hand some experimen- 
tal phoneticians, like Scripture, rejected everything that was not expressed in 
figures. He considered non-experimental phonetics an illusion and ‘the 
investigator’, he said, ‘might be, and preferably should be, congenitally deaf 
and totally ignorant of any notions concerning sound and speech’ (1936). 
Panconcelli-Calzia had also emphasized that the language spoken by the 

subject was irrelevant. The phonetician was only interested in their vocal 
tracts. He considered phonetics as belonging to the natural sciences. 

The Prague phonologists accepted this view of phonetics, describing it as a 
science which investigated sounds, irrespective of their function, whereas 

phonology described the functional aspect of sounds and belonged to the 
humanities. By this claim and also by emphasizing that phonology was 
something quite new they succeeded in offending both the adherents of 
classical phonetics, who had always, more or less explicitly, taken the com- 
municative function of speech sounds into account, and the more linguisti- 
cally orientated experimental phoneticians. 

The congress in Amsterdam, which, like the next two congresses, had only 
plenary sessions, managed to bring people together, but you still feel a 
certain tension in the reports of the discussions. I think it was not until the 
third congress in Ghent, which was the first congress I attended, that there 
was a real breakthrough in the understanding between phonologists and 
phoneticians, owing particularly to the contributions by Zwirner, Roman 
Jakobson and Van Wijk. Nowadays, these old antagonisms are forgotten. 
Everybody recognizes that phoneticians must use instruments and that 
speech sounds must be studied from both a material and a functional point of 
view (although this mutual recognition does not always include close coope- 
ration). But as late as in the fifties there were still linguistic centers in Europe 
where phonology (and structural linguistics on the whole) was regarded as a 
new and dangerous heresy, where you saw smiles fade away and faces getting 
a very rigid expression of you dared to admit that you found these trends 
interesting, and where young linguists who were interested in them had to 
hold clandestine meetings. ‘ 

In America the development was much more harmonious because it was 
for many years dominated by Bloomfield, for whom phonetics and phonolo- 
gy were complementary approaches. 
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6 Opening address 

It is a good thing that the wide scientific scope of the congresses has been 
retained. But of course they have changed in character during these fifty 
years. 

In the first place there has been an enormous increase in the number of 
participants and of papers. At the first congress there were 136 participants. 
During the following congresses the number increased slowly to almost 300, 
with a sudden jump up to about 550 at the fifth congress in Prague in 1967, 
followed by a more steady increase to the approximately 650 members of this 
congress, five times as many as at the first congress. The number of papers 
has increased even more: from 40 in 1932 to about 100 at the fourth congress 
and then growing rapidly to the almost 400 section papers of this congress, 
apart from symposia and plenary lectures; and the number of authors has 
grown even more, since now one third of the papers are the result of team 
work, whereas in 1932 all papers had only a single author. 

The large number of members and papers of course causes various incon- 
vemences. You can only attend a small fraction of the meetings you find 
interesting; and it may be difficult to get into contact with the people you 
want to meet. On the other hand, Ifind that these big Open congresses serve a 
useful purpose. It is important to have a forum where people from different 
fields can meet, and it is important to have congresses that are open to 
everybody interested. The smaller conferences may give more scientific 
output, but generally only established scholars are invited. The big open 
congresses offer the only possibility for young phoneticians from various 
countries to meet each other and older colleagues. 

The enormous increase of papers reflects a general explosive growth in 
phonetic publications. Thirty years ago it was still possible to read the more 
important publications in the whole field. Now it is not even possible to keep up With the literature within one’s own special field of interest. I think the moment has come where it would be extremely useful to start a journal of 
abstracts m phonetics and phonology with competent contributors who could tell what is new and valuable in a paper. And it could also be useful if 
the phonetic journals would include surveys of specific areas at regular 
intervals perhaps dividing the work among themselves. 

There has, of course, also been a change in emphasis as far as the subjects 
treated are concerned. A good deal of the change can be ascribed to technolo— gical progress. There was from the start an interest in the acoustic and perceptual aspects, but the possibilities of research were modest. At  the beginning of the century it could take hours to analyse a single cycle Nevertheless, there were patient scholars who undertook this work but not 
many. At  the first congress there were only two papers on acoustics and none on perception. At this congress there is a very large number of papers dealing wnth both these subjects. I had not expected the increase in papers on acoustic phonetics to have taken place until the first congress that was held after the war, in 1961. As a matter of fact, the increase took place at the congress in 1938 …. Ghent, where about 17 percent of the papers dealt with acoustic phonetics compared to 5 percent in 1935. 
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The explanation is probably that in the mid thirties a number of instru- 
ments for acoustic investigation were constructed, mostly by German engi- 
neers, and most of them were demonstrated in Ghent. But then the war broke 
out, and after the war new instruments were built, mostly by Swedish and 
American engineers, partly according to the same principles, but much 
handier and easier to use, and one may tend to forget the achievements of the 
thirties. 

The progress in acoustic phonetics, and particularly the possibility of 
speech synthesis, gave a new impetus to the study of speech perception and a 
better basis for the study of prosodic phenomena, and this is reflected in the 
congress papers after the war. At the same time there was an obvious 
decrease in the study of speech production, reflected in a small number of 
papers within this field at the first congresses after the war. In the beginning 
of the seventies this changed again. I do not think this was simply a conse- 
quence of the invention of new transducers and a better EMG-technique. It 
may have been the other way round . It had become possible, particularly due 
to the work of Fant, Stevens and others, to relate details of production to the 
acoustic results, and thus production came into focus again as a very impor- 
tant step in the communication chain. The causal relations within this chain 
are now central topics in phonetic research, including the discussion of 
models for both production and perception. The brain is still a missing link in 
this chain, although we know more than we did a few years ago. We may at 
least hope that neurophonetics may be a central topic at the next congress. 

The fact that the proceedings of the first congresses contain a number of 
papers treating phonetics from a biological point of view probably had a 
rather specific explanation, namely the interests of the first president of the 
international council, Van Ginneken. There is, for instance, at the first 
congress an informative paper by Negus describing the larynx of various 
species of animals, ending with the human larynx and Van Ginneken himself 
developed one of his more fantastic theories about the heredity of speech 
sounds. He believed, and even considered it as proven, that all phonological 
systems and moreover the relative frequency of speech sounds can be explain- 
ed by Mendel’s laws of heredity, according to the pattern: a man sho has k 
as only consonant marries a woman who has m as only consonant, and each 
of their children will then inherit one of the sounds k,m,p,rj distributed 
according to Mendel‘s laws, and learn the others from their sisters and 
brothers. This theory was not pursued, and biological considerations did not 
play any role at later congresses. They have come up again at this congress, 
but in a quite different form. 

Other changes during the 50 years were rather conditioned by the shift in 
dominating trends in linguistics as part of shifts in the general cultural 
pattern and philosophical approach of the period. These shifts were, of 
course, in the first place influential for phonology (and up till the ninth 
congress about 20 percent of the papers dealt with phonological problems), 
but also for the relations between phonology and phonetics. 
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out, and after the war new instruments were built, mostly by Swedish and 
American engineers, partly according to the same principles, but much 
handier and easier to use, and one may tend to forget the achievements of the 
thirties. 

The progress in acoustic phonetics, and particularly the possibility of 
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better basis for the study of prosodic phenomena, and this is reflected in the 
congress papers after the war. A t  the same time there was an obvious 
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papers within this field at the first congresses after the war. In the beginning 
of the seventies this changed again. I do not think this was simply a conse- 
quence of the invention of new transducers and a better EMG-technique. It 
may have been the other way round . It had become possible, particularly due 
to the work of Fant, Stevens and others, to relate details of production to the 
acoustic results, and thus production came into focus again as a very impor- 
tant step in the communication chain. The causal relations within this chain 
are now central topics in phonetic research, including the discussion of 
models for both production and perception. The brain is still a missing link in 
this chain, although we know more than we did a few years ago. We may at 
least hope that neurophonetics may be a central topic at the next congress. 

The fact that the proceedings of the first congresses contain a number of 
papers treating phonetics from a biological point of view probably had a 
rather specific explanation, namely the interests of the first president of the 
international council, Van Ginneken. There is, for instance, at the first 
congress an informative paper by Negus describing the larynx of various 
species of animals, ending with the human larynx and Van Ginneken himself 
developed one of his more fantastic theories about the heredity of speech 
sounds. He believed, and even considered it as proven, that all phonological 
systems and moreover the relative frequency of speech sounds can be explain- 
ed by Mendel’s laws of heredity, according to the pattern: a man sho has k 
as only consonant marries a woman who has m as only consonant, and each 
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play any role at later congresses. They have come up again at this congress, 
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Other changes during the 50 years were rather conditioned by the shift in 
dominating trends in linguistics as part of shifts in the general cultural 
pattern and philosophical approach of the period. These shifts were, of 
course, in the first place influential for phonology (and up till the ninth 
congress about 20 percent of the papers dealt with phonological problems), 
but also for the relations between phonology and phonetics. 
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_ During the first thirty years the dominant linguistic trend was structural- 
ism. In Europe it was mainly represented by Prague phonology with its 
emphasis on phonological oppositions and phonological systems, aiming at 
a general typology and involving the demonstration of universal tendencies. 
Roman Jakobson’s distinctive feature theory was a further development of 
this trend. Prague phonology was dominant on the European continent in 
the beginning of the period; later the extreme formalism of glossematics had 
a certain influence but never gained many real adherents. In Great Britain 
most phoneticians adhered to Daniel Jones’ practical approach, or else to 
Firth’s prosodic phonology. 

Whereas Prague phonology was accused (by Doroszweski at the first 
congress) of ‘platonism with 2400 centuries’ delay’, this could not be said of 
American structuralism, which was deeply rooted in behaviourism and was 
principally interested in finding waterproof methods for setting up the 
phonemes of a language and stating their possibility of combination, but not 
m systems or universal tendencies. Transformational grammar including 
generative phonology was in the first place a reaction against American 
structuralism, a widening of the perspective by taking account of the cogni- 
tive functions of the human mind and attempting to set up an explanatory theory. But the exclusively morphophonemic approach of generative phono- logy _with underlying forms and derivation by explicit, ordered rules and with 
abolition of a separate phoneme level had a sweeping success, also in Europe. At the moment there is no dominating school ofphonology, but a number 
of new, partly more concrete and surface oriented trends: natural phonology 
metrical phonology, lexical phonology, autosegmental phonology, depen: 
dency phonology, etc. Some may find that this is a deplorable disintegration. But lt may also be seen as a sign of more independent thinking, and these approaches may all contribute to a deepening ofour insight into the function of language. They are, to a large extent, complementary descriptions of the 
same linguistic data. 

A feature common to American structuralism and generative phonology was that the role ascribed to general phonetics was rather modest, its main task being to deliver the phonetic categories used to identify the contrastive 
segments and features. For this purpose auditory identification was general- 
ly consrdered sufficient. Phonetics was not asked to contribute to the expla- nation of phonological systems or developments. American structuralism was, on the whole, suspicious of explanations, and the explanatory proce- dure of generative phonology was extremely abstract, based on notational conventions implying that fewer symbols were used for natural rules. Glosse- mattes accepted only purely formal explanations, whereas the'Prague School looked for explanation in an interplay between formal and phonetic factors Buct) structural explanations were preferred. . _ nce the phonological structure of the individual lan pnmary task of the phonetician was to analyze the phonîäîïeîîíîessetìlïiîntïî the contrastive segments and features, which were supposed to contain invariant properties. 
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This assumption proved fruitful in giving rise to a whole trend in phonetic 
research - the search for the invariant. It was clear from the very start of the 
period, at least after Menzerath’s studies of coarticulation, that it could not 
be found in speech production. Then it was looked for in acoustics, and some 
still hope to find it there, but at least it was not very obvious. The next hope 
was the invariant motor command, and this hope contributed to the renewed 
interest in speech production and particularly in EMG, and gave rise to the 
motor theory of speech perception. Unfortunately, however, the electromyo- 
graphic recordings generally showed different innervations for different 
variants. We must look higher up for invariants. Perhaps Martin Joos (1948) 
was right in assuming that we have stored invariant phonemes in the brain, 
but in the production of a concrete word the overlapping innervation waves 
are combined already in the cerebellum or perhaps at a still higher level. We 
still do not know that. Perhaps we may also store dyads or words. — Anyhow, 
as emphasized recently by Lindblom (1982), one should not look for inva- 
riance, only for what he calls ‘perceptual equivalence’, since the speaker is 
aware of the fact that listening is an active process and that the listener does 
not need all the cues for individual phonemes in order to identify a word. 
This is also confirmed by various papers on word recognition at this 
congress. 

Other papers point to the enormous variability of speech. Different lan- 
guages use different production processes to attain almost identical sounds, 
different individuals use different muscles to produce the same acoustic 
results, and different perceptual strategies to analyse the acoustic stimuli. 
Moreover, modern phonological and sociophonetic studies emphasize the 
heterogeneous character of the speech community and the possibility of 
individual speakers having different norms. This is an important condition 
for sound change, which was stressed - in the fifties - by Fonagy and now, 
combined with the idea of natural selection, by Lindblom. 

On the whole, there is at present an increasing reaction to a purely formal 
approach, a renewed interest in the concrete speech performance, in the 
biological and social embedding of language,‘and in language history. The 
isolationism of structural and transformational grammar was perhaps a 
necessary step in the development of linguistics, but in the long run it was 
detrimental to progress. 

This sets new tasks for general phonetics, in particular the contribution to 
a better understanding of the structure of phonological systems and their 
development. Lindblom, who has emphasized this repeatedly, has taken up 
the old idea, expressed explicitly by Passy and Jespersen, and in more 
elaborate terms by Martinet, of an intended balance between articulatory 
economy and sufficient perceptual contrast. What is new and exciting in his 
approach is the attempt to obtain a quantitative formulation of this balance, 
based on extensive research. This will certainly lead to a better understanding 
of universal tendencies, but I do not believe that it is possible to reach 
exhaustive causal explanations, not to speak of predictions, of concrete 
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On the whole, there is at present an increasing reaction to a purely formal 
approach, a renewed interest in the concrete speech performance, in the 
biological and social embedding of language, and in language history. The 
isolationism of structural and transformational grammar was perhaps a 
necessary step in the development of linguistics, but in the long run it was 
detrimental to progress. 

This sets new tasks for general phonetics, in particular the contribution to 
a better understanding of the structure of phonological systems and their 
development. Lindblom, who has emphasized this repeatedly, has taken up 
the old idea, expressed explicitly by Passy and Jespersen, and in more 
elaborate terms by Martinet, of an intended balance between articulatory 
economy and sufficient perceptual contrast. What is new and exciting in his 
approach is the attempt to obtain a quantitative formulation of this balance, 
based on extensive research. This will certainly lead to a better understanding 
of universal tendencies, but I do not believe that it is possible to reach 
exhaustive causal explanations, not to speak of predictions, of concrete 
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changes, which are always due to an intricate interplay of physical, physiolo- 
g1cal‚ communitive, and social factors. 

Thonetics is, according to its subject (the speech sounds, that is: sounds 
Wlth a communicative function) part of linguistics. The deductive nomologh 
cal causal explanation as used in natural sciences can, as far as I can see, only 
be applied to limited areas of phonetic research, for instance the relation 
between articulation and its acoustic results, not to typology or phonological 
change. Here we must be content with statistical and teleological explana- 
rons. 

The task of explanation requires close cooperation between phonetics and 
phonology. It is therefore deplorable that the participation of phonologists 
has decreased so drastically at the present congress. The phonetician describ- 
1ng a concrete language does not need to know the subtleties of different 
phonologtcal theories, but at least the basic principles, and particularly for 
the description of prosodic facts quite a bit of linguistic insight is required. 
The phonettctan who wants to explain things must also know a good deal 
about language typology. On the other hand, phonology needs phonetics 
not only for identifying sounds but also for the purpose of explanation. ’ 

Eastly let me point to a similarity between the first congress and the tenth 
a srmrlartty in the conditions for research. Both congresses take place ina 
time of economic crisis and in a very tense and threatening political situation. 
The two thmgs may not be unrelated. There is an old English saying: ‘When 
poverty comes in at the door, love files out at the window’. The economic 
cnsrs ts oppressive, but it is not yet as bad as in the thirties. In a paper from 
the first congress it is said, for instance, that no normal phonetics laboratory 
can afford buying and using an oscillograph. A phonetic crisis may hamper 
research, - it cannot stop it. I cannot help thinking of Marguerite Durand 
who dld excellent phonetic research using on old kymograph which would 
only start movmg when you had thrown a pail of water on the rope connect- 
“1n to themotor. We can do with povcrty, but we cannot do without love. 
and letplti)lllrltizzlnsituaittion ts still more threatening than it was in the thirties, 
doing phonetic reeso ushn_ctr_w and then ask ourselves if it really makes sense 
not a more ur entetartl:( [ our whole crv111sat10n is doomed, - whether it is 
dence amon g eo las Pto try torrnprove mutual understanding and confi- 
destructive n im p el. erhaps lt IS. However: Man is certainly the most 
other hand he is tina si1and perhaps he does not deserve to survive. On the 
we give up,creatia so t e most constructrve animal, the most creative; and if 
which gives us a sn8tarft and seekmg truth, do we not then betray just that 

Therefore let 1cl>srlo moral right to survtve? That which makes us human? 
And an_ , _ eave these gloomy thoughts and start our discussions. 
ing seierizlegnattclmal congress has, after all, not only the purpose of promot- 
the tenth c‚on\;trzszootfhelpurpose of promoting mutual understanding. I wish 

p onetrc scrences much success in both respects! 

Fischer—Jargensen: 'Phonetic Sciences’, Past and Present l l  
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Phonetics and Speech Technology 

Gunnar Fant 
Stockholm, Sweden 

]. Introduction 

It is my privilege to address to you on a subject fundamental to our congress - 
phonetics and speech technology. The close ties and mutual dependencies 
inherent in the history of speech research and in the last decades of intense 
developments are apparent: Phonetics has attained a technical profile and 
speech technology has to rely on phonetics to achieve its advanced goals. 
This is, of course, an interdisciplinary venture also involving the entire field 
of speech research indepent of faculty. Instead of speaking about phonetics 
and speech technology, we could make a distinction between theory and 
applications and point to the development of handicap aids and new me- 
thods of clinical diagnosis and rehabilitation, teaching aids, etc. which add to 
the specialities represented at this congress. I shall make some general 
comments about this symbiosis and how it affects speech technology and 
phonetics. [ shall also give my view on the general outlooks forthe field, and 
on some of our problems and current research issues. 

In the last decade we have experienced a revolution in computer technolo- 
gy and microelectronics that has paved the way for speech technology. There 
has been a breakthrough in the data handling capacity allowing very 
complex processing to be performed in small chips that can be produced at a 
low price in large quantities. There have also been reasonable advances in 
speech synthesis and speech recognition techniques which have opened new 
markets. This has created a boom of industrial expectations, a feeling of 
surfing on a high wave of technological developments towards the fully 
automated society where we may converse with computers as free as with 
human beings. One expression for this optimistic trend is the Japanese 
national effort in computing and artificial intelligence which they refer to as 
the development of the ‘Fifth generation of computers” which shall include 
language translation and speech input and output. 

Electronic industry has promoted several large-scale marketing reports 
with prospects for billion dollars sales at the end of the century. 

Will all these expectations come through? [ am not the one to judge but 
there is certainly room for some scepticism or at least caution. The rate of 
increase of the world market has not progressed at the expected rate. So- the 
surf on the tidal wave of expectations may end in a brake when we are 
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confronted with the reefs of the knowledge barrier, Fig. 1. I am referring to 
our still meager insight in speech as a language code. We need a fifth 
generation of speech scientists rather than a fifth generation of computers. 

A stagnation of advanced speech technology products and the marketing 
of cheap, lower performance products may discredit the field. You frequent- 
ly hear comments such as: ‘Speech synthesis by rule has now existed for 
several years but the quality is still questionable and the rate of improvement 
is low. Will it ever reach an acceptability for public use?’ To make speech 
recognition really useful we must first learn to handle connected speech with 
relatively large vocabularies in a speaker-independent mode. Indeed, we are 
far off from such advanced levels of recognition techniques whilst there 
appear to exist potentialities for reaching a substantial improvement in the 
quality of synthetic speech within the next few years. The latter optimistic 

figure I. Speech technology and the knowledge barriers. 
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opinion is shared by the pioneer in speech synthesis, John Holmes, in his 
report to this Congress and he also expects significant advances in the 
handling of connected speech to appear fairly soon. 

To the optimistic view we could also add that text-to-speech synthesis 
already in the present state of the art has opened up new effective means of 
communication for handicapped, e.g. text-reading aids for the blind and 
speech protheses for speech handicapped. Also the performance is quite 
adequate for many special-purpose applications including computer-aided 
teaching. The Swedish text-to-speech system developed by Carlsen and 
Granström is implemented with a single chi for the terminal synthesis and 
has an option for operating in six different languages. A similar text-to- 
speech system developed by Dennis Klatt at MIT has means for changing the 
speaker type from male to female to child. A flexible choice of speaker type 
will be quite important in the marketing of synthesizers but this is an area in 
which we still have much to learn. 

There exists a variety of less advanced and cheaper synthesis systems, 
generally intended for phonetic symbol input but some also capable of 
handling a proper orthography text input. These devices provide a lower- 
quality speech. ln general, even our best text-to-speech systems are fatiguing 
to listen to if used for reading long texts. 

' A substantial part of the speech output market is talking chips which serve 
as low data-rate recording and play-back systems. They are now introduced 
in automobiles, household appliances, watches, calculators, and video 
games. We might even anticipate a sound pollution problem from synthetic 
voices guiding every step of our daily life. 

At present, toy industry and manufacturers of video games have employed 
phonetic experts to tailor talking chips to simulate special voice types and 
speaking manners. In the future I believe we can do this more or less by rules. 
General purpose text-to-speech systems are expected to improve sufficiently 
in performance to compete with speech coding and concatenating systems, at 
least when a certain flexibility is desired. 

Computer speech input, i.e. speech recognition systems are expected to 
develop a greater market than speech output systems, at least in terms of 
sales value. Although we are far off from very advanced speech recognition 
systems, we might soon expect applications in office automation‚ e.g. as 
voice input for word processing systems. An extension of present techniques 
to handle connected sequences of words would facilitate this application. A 
speech synthesis monitoring feature could be included. 

2. The Computerized Phonetics 

The close ties between phonetics and speech technology are apparent. Pho- 
netics has been computerized and has gained new efficient instrumentation 
and advanced speech processing methods. Of course, computers would have 
found their way to phonetics anyway but phonetics has now attained some- 
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what of a technical profile. The more prominent phonetic departments have 
a staff of engineering assistants and a research budget which was unheard of 
in former days’ humanity faculties but this development has, of course, not 
come about without an intense engagement of people involved. Phonetics of 
today has gained a new respect from its vital role in the ever increasing 
importance of research into human functions. The technical profilation is 
also apparent in any speech research laboratory whether it is an outgrowth of 
linguistics, psychology, or a medical department. 

This interdisciplinary venture has opened up new channels between for- 
merly isolated faculties. We find young people from a humanities faculty 
engaged in mathematical problems of signal processing. Conversely, stu- 
dents in electrical engineering and computer science departments make 
significant contributions to phonetics and linguistics research. Phonetics, 
within its new profile, takes part in clinical projects and receives funding for 
basic work in speech recognition and synthesis. This is, indeed, a symbiosis 
or rather a fusion of research profiles. It is a healthy development much 
needed in quest of our far reaching goals - but does it not have any negative 
effects? 

Some problems have been apparent all since computer technology pene- 
trated our field. Many phoneticians of an older generation miss the direct 
contact with their instrumentation which they could handle without engineer- 
ing support and which gave them an immediate and intimate insight in 
speech patterns. The old kymograph was indeed valuable in this respect. 
Even the sound spectrograph, which once revolutionized acoustic phonetics, 
is in the risk zone of being outdated by multi-function computer analysis 
programs. However, up till now they have not demonstrated the same 
temporal resolution as the rotating drum print-out from the ordinary spec- 
trograph, which I still would not be without in spite of access to computer 
spectrograms with additional synchronized parameters. 

At the same time as our appetite gròws for more advanced computers 
systems with analysis and synthesis coordinated in interactive programs, we 
run into the usual problems of reliability and difficulties in accurately 
documenting and memorizing complex routines and, as you know, compu- 
ters have a tendency to break down or to be occupied when you need them 
most. 

Also, if we do not know how to rewrite and expand existing programs, we 
may become limited by software constraints which are not initially apparent. 
One example is the widely spread ILS system which, for the benefit of a 
graphically optimized positioning of curves, has a tendency to discard infor- 
mation on relative intensities comparing successive section frames. 

The problem is that neither the software designer nor the user are always 
aware of needs that emerge from the special properties of speech signals or 
the research needs. One example is routines for spectrum analysis of unvoi- 
ced sounds, for instance of fricatives. Standard FFT routines without addi- 
tional temporal or spectral averaging retain a random fine structure of 
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almost the same amplitude as that of true formants. The result is'a fuzzy 
spectral picture in which it is hard to see what is a formant and what is a 
random peak. Spectral smoothing can be attained in many ways. Cepstrum 
analysis or LPC are useful but the smoothness of the LPC curve can be 
deceptive since the location of the formant peaks may vary somewhat from 
sample to sample. 

We all know that computers are fast in operation but that programming 
can take a long time. It is also apparent that computer programming is an art 
which possesses a great inherent fascination which may distract the user from 
his basic scientific problem. An intense love-hate relation may develop. I 
have stayed away from programming until recently, when I started using a 
Japanese programmable calculator which gives me the great satisfaction of 
access to fairly complex modeling at the price of time demanding debugging. 

One can also raise the partially philosophical problem: Who is the boss? 
The user or the computer? Can we leave it to the computer to learn about 
speech or shall we insist on developing our own insights in the many domen— 
sions of the speech code? This is really a matter of strategical importance in 
speech research. ° 

3. Speech Recognition and Research Needs 

There are basically two different approaches possible in automatic speech 
recognition. Either we start by running the computer in a learning mode to 
store a number of templates of speech patterns from a single or a few 
subjects, recognition then simply becomes a best match selection. We learn 
very little about speech this way and we are generally not aware of why the 
matching incidentally fails. 

The other approach needed for large vocabularies and connected speech is 
phonetically orientated in the sense that it is based on recognition of minimal 
units that can range from distinctive feature phonemes, diphones, syllables, 
and words and which require some kind of segmentation.We now approach 
the general problem of speech research in quest of the speech code and the 
relation between message units and their phonetic realization with all the 
variability induced by contextual factors including language, dialect, speaker 
specific situational and stylistic variations. 

It would be a wishful dream to extract all this knowledge merely by 
computerized statistics, i.e. to collect a very large material of speech, give the 
computer some help for segmenting transcription, and look up and then just 
wait for the results to drop out. 

Many institutions are now developing such data banks for their research. 
This is a necessary involvement to make but satisfies a partial need only. We 
cannot store all possible patterns with table look-ups. To organize the data 
bank efficiently, we must rely on a continuing development of a model of 
speech production and generative rules on all levels up to the linguistic frame 
and down to an advanced vocal tract model which should include all what we 
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what of a technical profile. The more prominent phonetic departments have 
a staff of engineering assistants and a research budget which was unheard of 
in former days’ humanity faculties but this development has, of course, not 
come about without an intense engagement of people involved. Phonetics of 
today has gained a new respect from its vital role in the ever increasing 
importance of research into human functions. The technical profilation is 
also apparent in any speech research laboratory whether it is an outgrowth of 
linguistics, psychology, or a medical department. 

This interdisciplinary venture has opened up new channels between for- 
merly isolated faculties. We find young people from a humanities faculty 
engaged in mathematical problems of signal processing. Conversely, stu- 
dents in electrical engineering and computer science departments make 
significant contributions to phonetics and linguistics research. Phonetics, 
within its new profile, takes part in clinical projects and receives funding for 
basic work in speech recognition and synthesis. This is, indeed, a symbiosis 
or rather a fusion of research profiles. It is a healthy development much 
needed in quest of our far reaching goals - but does it not have any negative 
effects? 

Some problems have been apparent all since computer technology pene- 
trated our field. Many phoneticians of an older generation miss the direct 
contact with their instrumentation which they could handle without engineer- 
ing support and which gave them an immediate and intimate insight in 
speech patterns. The old kymograph was indeed valuable in this respect. 
Even the sound spectrograph, which once revolutionized acoustic phonetics, 
is in the risk zone of being outdated by multi-function computer analysis 
programs. However, up till now they have not demonstrated the same 
temporal resolution as the rotating drum print-out from the ordinary spec- 
trograph, which I still would not be without in spite of access to computer 
spectrograms with additional synchronized parameters. 

At the same time as our appetite gròws for more advanced computers 
systems with analysis and synthesis coordinated in interactive programs, we 
run into the usual problems of reliability and difficulties in accurately 
documenting and memorizing complex routines and, as you know, compu- 
ters have a tendency to break down or to be occupied when you need them 
most. 

Also, if we do not know how to rewrite and expand existing programs, we 
may become limited by software constraints which are not initially apparent. 
One example is the widely spread ILS system which, for the benefit of a 
graphically optimized positioning of curves, has a tendency to discard infor- 
mation on relative intensities comparing successive section frames. 

The problem is that neither the software designer nor the user are always 
aware of needs that emerge from the special properties of speech signals or 
the research needs. One example is routines for spectrum analysis of unvoi- 
ced sounds, for instance of fricatives. Standard FFT routines without addi- 
tional temporal or spectral averaging retain a random fine structure of 
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almost the same amplitude as that of true formants. The result is'a fuzzy 
spectral picture in which it is hard to see what is a formant and what is a 
random peak. Spectral smoothing can be attained in many ways. Cepstrum 
analysis or LPC are useful but the smoothness of the LPC curve can be 
deceptive since the location of the formant peaks may vary somewhat from 
sample to sample. 

We all know that computers are fast in operation but that programming 
can take a long time. It is also apparent that computer programming is an art 
which possesses a great inherent fascination which may distract the user from 
his basic scientific problem. An intense love-hate relation may develop. I 
have stayed away from programming until recently, when I started using a 
Japanese programmable calculator which gives me the great satisfaction of 
access to fairly complex modeling at the price of time demanding debugging. 

One can also raise the partially philosophical problem: Who is the boss? 
The user or the computer? Can we leave it to the computer to learn about 
speech or shall we insist on developing our own insights in the many domen— 
sions of the speech code? This is really a matter of strategical importance in 
speech research. ' 

3. Speech Recognition and Research Needs 

There are basically two different approaches possible in automatic speech 
recognition. Either we start by running the computer in a learning mode to 
store a number of templates of speech patterns from a single or a few 
subjects, recognition then simply becomes a best match selection. We learn 
very little about speech this way and we are generally not aware of why the 
matching incidentally fails. 

The other approach needed for large vocabularies and connected speech is 
phonetically orientated in the sense that it is based on recognition of minimal 
units that can range from distinctive feature phonemes, diphones, syllables, 
and words and which require some kind of segmentation.We now approach 
the general problem of speech research in quest of the speech code and the 
relation between message units and their phonetic realization with all the 
variability induced by contextual factors including language, dialect, speaker 
specific situational and stylistic variations. 

It would be a wishful dream to extract all this knowledge merely by 
computerized statistics, i.e. to collect a very large material of speech, give the 
computer some help for segmenting transcription, and look up and then just 
wait for the results to drop out. 

Many institutions are now developing such data banks for their research. 
This is a necessary involvement to make but satisfies a partial need only. We 
cannot store all possible patterns with table look-ups. To organize the data 
bank efficiently, we must rely on a continuing development of a model of 
speech production and generative rules on all levels up to the linguistic frame 
and down to an advanced vocal tract model which should include all what we 
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know of aerodynamics and source filter interaction. Flanagan in his paper to 
this Congress describes this process as letting the vocal tract model mimick 
the speech to be analyzed. This is a dynamic realization of analysis by 
synthesis, which we will be able to handle once we have gained a sufficient 
understanding of the speech production process. 

I t  has already been proposed by some people to integrate a text-to-speech . 
synthesis system as a part of the top-down arsenal of speech recognition. As 
pointed out by John Holmes, this general approach of perturbing synthesis 
parameters for a best match to a natural utterance is also an effective way of 
improving synthesis by rule. Here lies perhaps the main advantage of interfa- 
cing analysis and synthesis. The basic outcome is that we learn more about 
speech. Once we have a sufficient insight, we may produce short-cut rules for 
articulatory interpretations of speech patterns to guide further data collec- 
tion or  for recognition of articulatory events to guide the recognition. 

This might be a more realistic approach to attempt a complete match 
which would require a very advanced adaptability to speaker-specific as- 
pects. Again we are confronted with the constraints of pattern matching 
procedures. 

4. Perception 

Now you may ask, why all this emphasis on production? What about models 
of speech perception and feature theory as a guide for recognition? 

First of all, it is apparent that the main drawback of present speech 
recognition schemes is the handling of bottom-up acoustic data. Either we 
lose a lot of information-bearing elements contained in rapidly varying 
temporal events or we perform a maximally detailed sampling in which case 
substantial information may be lost or diluted by distance calculations, per— 
formed without insight in the speech code. Frequency and time-domain 
adjustments by dynamic programming or by some overall normalization 
procedure are helpful but do not account for the uneven distribution of 
information. . 

Would it not be smarter to base the recognition on models of auditory 
processing including feature detection? Feature detection is, of course, close- 
ly related to the search for articulatory events but with the aid of perception 
models, we could hope to attain a simpler and more direct specification of the 
relevant attributes. 

Formant frequency tracking is often difficult even for non-nasalized 
sounds and ambiguities have to be solved with reference to specific spectrum 
shapes. Models of the peripheral auditory system including Bark scaling, 
masking, lateral inhibition, and short-time adaptation can provide some 
improvements in portraying essential characteristics but do not immediately 
suggest a parametrization. The ultimate constraints are to be found a t  higher 
levels of auditory perception but 'here our  insight is more limited and 
speculative, for instance, in  questions of what is a general function and what 
is a speech mode specific mechanism. 

Fant: Phonetics and Speech Technology 19 

There is now emerging a new duplex view of peripheral auditory analysis 
on the one hand, the basic concept of short—time spectrum transformed to a 
spatial discharge rate - on the other hand, the tendency of the outputs from a 
number of adjacent nerve-endings to be synchronized to a dominant stimu- 
lus frequency. The equivalent frequency range over which such synchroniza- 
tion takes place becomes a measure of the relative dominance of a spectral 
component, and the information about the frequency of the component is, at 
least for lower frequ'encies, contained in the neural periodicity patttern. The 
so-called DOMIN modelling of Carlson and Granstrôm (1982) has its sup- 
port in  the neurophysiological studies of Sachs et al. (1982) and those of 
Delgutte (1982). A consequence of the DOMIN modelling of Carlson and 
Granstrôm is that the algorithm, based on a Bark scaled filter bank, detects 
low-frequency harmonies at high F0, otherwise formants or formant groups. 
In the earlier experiments of Carlson and Granstrôm, based on the Bekesy— 

‘ Flanagan auditory filters which are wider than those of the Bark scale, the 
system produced something that came close to an  Fl and F2 detection. 

We have already noted that models of the peripheral auditory system do 
not provide you a complete auditory transform. For a more true representa— 
tion of the neural transform, we would have to inspect the cortical domain. 
The psychoacoustic experiments of Ludmilla Chistovich and her colleagues 
in Leningrad suggest some kind of spatial integration to take place above the 
level of peripheral hearing. They found that two formants interact to provide 
a joint contribution to the percept when placed closer than a critical distance 
of about 3.5 Bark and may then be substituted by a single formant of some 
weighted mean to provide the same categorical effect. On the other hand, 
when formants corne further apart than the critical distance their  relative 
amplitudes can be varied over a wide range without affecting the identifica- 
tion. 

These effects are relevant to the  discussion of vowel systems and conform 
with the early studies of Delattre et al. at Haskins Laboratories who found 
tha t  back vowels can be simulated by a single formant. I may illustrate the 
categorical boundary between back vowels and more centrally located vo— 
wels by reference to Figure 2 which shows Swedish vowel formants arranged 
in F; —- F , versus F; + F, plot with frequencies transformed to equivalent 
Bark values. The tendency of fairly equal spacing and regular structure has 
exceptions which can be related to historical sound changes and a combina- 
tion of contrast enhancement and reductions. Thus, the Swedish long [11] 
produced with very high degree of liprounding has advanced articulatorily to 
a front vowel with a tongue location similar to that of [i:], whilst its short 
counterpart [a] resembles a back vowel but for a tongue location sufficiently 
advanced to transcend the 3.5 Bark Fz-Fl boundary. Perceptually the long 
[u] and the short [a] occupy an extreme low FI+F2' ‘flatness’ feature which 
they share with their historical origin [u:] and [U] in relation to all other 
vowels, see further Fant (1973; 1983). 

Auditory modelling has now penetrated into the domain of speech dyna- 
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mrcs._ There are indications that short-time adaptation effects increase the d13cnmmability of rapid onset patterns and that the frequency resolution is enhanced for timevarying formant patterns. There remains much to be learned about these effects and the role of special feature detectors. _ Our lack of understanding of the speech perception mechanism may be 111ustrated by the two spectrograms of one and the same sentence recorded in an aud1torrum (see Fig. 3) The upper case spectrogram refers to a micro- phone close to the speaker and in the lower case it originates from a mtcrophonein the middle of the auditorium. The reverbation diaortion does not tmpede mtelligibility much but the spectrographic pattern is blurred to the extent that most of the usual visual cues are lost. How does the audit0f)’ system combat nonse and reverbation? 

5. In Quest of the Speech Code. Variability and Invariance 
Although there are shortcuts for special purpose speech recognition and synthesns by rule, it is evident that advanced goals can be reached by mtensdied fundamental research only. The common knowledge needed the structure of the speech code, is also the central object of phonetics. Models of production and perception constitute a biological frame within which we can 
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Figure 3. Spectrograms of one and the same utterance from a close talking microphone and in 
the middle of a reverberant auditorium. 

study the speech code. Now even if we possessed perfect general models of 
production and perception and a maximally effective linguistic framework, 
we would still have to derive an immense amount of rules and reference data 
relating message units and speaker categories to observed phonetic sound 
shapes. Presently available reference data and rules are incomplete and 
scattered into f ractional acoustical phonetic studies. The more complete rule 
systems are hidden in the software of text-to-speech synthesis systems and 
are contaminated by elements of ad hoc guess work and by the specific 
format of the parameter system. 

So far, speech technology has relied heavily on linguistic redundancies to 
ensure an acceptable performance of synthesis as well as recognition, but it is 
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due time to extend fundamental knowledge by large documentary projects 
around our data banks. When will we have a new version of the book Visible 
Speech with not only illustrations but with reference data and major contex- 
tual rules, in other words, the missing links towards the output of generative 
grammar? When will we have a complete inventory of rules for generating 
different voice types and stylistic variations? 

For applied work it is of no great concern which distinctive feature system 
we adopt for addressing phonemes as long as we can properly handle their 
acoustic-phonetic correlates. Prosodic categories should not be defined by 
single physical parameters. They should be treated the same way as phonolo- 
gical segmentals, that is, as constituents of the message level with rules for 
their many phonetic realizations. 

The study of coarticulation and reduction is of central importance. There 
is a need to extend the concept of reduction to variations induced by various 
degrees of stress emphasis and stylistic factors. A typical example is the 
variation of vowel formant frequencies with the mode of production. We 
find a more extreme articulation in citation forms than in connected speech 
and even more extreme in targets in sustained vowels. Emphasis and de-Cm- 
phasis affect not only target values but in general all speech parameters and 
their temporal patterning. 

The speech code is a theme about variabilities and invariance. Invariance and mamfestation rules are closely connected. How do we define invariance? 

%... %.... 
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I feel that we should make a distinction between academical and more 
pragmatic needs. Roman J akobson‘s concept of distinctive feature implies in 
its most general form a relational invariance. Independent of the sequential 
context and specific combination of other features in a phoneme, there 
remains ‘ceteris paribus', a vectorial difference along the feature dimension 
comparing the + alternative and the - alternative. 

Obviously, we do a better job in recognition if we make use of all conditio— 
nal factors affecting the sound shapes of the two candidates. However, a 
research line adopted by Kenneth Stevens is directed towards, what he calls 
‘absolute’ invariance, which conceptually comes close to the common deno- 
minator aspect of the distinctive feature theory. Stevens started out by 
studying Spectrum slope properties of the stop burst and extended his 
descriptions to temporal contrasts, e.g. the intensity of the burst and that of a 
following vowel in a certain frequency region. I have suggested an extension 
of the concept of absolute invariance to employ any description which does 
not imply a prior phonological identification of the context. In this sense, 
positional allophones of /k/ and /g/ may be identified by both the degree of 
spectral concentration and by the location of energy with respect to the 
format pattern after the release. 

Returning to academical issues we find that the use of one and the same 
feature, such as compactness in both consonant and vowel systems, compli- 
cates and dilutes the common denominator whilst there still remains an 
interesting parallelism, in the Jakobson-Fant-Halle system brought out by 
the identification of the [k] [p] [t] relations with those within [a] [u] [i]. The 
Chomsky-Halle system operating with independent consonant place fea- 
tures has its shortcomings in the roundabout labeling of labials as [+anterior 
[-coronal]. I prefer the output oriented acoustic-perceptual basis. Major 
spectral attributes are preserved in neurophysiological studies as those of 
Sachs et al. (1982: 121) sec their figure of [i] versus [a] emphasizing the 
compactness feature. 

I am now approaching the more philosophical aspects of phonetics. We 
are all more or less engaged in studies of the speech ‘code but this is a 
painstaking slow process. Meanwhile we can make general remarks about 
the code, e. g. that it has developed with a major concern for the final stage of 
the speech chain. Roman Jakobson’s theme ‘we speak to be heard in order to 
be understood’ has had a great impact. This principle is referred to by Bjorn 
Lindblom as teleological. With a slight deletion in this exclusive term, we end 
up with the word teology which has some bearing on issues such as motor 
theory of speech perception‚ ‘speech is specially handled in perception’, the 
speech code is innate, speech production is a chain process or is preplanned 
etc. 

I am personally in favor of a both—and principle. No single statement is 
sufficient. Speech is both precise and sloppy. Speech perception mvolves 
many parallel processings and may rely on both phonemes, syllables, and 
words as minimal recognition units. The statement that the truth about 
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segmentation is that you cannot need modification. You both can and 
cannot. The common denominator of distinctive feature is sometimes easier 
to describe with reference to articulation than to perception and the reverse is 
often true. Motor theory of speech perception as well as auditory theory of 
speech production both have something to contribute to our perspective. 

The most absolute statement I can make is that speech research is a 
remarkable, exciting venture. Most people take speech for granted. A small 
child can do what 700 wise men and women at this congress do not quite 
understand. I wish you all an exciting continuation of the congress. 
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Perception of Speech as a Modulated Signal 

Reinier Plomp 
Soesterberg und Amsterdam. the Netherlands 

]. Introduction 

In this contribution on the significance of hearing for speech research I . 
would first like to demarcate what will be discussed. It is not my purpose to ? 
present a review of the state of the art of psychoacoustics as far as it is 
relevant to speech perception. lnstead of this the attention will be focused on 
a comparison of the physical properties of the speech signal with the limits of 
the ear’s capacity to handle this signal. To avoid misunderstandings, the 
auditory processes to be considered do not include the way in which the 
signal is decoded in phonetic terms. Therefore, the controversy of whether or 
not there is a phonetic mode Will not bother us (for a recent review, see Repp, 
1982). 

The auditory system constitutes an important link in the transfer of 
information from the original speech signal produced by the speaker to the 
understanding of its message by the listener. Since speech intelligibility in 
general is the main criterion of the successfulness of this transfer, it will play 
an important role in our discussion. This means that the present approach 
does not consider the intelligibility, or any other property, of the individual 
speech sounds. 

As will be shown, it is worthwhile to include in our considerations also the 
transfer of the speech signal from the month of the speaker to the car of the 
listener, as far as the reverberation is concerned. This link in the chain is too 
often neglected in phonetics. 

2. Analysis of Speech in Terms of Modulation Frequency 

lt is common in phonetics to describe the speech signal in terms related to its 
production, such as formant frequency and place of articulation. This results 
in a description specific for speech, but not generally applieable to all types of 
sound relevant in everyday listening. It will be clear that we cannot use such a 
production- oriented description in studying the transfer of the speech signal 
on its way from the speaker to the listener; the measures adequate in room 
acoustics (e.g. reverberation time, sound-absorption coefficient, volume, 
distance) are general, physical, quantities. 

A similar argument holds for the auditory system in the strict sense of the 
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term. Without going into details (see Plomp, 1976), we may compare this 
system with a set of (overlapping) band-pass filters tuned to different fre- 
quencies from low to high. The three main perceptual attributes of sounds: pitch, loudness, and timbre, are strongly related to the physical properties of 
fundamental frequency, intensity, and frequency spectrum, respectively. (For experimental evidence that sounds with different fundamental frequen- 
cres but equal absolute frequency spectra are very similar in timbre, see Plomp and Steeneken, 1971). Together, these three physical quantities given 
an adequate description of a speech vowel as a periodic vibration (fundamen— tal frequency F0) with a specific amplitude pattern of the harmonics. This 
approach also holds reasonably well for the voiced consonants (sonorants); … the nonsonorants the periodic vibration is replaced by a noise-like source. Thus, the speech signal can be interpreted as a carrier (periodic vibration or noise) with a frequency spectrum modulated continuously in time by the vocal tract. Although the temporal variations of Fo contribute to speech intelligibility, this contribution is relatively small and will be left out of 
consrderation here. This means that we will confine ourselves to the frequen- cy spectrum and how it varies in time. 

The significance of this perception-oriented approach can be demonstra- ted by means of the spectrogram. In a spectrogram the frequency spectrum measured with a set of band—pass filters is plotted as a function of time. It does not represent the fine structure of the signal (instantaneous amplitude) but gives the temporal intensity envelope for the different frequency bands. The important role the spectrogram has played in phonetic research during the last decades may be regarded as a demonstration that the spectrogram is an excellent representation of the information-bearing characteristic of speech. 
This conclusion suggests that it makes sense to analyze the speech-signal envelope, reproduced in the spectrogram, in terms of sinusoidal compo- nents, as is usual in systems analysis. This analysis should be distinguished from the traditional frequency analysis in terms of audio frequencies. The spectrogram gives the intensity envelope both in time (horizontal) and in frequency (vertical) and it is these two envelopes that should be analyzed. The resulting frequencies are not audio frequencies but modulation frequen- CIes describing the temporal and spectral variations. (In order to avoid confusion between these two types of frequencies, the prefixes ‘audio’ and ‘modulation’ will be frequently used.) 
As a further illustration of what is important in the transfer of the speech signal, let us consider the spectrogram as an optical image to be transferred. It will be clear that its finer details, quite essential for identifying specific phonemes, are lost if the spectrogram is reproduced on a TV screen or as a newspaper picture with large dots; the medium, including the eye, should be 

able to preserve the relevant details. In recent years it has become common to quantify the quality of the image transfer by means of the spectral modula- tion transfer function, representing the faithfulness with which spatial sinu- 
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soidal brightness variations are preserved as a function of modulation 
frequency. Similarly, the transfer of speech as a sound signal can be quanti- 
fied by means of temporal (in Hz) and spectra] (for example, in periods/oc- 
tave) modulation frequencies. Hence it makes sense to study the speech 
signal as radiated from the mouth in terms of modulation frequencies. 

Since on temporal modulation rather more data are available than on 
spectral modulation, I will start by discussing what sinusoidal modulations 
in time are present in speech signals, the effect of reverberation on the 
transfer of these modulations from the speaker to the listener, and the way in 
which the limited capacity of the ear to perceive modulations can be express- 
ed, too, by a modulation transfer function. Subsequently, the same points 
will be considered for the spectral modulations. 

3. Temporal Modulation 

3.1. The temporal envelope of the speech signal 

The intensity of a speech signal as a function of time can be measured with 
the aid of a squaring circuit followed by a low-pass filter with a cut-off 
frequency of, say, 50 Hz. In this way a signal is obtained only determined by 
the fluctuating envelope, not by the fine structure (viz. the audio frequencies) 
of the speech signal. Figure 1 illustrates such an- intensity envelope for a 
speech fragment of 10 sec; the dashed line represents the average intensity,-I_, 
of this signal. 
By means of a frequency analysis of the intensity envelope function of the 
speech signal the relative importance of different modulation frequencies can 
be determined. Steeneken and Houtgast (1983) analyzed one-minute speech 
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fragments of connected discourse from ten male and ten female speakers who 
read the same text. By speeding up the envelope function by a factor of 400, 
they obtained a signal fluctuating in the normal audi-frequency range. This 
signal was analyzed with a set of one-third octave band-pass filters. Since the 
modulation index, m, is an appropriate measure for specifying modulation 
transfer functions, as we will see below, this measure will also be used for the 
speech signal. It is defined as the average peak value of the filter output 
amplitude divided by the average value of the unfiltered signal,T; in Fig. 1 the 
sinusoids represent the case m=l. 

In Fig. 2 the modulation index, averaged over ten male speakers, is plotted 
as a function of modulation frequency, F (centre frequency of the l/3-oct 
band-pass filters). The l-min speech segments were first analyzed in terms of 
audio frequencies by means of octave band-pass filters; then for each octave 
band the temporal intensity envelope was analyzed in terms of modulation 
frequencies. We see that the resulting curves are rather similar, except for 
their vertical positions. For all audio frequencies the most important modu- 
lation frequencies are 3-4 Hz, related to the number of words/syllables 
pronounced per sec. With ten female speakers, as well as with other texts, 
almost the same results were found. 
. Adopting as a criterion the modulation frequency for which the modula- 

tion index rs reduced to half its peak value, we see that modulation frequen- 
cres are present in speech up to about 15 Hz. 
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3.2. The speaker-to-Iistener modulation transfer function in rooms. 

The transfer of the speech signal from the speaker to the listener depends in 
an enclosed space on the reverberation characteristics of the room. The 
sound travels from the mouth of the speaker to the cars of the listener via a 
great many different transmission paths. At a short distance the direct path 
may be the most important one, but for most positions the sound level will be 
determined by the indirect paths, each including a number of reflections. 
Since the time of arrival is given by the total lentgh of the path, the differences 
in path length result in a blurring of fine temporal details o f  the speech 
signal’s envelope, comparable with the optical effect of a lens system that is 
out of focus. In terms of modulation, it means that slow sinusoidal modula- 
tions are well preserved, whereas fast modulations are attenuated. 

This(modulation)frequency-dependent behaviour of an enclosure can be 
expressed in the so-called temporal modulation transfer function (TMTF). 
For an input signal (band of noise) with a 100-% sinusoidally varying 
intensity‚Ti ( l  + cosZnFt), at the position of the speaker, the output signal at 
the listener’s ear is given by 

To [l+mcos(2F1rt-o)] ( l) 

where F= modulation frequency and m as a function of F is defined as the 
TMTF. 

Since the TMTF was first introduced in room acoustics by Houtgast and 

Steeneken (1973) as a predictor of speech intelligibility, various ways of 
deriving m(F) from the room parameters have been explored. In the simplest 
case the sound field is considered as the result of a statistical process of sound 

reflections without any directional preference, the direct path being exclu- 

ded. For such a diffuse sound field m(F) is given by 

m(F) = (1+0.207F2T2)'1/2 , (2) 

where T = reverberation time in sec, the time in which a sound decays by 60 
dB (Houtgast, Steeneken and Plomp, 1980; Schroeder, 1981. In Fig.3 this 

equation is plctted as a function of modulation frequency, with T as the 

parameter. The figure illustrates the blurring effect of high modulation 

frequencies and the significant role of reverberation time. The reverberation 
times in everyday life are large restricted to the range from T: .5 sec 
(typical living room) to T=2 sec (good concert hall). 

For a more accurate determination of the TMTF the statistical approach 
has to be replaced by a geometrical approach based on the exact dimensions 
of the room, the positions of the speaker and the listener, and the sound 

absorption properties of the different boundary surfaces. For a rectangular 
room the algorithm has been given by Plomp, Steeneken and Houtgast 

(1980), for a room with oblique walls shaped as a trucated pyramid by 
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Figure 3 Temporal modulation transfer function in the diffuse sound field with the reverberation 
time of the room as the parameter. The data points (mean value and standard deviation for 50 
subjects) represent the TMTF of the auditory system for 1000 Hz. 

Wattel et al. (1982). Whereas those algorithms were based on mirror images, 
the more general approach by means of ray-tracing has been presented by 
van Rietschote, I-Ioutgast and Steeneken (1981). In all these models the 
presence of noise was also taken into account. It has been shown (Houtgast et 
al. 1980) that from the TMTF over the modulation frequency range 0.4-40 
1-1a smgle measure can be derived, the Speech Transmission Index (STI), 
which is an excellent predictor of speech intelligibility; as has been verified, 
this holds generally for Western languages (Houtgast and Steeneken, 1983). 
This means that the algorithms for computing the TMTF from the room 
parameters are important tools in designing acoustically good classrooms, 
conference rooms, auditoria, etc. The TMTF concept has been successfully 
extended to include band-limiting, nonlinear distortion, and other distur- 
bances of the speech signal which may be present in communication channels 
(Steeneken and Houtgast, 1980). 

4. The temporal modulation transfer function of the ear 

In the same way as an enclosure the ear may be regarded as a link in the 
speech transmission chain that is able to transfer faithfully slow variations of 
sound intensity but is unable to follow fast modulations. If we could be sure 
that the ear is linear for modulations, we could derive the TMTF from the 
Just-noticeable intensity modulation as a function of modulation frequency 
(Viemeister, 1979), but this assumption is not justified. Since we cannot 
measure directly at the output of the auditory system, we have to use an 
external test sound to investigate the car’s modulation transfer function This 
can be done by measuring the detection thresholds for a very short test sound 
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coinciding in time with the peaks of the sinusoidally intensity—modulated 

stimulus and with the valleys of this signal, respectively. The peak-to-valley 

difference, AL, in dB, can be translated in the modulation index m. 

AL 101 1 + m  I O A L / l o — l  3 
= o —-—,orm= ' ' .  - 

A condition for this approach is that detection exclusively depends on 

signal—to-noise ratio which is true over a large intensity range. 

In the literature only few data on peak—to-valley differences are reported 

(Rodenburg, 1977; Festen et al., 1977; Festen and Plomp, 1981); In the 

experiment by Festen and Plomp, the sinusoidally modulated sound was 

white noise low—pass filtered with a cutoff frequency of 4000 Hz. In a 

two-alternative forced-choice procedure the detection threshold of a 0.4— 

msec click, octave-filtered around 1000 Hz, was measured for modulation 

frequencies of 10, 15, and 20 Hz. The results, averaged over 50 normal-hear- 

g subjects, are plotted in Fig. 3. 
Taking the frequency for which m=0.5 as a measure of the limit up to 

which the ear is able to follow temporal modulations, we arrive at a value of 

about 25 Hz. It is of interest that in the first channel vocoders, already more 

than 50 years ago, intensity fluctuations up to 25 Hz were considered to be 

important in speech perception (Flanagan 1965, p. 246). 

This experiment leaves unanswered the question of the degree to which the 

car’s TMTF may depend on audio frequency. The scarce data on the thres- 

hold for just-noticeable modulations strongly suggest that for frequencies as 

low as 250 Hz the TMTF shifts (maybe by as much as a factor of two) to 

lower frequencies, with the reverse holding for frequencies as high as 4000 Hz 

(Viemeister, 1979). 
Figure 3 allows us to express the ear’s sensitivity to modulations in 

reverberation time, resulting in an estimate of T=0.l2—0.15 sec. Since for 

rooms the reverberation time is almost always at least 0.4 see, it is clear that 

in everyday situations the room rather than the ear is the limiting factor in 

our ability to perceive temporal intensity fluctuations of sounds. 

In this derivation of the TMTF it has been taken for granted that the role 

of phase in the transfer of temporal modulations is negligible. If a room 

modified the phase relation between the various modulation components, 

this should affect speech intelligibility. For the diffuse sound field underlying 

the curves of Fig. 3, the phase shift, relative to F=0Hz, is increased to only 

45° at the modulation frequency for which m=0.5, with an asymptote of 90° 

at high modulation frequencies. Experiments by Viemeister (1977) indicate 

that for the auditory system, too, the phase shift may be neglected for the 

range of modulation frequencies relevant in speech perception. 
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[figure 3 Temporal modulation transfer function in the diffuse sound field with the reverberation 
time of the room as the parameter. The data points (mean value and standard deviation for 50 
subjects) represent the TMTF of the auditory system for 1000 Hz. 

Wattel et al. (1982). Whereas those algorithms were based on mirror images, 
the more general approach by means of ray-tracing has been presented by 
van Rietschote, Houtgast and Steeneken (1981). In all these models the 
presence of noise was also taken into account. It has been shown (Houtgast et 
al. 1980) that from the TMTF over the modulation frequency range 0.4-40 
Hza single measure can be derived, the Speech Transmission Index (STI). 
which IS an excellent predictor of speech intelligibility; as has been verified, 
this holds generally for Western languages (Houtgast and Steeneken, 1983). 
This means that the algorithms for computing the TMTF from the room 
parameters are important tools in designing acoustically good classrooms, 
conference rooms, auditoria, etc. The TMTF concept has been successfully 
extended to include band-limiting, nonlinear distortion, and other distur- 
bances of the speech signal which may be present in communication channels 
(Steeneken and Houtgast, 1980). 

4. The temporal modulation transfer function of the ear 

In the same way as an enclosure the ear may be regarded as a link in the 
speech transmission chain that is able to transfer faithfully slow variations of 
sound intensity but is unable to follow fast modulations. lf we could be sure 
that the ear is linear for modulations, we could derive the TMTF from the 
Just-noticeable intensity modulation as a function of modulation frequency 
(Viemeister, 1979), but this assumption is not justified. Since we cannot 
measure directly at the output of the auditory system, we have to use an 
external test sound to investigate the car‘s modulation transfer function This 
can be done by measuring the detection thresholds for a very short test sound 
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coinciding in time with the peaks of the sinusoidally intensity—modulated 

stimulus and with the valleys of this signal, respectively. The peak—to-valley 

difference, AL, in dB, can be translated in the modulation index m. 

AL 101 H m ___—IOA“… - l  (3 = o _ ,  º f  m :  . ' 

gl-m mºl—¡Iºn ) 

A condition for this approach is that detection exclusively depends on 

signal—to-noise ratio which is true over a large intensity range. 

In the literature only few data on peak-to-valley differences are reported 

(Rodenburg, 1977; Festen et al., 1977; Festen and Plomp, 1981). In the 

experiment by Festen and Plomp, the sinusoidally modulated sound was 

white noise low-pass filtered with a cutoff frequency of 4000 Hz. In a 

two-alternative forced-choice procedure the detection threshold of a 0.4- 

msec click, octave-filtered around 1000 Hz, was measured for modulation 

frequencies of 10, 15, and 20 Hz. The results, averaged over 50 normal-hear- 

g subjects, are plotted in Fig. 3. 
Taking the frequency for which m=0.5 as a measure of the limit up to 

which the ear is able to follow temporal modulations, we arrive at a value of 

about 25 Hz. It is of interest that in the first channel vocoders, already more 

than 50 years ago, intensity fluctuations up to 25 Hz were considered to be 

important in speech perception (Flanagan 1965, p. 246). 

This experiment leaves unanswered the question of the degree to which the 

car‘s TMTF may depend on audio frequency. The scarce data on the thres- 

hold for just-noticeable modulations strongly suggest that for frequencies as 

low as 250 Hz the TMTF shifts (maybe by as much as a factor of two) to 

lower frequencies, with the reverse holding for frequencies as high as 4000 Hz 

(Viemeister, 1979). 
Figure 3 allows us to express the car‘s sensitivity to modulations in 

reverberation time, resulting in an estimate of T=0.12—0.15 sec. Since for 

rooms the reverberation time is almost always at least 0.4 sec, it is clear that 

in everyday situations the room rather than the ear is the limiting factor in 

our ability to perceive temporal intensity fluctuations of sounds. 

ln this derivation of the TMTF it has been taken for granted that the role 

of phase in the transfer of temporal modulations is negligible. If a room 

modified the phase relation between the various modulation components, 

this should affect speech intelligibility. For the diffuse sound field underlying 

the curves of Fig. 3, the phase shift, relative to F=0Hz, is increased to only 

45° at the modulation frequency for which m=0.5, with an asymptote of 90° 

at high modulation frequencies. Experiments by Viemeister (1977) indicate 

that for the auditory system, too, the phase shift may be neglected for the 

range of modulation frequencies relevant in speech perception. 
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5. Spectral Modulation 

5.1. The spectral envelope of the speech signal 

Analogously to the case of temporal modulations, we would like to analyze 
spectral speech envelopes in terms of modulation frequencies. Since no data 
for a speech fragment of which the frequency spectrum is measured periodi- 
cally in time are available, we have to estimate the upper limit of spectral 
modulation frequencies from audio-frequency spectra of  individual speech 
sounds. Both in view of their temporal prominence in speech and their 
peakedness, vowels are most appropriate for investigating this upper limit. 

The spectral envelopes of vowels are characterized by a series of f ormants, 
of which the lower three are the most important ones. In addition to their 
frequency and level, these formants are described by their bandwidth and 
their interdividual spread in frequency. 

Experiments by Dunn (1961) have shown that, in the mid-frequency range 
(800-2500 Hz), formant bandwidth is, roughly, about 6%. Assuming triangu- 
lar spectral formant shapes, this implies that two formants have to  differ 
about 15% in order to be separated by a spectral valley of 4.77 dB, correspon- 
ding to m=0.5 (equation 3). This peak distance of 15% determines the upper 
;r;o;i:latton frequency present in speech spectra, equal to about 5 periods/ 

C. 

' This value should be considered as an upper estimate, excluding the 
mtermdmdual spread in formant frequencies. Since speech recognition is 
äaesefdeon the absolute rather than the relative position of the spectrum along 
accoun£:ü;t;cfy scale, it is reasonable to take the interindividual spread into 
cies is al;om $; e ;owel spectra the standard deviation of formant frequen- 
the k ‚0 ( ols, Tromp and Plomp, 1970) which means that 68% Of 

a tPeal s are “""" a range Of 20% around the average frequency for that 
aitrhlttrll:eagtyforrfnant. Interpreting this 20% as a bandwidth to be combined 
limit of mogglatthe formant bandwidth, we arrive at a lower estimate of the 

Ion frequencres present in speech of about ] period/octave. 
On the basis of 1/3- octave v 1 . 
obtained (Plomp, 1983). °“’° SPCCITa‚ the same lower est1mate has been 

6. The transfer from the speaker to the listener in a room 
The fact that sounds reach the car via a paths does not only influence the tempora srgnal at the listener’s position, but also tones the sound pressure level at a lar theorettcal uncertainty with a standar 1954). Measurements at a great man confirmed this value (Plomp and Ste consequence of the vectorial addition 

great many different transmission 
1 modulations present in the speech 
1ts spectrum. For steady-State pure 

ge distance from the speaker has 8 
d deviation of 5.57 dB (Schroeder, 
y locations in a concert ball have 

eneken, 1973). This uncertainty iS 3 
of sound waves with random phases; it 
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is inherent in a diffuse sound field and cannot be reduced by acoustical 
measures. 

In order to get some insight into the effect of this ‘noisy’ character of the 
transfer of sound in a room on the speech signal, we can compare it with the 
interindividual spread in vowel spectra. Using data from Klein, Plomp and 
Pois (1970) it was found that the spectral variance due to reverberation is 

about as large as the interindividual spectral variance for male speakers 
pronouncing the same vowel (Plomp and Steeneken, 1973). 

7. The spectral modulation transfer function of the eat 

The sum of white noise and its replica by 1: sec results in so-called comb-filte- 
red noise with an intensity varying sinusoidally along the frequency scale at a 
frequency of l/r Hz (thus a delay of 5 msec gives noise with peaks at 
distances of 200 Hz). Similarly as temporally modulated noise, this signal can 

be used for measuring the peak- to-valley difference for a test tone at a fixed 
frequency. 

With the same group of 50 normal-hearing subjects for which the TMTF 
was measured (Fig. 3), the spectral modulation transfer function (SMTP) 
with comb-filtered noise was also investigated. Short lOOO—Hz test tones 

(duration 15 msec) were presented either during or immediately after 500- 

msec noise bursts. These two conditions, simultaneous masking, were chosen 

because they result in different values of the ear’s SMTP, as the results in Fig. 

4 show. This difference is attributed to a sharpening mechanism (lateral 

suppression, comparable with Mach bands in vision) not effective in simulta- 

neous masking (for more details see Houtgast, 1974; Plomp, 1976). 

According to Fig. 4, the eat is able to detect spectral modulations up to a 
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Figure 4. Spectral modulation transfer function (mean value and standard deviation for 50 

Subjects) of the auditory system for 1000 Hz. The left-hand curve holds for simultaneous 

masking, the right-hand curve for forward masking. 
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limit of, on the average, about 4 periods/octave, with lateral suppression 
included, and of about half this value for the condition without the effect of 
lateral suppression. From experiments by Houtgast (1974) we may conclude 
that these figures, measured for 1000 Hz, hold generally over the speech-fre- 
quency range. The diagram indicates that for the first-mentioned condition 
the mterindividual differences are rather large; this confirms the finding in 
other experiments that subjects differ considerably in the effectiveness of the 
car’s sharpening mechanism. 

8. Effect of Hearing Impairment 

In the previous sections we have discussed values for the upper limits of 
temporal and spectral modulation frequencies present in the speech signal as 
well as the upper limit of the ear’s capacity to detect modulations. These data 
can be summarized as follows: 

Type of modulation Speech signal Hearing 

Normal Impaired 

Temporal (Hz) 15 25 IO 
Spectral (per/oct) l to 5 2 to 4 1.4 to 1 6 

From this table we may conclude that speech and normal hearing are well 
matched; the modulations present in speech cover the frequency range over 
which the ear is able to follow these modulations. 

This agreement is disturbed in the case of hearing impairment. The right 
most column of the table gives average values for a group of 22 hearing-im- 
paired-subjects with moderate hearing losses (30 to 60 dB for 1000 Hz) of 
sensortneural origin. These recent data from Festen and Plomp (1983) were 
gathered with the same experimental procedures as used in the case of 
normal hearing. 
We see that hearing-impaired subjects are, on the average, unable to hear the 
fast temporal intensity variations present in speech. According to the TMTF 
curves of Fig. 3, their hearing handicap in a reflection-free room is , in this 
respect, comparable with the situation for normal-hearing listeners in a room 
With a reverberation time of about 0.4 sec. 

The table shows that not only the car’s TMTF but also its SMTF is reduced 
by the hearing impairment. This reduction is much stronger for the nonsi- 
multaneous condition than for the case of simultaneous masking resulting in 
almost equal values in periods/octave. This suggests that lateral suppression 
is rather susceptible to hearing loss. 

It is well—ltnown that hearing-impaired subjects have special difficulties in 
understanding speech in noisy and reverberant environments (cf. Plomp and 
Mimpen, 1979; Plomp and Duquesnoy, 1980; Duquesnoy, 1982). We may 
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conclude that, at least partly, these difficulties are due to the reduction in the 

ear’s upper limits for the detection of temporal and spectral modulations. 

There are indications that by compensating for the car’s decrease in sensitivi- 

ty to temporal modulations, speech intelligibility can be enhanced (Lewien, 

1982; see Schroeder’s contribution to this congress). 
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Speech and Hearing: Some Important Interactions 

Manfred R. Schroeder 
Göttingen, FRG and Murray Hill, USA 

Abstract 

I will discuss the following three tºpics at the interface of speech and hearing: 
1. The importance of auditory masking by the speech signal on the percep- 

tion of speech itself. This ‘self—masking’ of speech is also important in the 
synthesis of speech and its digital encoding. In particular, the sizable 
quantizing noise at the low bit rates desirable for efficient digital transmis— 
sion and storage of speech signals can be made nearly inaudible by 
exploiting the masking properties of the human ear. (Collaborators: B.S. 
Atal and J.L. Hall) 

2. Work at Göttingen on processing of speech signals to enhance their 
intelligibility for the hard-of-hearing, particularly those suffering from 
sensorineural hearing loss and recruitment. (Collaborators: W.H. 
Strube, T. Langhaus and T. Lewien) 

3. Effects of phase on the perception of speech, including the possibility of 
creating intelligible speech from signals with time-invariant flat power 
spectra solely by controlling monaural phase. These results point to the 
importance of temporal cues in the perception of speech beyond presently 
accepted limits. (Collaborator: S. Mehrgardt). 

l. Introduction 

I was raised as a physicist and thus, I feel a bit out of place at a Phonetics 
Congress - but not entirely. In 1953 — 30 years ago - Prof. Werner Meyer-Ep- 
pler from the Phonetics Institute in Bonn gave a colloquium talk at the 
University of Göttingen and I (a young student then) was much impressed by 
what he had to say about speech and hearing, about linguistics and informa- 
tion theory. My physicist friends pretended that they did not understand 
what Meyer-Eppler was talking about, but I was so taken with his message 
that a year later — upon joining Bell Laboratories —- I changed my primary 
research field from microwave physics and physical acoustics to speech. 

I remember building the first voice-excited vocoder (VEV) - not from 
integrated circuits, but from individual components, soldering iron in hand. 
We discovered that the cepstrum technique - originally suggested to distin- 
guish earthquakes from nuclear explosions - was an ideal tool for the 
detection of the fundamental frequency of speech. 
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We manipulated formant frequencies, segmental durations and pitch of 
natural speech to create the most unnatural speech signals anyone had ever 
heard. In fact, taking a leave from the great Creator, we tried to change a 
male voice into a female voice and discovered there is more to the male-fe- 
male dichotomy than pitch and formant frequencies. (Even after getting 
formant bandwidths right, our female creations did not sound very inviting - 
say for sharing an  evening a t  the opera.) 

In  our work on analyzing and synthesizing speech we were constantly 
reminded how important hearing - or  more generally: auditory perception - 
is. Let me give you just one small example. At some point in my speech career 
it occurred to me that the signal—to-noise power ratio (SNR) of voiced speech 
contaminated by white noise could be enhanced a hundredfold by a pitch— 
tracking comb-filter. And the physical measurements on a noisy speech 
signal so processed showed that, indeed, the SNR was improved by more 
than 20 dB. But when it came to assessing the improvement in speech 
intelligibility - a subjective measure - the  result was nil: the processed speech, 
although sounding less noisy, was not a bit more intelligible than the unfilter— 
ed signal. In other words, whatever my pitch-tracking comb-filter did, the 
listener’s brain could do just as well, using its own biological ‘software’. 

2. Auditory Masking by Speech Signals 

While this early lesson on the interaction of speech and hearing was negative 
from the point of view of a practical application (enhancement of intelligibi— 
lity) another interplay between speech and hearing has paid off very handso— 
mely: the exploitation of auditory masking to reduce the audibility of 
quantizing noise in digital speech. When we first started to  apply the princiT 
ple of linear predictive coding (LPC), everybody was gratified by the resul- 
ting high speech quality. Only a t  very low bit rates some distortion, caused by 
quantizing noise, could be heard. Then it occurred to me that  even this 
distortion could be eliminated by sweeping the quantizing noise under the 
‘formant rug’, so to speak. Quantizing noise in linear predictive coding 
typically has a flat spectrum as shown in Fig. ]. But by computing the 
loudness of the noise in the presence of the  speech signal and then minimizing 
it,  resulting in  a noise spectrum as shown in Fig. 2, we can make the  noise 
practically inaudible. Even at ] bit/sample for the prediction residual signal, 
the quantizing noise is inaudible and input and output speech signals are 
virtually indistinguishable. Fig. 3 shows some of the steps of this computa- 
tion. Most of this work was done in collaboration with J .L. Hall and 8.8. 
Atal of Bell Laboratories and P. Calavrytinos at  Göttingen (Schroeder et al., 
197%, 197%, 1982). 
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Fig. I. Quantizing noise in LPC. 
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Fig 2. Minimized loudness of noise in the presence of the speech signal. 
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3. Enhancement of Temporal Cues 

[mentioned Meyer-Eppler before and will mention him again. When I 
vrsrted his Institute at the University of Bonn in 1958, he showed me - among 
other things - an old German patent of his: a kind of vowel-consonant switch 
that would increase the power level of consonants in connected speech to 
preventthem from being masked by preceding vowel sounds in a reverberant 
audttortum. A beautiful idea - except it did not work. The constant switching 
made the original speech signal rather unintelligible even before it was 
sub;ected to reverberation. 

Later, when [ learned about the modulation transfer function (MTF)‚ ‘ 
thought I could outwit reverbuation by increasing the modulation envelope 
of speech srgnals - but to no avail. Nevertheless, manipulating the envelope Of 
speech sngnals has led to success in another application — improving Sp€€0h 
intelligibility for the neurally deaf- more specifically, people who suffer from 
i;igfiänt'fsädl _pat1ents have only a very narrow level range between the 
its am olitfid)e heating and discomfort. If speech is to be intelligible to them, 
for at: litude as to be litted into the narrow level ‘window‘. This would call 
alreadfmar i:;WPYCS'SIPI}..l-lowever‚ such compression would decrease an 
not in statiänz mtellrgrbflny‚ because much speech articulation is reflected 
transitions bet "Y ampll_tudes and spectra, but in temporal cues and fast 
mo dulation r‘"°°“ ‚stationary states. Thus, a more sophisticated kind Of 
different mogui):te'ssmg ts called for as illustrated in Fig. 4, which shows 
correSponds to „‘s: tragsfers (M), versus modulation frequency Q. Panel ! 
compression in Whicr:o„rfied MTI_*“ and panel 2 illustrates ordinary dynamic 
about 12 dB" . a modulation frequencies are equally attenuated (by 

m the '"“Stfat10fl)- The third panel shows a reduction of the 
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Fig. 4. Different modulation transfers (M) vs. modulation frequency. 

modulation at low modulation frequencies (below 5 Hz). The fourth panel 

shows both this reduction and an increase in the modulation at high modula- 

tion trequencies, thereby both compressing the dynamic range (determined 

mostly by the low modulation frequencies) and enhancing the transients. 

(The corresponding operation in vision is called edge enhancement.) 

The modification of the modulation Spectrum of speech is done separately 

for each critical band of hearing. The success of this method in enhancing 

speech intelligibility, both in noisy environments and for recruitment pa- 

tients, was demonstrated by H.W. Strube, T. Lewien, and T. Langhans and 

described at the 1982 FASE/DAGA Congress in Göttingen. 

4. The Importance of the Time Waveform of Speech Signals 

In the 19505, when I first became interested in speech synthesis, I was almost 

immediately intrigued by the problems of subjective quality of synthetic 

speech. Vocoders had a reedy, ‘electronic’ accent and I thought that the 

excitation waveform, consisting of sharp pulses for voiced sounds, was per- 

haps to blame. To investigate this question more deeply, I built a generator 

for 31 coherent harmonics of variable fundamental frequency. The phase of 

each harmonic could be chosen to be either 0 or 11: - a total of 230 = 1,073, 741, 

824 different waveforms, each of which appeared to have its own intrinsic 

timbre - their identical power spectra notwithstanding. ([ wish Seebeck, Ohm 

and Helmholtz had had a chance to listen to these stimuli!) 

For all phase angles set equal to 0, one obtains a periodic cosine-pulse, see 

Fig. 5. When this waveform is used as an excitation signal for a speech 

Synthesizer, the result is the reedy quality already mentioned. By contrast, if 
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Fig. 5. A periodic cosine-pulse, with phase angles set equal to 0 

on; randomizes the phase angles, one gets & less peaky waveform, see Fig. 6. an a mellower sound ( Schroeder, 1959). A better-than random choice for the Phase angles (one that ives . . 
formula g an even less peaky waveform) lS gwen by the 

(Pn = amº/N 

where n Is the harmonic number and N the total number of harmonics in the flat spectrum strmulus. More general formulae, for arbitrar and hase angles restricted to 0 or n:, are given in Schroeder, 1970 Y P Many of the waveforms generated by phase manipulation although the had smooth spectra without formant structure, had a vowei—like ualit BI, shall return to this astounding observation in a moment. Let me firsfldescriibe an auditory masking experiment performed by Sönke Mehr ardt at 0 Institute, which gave an astonishing monaural phase effect g ur Mehrgardt took a harmonic tone complex with a speech-like power 3 ec— trum. The phase angles of the individual harmonics were either constanli or random. The two resulting signals, one reedy sounding the other with a vowel-like quality, were used to mask a lZOO—Hz pure ione The masked thresholds are shown in Fig. 7. For the random-phase masker the mask d threshold increases with decreasing fundamental frequency of ‚the maskele' - 

l H l l i l H 'n‘ ’I, l J” ‚l,: :! [l' ”Anl‘l‘lw „glllll'l'l'l“ 

Fig. 6. A periodic cosine-pulse, with randomized phase angles. 
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Fig. 7. Direct masking threshold of test tone (1200Hz) masked by a harmonic complex. 

as expected, because more masker harmonics fall into the critical band 
around the maskee (the test tone). By contrast for the constant-phase masker 
(Open circles) the masked threshold decreases with decreasing fundamental 
frequency. A paradox, a 40—dB monaural phase effect! 

How is this possible, considering that G.S. Ohm and H.v. Helmholtz 
argued about whether there are any monaural phase effect at all? A possible 
explanation is illustrated in Figs. 8 and 9, which show the effects on the time 
waveforms of doubling the 7th harmonic. While this is clearly visible in the 
case of the constant-phase spectrum (Fig. 8) no such obvious extra signal at 
the 7th harmonic is detectable in the case of the ‘random’—phase masker (Fig. 
9). ' 

But it might be argued that higher centers in the auditory pathway do not 
‘see’ the waveforms shown in these two figures. The inner ear performs a 
critical-band analysis, resulting in signals as illustrated in Fig. lO. 

However, after this bandpass filtering by the ear there remain pronounced 
waveform differences between constant and ‘random’-phase signals. For the 
constant-phase masker, there are still time gaps in the waveform during 
which the presence of a test-tone could be be detected, especially at very low 
fundamental frequency, confirming the result of Fig. 7. If this explanation is 
to hold water, then a short tone pulse used as a signal should show characte- 
ristic variations of the masked threshold with time reflecting the envelope Of 
the masker. This is indeed observed as shown in Fig. 11 (Mehrgardt, 1982). 

I will not pursue here the possibility of using this experimental paradigm to 
explore the temporal response characteristics of the inner ear. Rather, I want 
to stress the importance of temporal detail in speech-like waveforms. These 
results suggest the existence of short time-windows during which the human 
ear can ‘look’ at waveforms and perceive important differences even for 
given amplitude spectra. If this is true, it should be possible to create 
speech—like percepts for signals having smooth spectra without formant 
structure. 
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Fig. 5. A periodic cosine-pulse, with phase angles set equal to 0. 

one randomizes the phase an 
and a mellower sound (Sehr 
the phase angles (one that 
formula 

gles. one gets a less peaky waveform, see Fig. 6. 
_ oeder. 1959). A better-than random choice for 

gives an even less peaky waveform) is given by the 

‘Pn = nni/N 

where n is the harmonic number and N the total number of harmonics in the flat spectrum stimulus. More general formulae, for arbitrary and hase angles restricted to 0 or n, are given in Schroeder, 1970. P h Ià/Iany of the waveforms generated by phase manipulation, although they a smooth spectra Without formant structure, had a vowel-like qualit ' I shall return to this astounding observation in a moment. Let me first describe an auditory masking experiment performed by Sönke Mehr ardt at Institute, which gave an astonishing monaural phase effect g º'" Mehrgardt took a harmonic tone complex with a speech-like power s ec- trum. The phase angles of the individual harmonics were either consumi: or random. The two resulting signals, one reedy sounding the other with a vowel-like quality, were used to mask a lZOO—Hz pure fone The masked thresholds are shown in Fig. 7. For the random-phase masker the masked threshold increases with decreasing fundamental frequency of the masker - 
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Fig. 7. Direct masking threshold of test tone (1200Hz) masked by a harmonic complex. 

as expected, because more masker harmonics fall into the critical band 
around the maskee (the test tone). By contrast for the constant-phase masker 
(open circles) the masked threshold decreases with decreasing fundamental 
frequency. A paradox, a 40-dB monaural phase effect! 

How is this possible, considering that G.S. Ohm and H.v. Helmholtz 
argued about whether there are any monaural phase effect at all? A possible 
explanation is illustrated in Figs. 8 and 9, which show the effects on the time 
waveforms of doubling the 7th harmonic. While this is clearly visible in the 
case of the constant-phase spectrum (Fig. 8) no such obvious extra signal at 
the 7th harmonic is detectable in the case of the ‘random'-phase masker (Fig. 
9). 

But it might be argued that higher centers in the auditory pathway do not 
‘see’ the waveforms shown in these two figures. The inner ear performs a 
critical-band analysis, resulting in signals as illustrated in Fig. lO. 

However, after this bandpass filtering by the ear there remain pronounced 
waveform differences between constant and ‘random’-phase signals. For the 
constant-phase masker, there are still time gaps in the waveform during 
which the presence of a test-tone could be be detected, especially at very low 
fundamental frequency, confirming the result of Fig. 7. If this explanation is 
to hold water, then a short tone pulse used as a signal should show characte- 
ristic variations of the masked threshold with time reflecting the envelope of 
the masker. This is indeed observed as shown in Fig. 11 (Mehrgardt, 1982). 

I will not pursue here the possibility of using this experimental paradigm to 
explore the temporal response characteristics of the inner ear. Rather, I want 
to stress the importance of temporal detail in speech-like waveforms. These 
results suggest the existence of short time-windows during which the human 
ear can ‘look’ at waveforms and perceive important differences even for 
given amplitude spectra. If this is true, it should be possible to create 
speech-like percepts for signals having smooth spectra without formant 
structure. 
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Fig. 8. Waveform of 31 harmonics in zero phase. a) amplitudes Hamming—weighed; 13) ampli- tudes as in a), but amplitude of seventh harmonic doubled. 
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Fig. 9. Waveform of 31 harmonics with “ b) amplitudes as in a), but amplitudg of random phase. a) amplimdes Hamming-weighed; 
seventh harmonic doubled. 
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Fig. Il. Direct masking threshold of test tone burst (1600Hz‚ Sms) masked by a harmonie 
complex (fundamental frequency 80Hz). 

Such an experiment was performed by Dr. Strube at our institute who 
synthesized flat-spectrum signals corresponding to the three diphthongs 
lau/, /oI/, and /aI/. This is accomplished by adjusting phase angles below 
and above the drawn-in vowel spectrum as shown in Fig. 12. All three signals 
sound clearly speech-like, although there is no formant structure. In fact, 
they clearly sound like the diphthongs underlying the synthesis. As expected, 
the diphthongs-like percept is more pronounced at lower fundamental fre- 
quencies,consistent with the time-window model. 

But is this time-window a complete explanation? More recent results by 
Mehrgardt him that it is not. The different maskers illustrated in Fig. 13 all 
should give the same threshold for the test-tom pulse; but they do not, as 
shown in Fig. 14. Rather, as the random frequency shifts of the masker 
components are increased, the threshold increases by about 18 dB although 
the time gap during which the test tone occurs is clearly defined for all 
conditions. No such increase of threshold is observed if all frequency compo- 
nents are shifted by the same amount. These results suggest that the car needs 
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Fig. 12. Flat spectrum signal with adjusted phase angles. 
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many time gaps (and not just a sin 
test—tone pulse! 

It looks as if waveform memory is involved. Is this possible, or even thmkable? We have reached a point where only further experiments can help us. We know quite a bit about the auditory periphery, but woefully little about the higher interpretive functions of hearing. Why do two voices sound like two vorces under most conditions? How does our brain integrate the separate harmonic components of a given speech signal into a single vowel percept? Precrsely under what conditions does such integration take place" Here are some of the most interesting questions for future research. . 
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What, in speech perception do we hear as ‘figure’ and what as ‘back- 
ground’, to use terms familiar from visual perception. Let me illustrate from 
an example from language comprehension: There are hundreds of words 
spelled alike in English and German but having different meanings. 1 once 
wrote a little German story using only such words and showed it to a 
German-speaking friend in the United States and asked him what he thought 
of it. Answer: ‘Nothing, a random collection of words’. Half a year later in 
Germany I showed the same friend the same story and asked him again what 
he thought of it. The answer this time: ‘Quite an interesting story, who wrote 
it? When I asked him whether he saw anything unusual in the words, the 
answer was: ‘No, I don’t see anything.’ 

As an example of a possibly interesting figure background experiment in 
speech perception let me sketch Fig. 15. Again we have a flat spectrum with a 
vowel contour drawn. The harmonic frequency components below and 
above the vowel line are altered either randomly or more or less coherently 
along the frequency axis, either by fixed amounts or in a time-varying 
manner (jitter). At what degree of coherence or jitter do we hear a vowel-like 
sound? Or will we hear two vowels — or none? 

llSpectrunt 

„., _ \n... 
Frequency 

Fig. 15. Flat spectrum signal with random alternations below and above vowel line. 

5. Conclusion 

What is our main conclusion? We have reaped nice benefits on the basis of 
our present knowledge. We have made quantizing noise in digital speech 
practically inaudible even at very low bit rates. We have manipulated the 
modulation of speech intelligibility in noise and for certain kinds of hearing 
disorders. And we have shown the importance of temporal cues, beyond 
prior expectation. But there are still large blank areas on our map of 
understanding and our most interesting insights into speech and auditory 
perception are yet to come. 

_
_

_
—

‚
_

_
_

—
 

| 

'
-

 
‚

.
m

 
.

.
.

-
 

50 Speech and Hearing 

test  - lone 

l mosker 

m+WW4+W+W4 
WWMM…  

Random 
16H: ’*' 

Corazon? J ‚| i. i. i. |. l l J J i |. i. 21111111111 r 1 1 i i i  i ( 160 zoo soo ms LOO 
' _  

Fig. 13. Different maskers with test tone pulse. 

% 1 
q

.
—

 

many time gaps (and not just a sin 
test-tone pulse! 
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What, in speech perception do we hear as ‘figure’ and what as ‘back- 
ground‘, to use terms familiar from visual perception. Let me illustrate from 
an example from language comprehension: There are hundreds of words 
spelled alike in English and German but having different meanings. l once 
wrote a little German story using only such words and showed it to a 
German-speaking friend in the United States and asked him what he thought 
of it. Answer: ‘Nothing, a random collection of words’. Half a year later in 
Germany I showed the same friend the same story and asked him again what 
he thought of it. The answer this time: ‘Quite an interesting story, who wrote 
it? When I asked him whether he saw anything unusual in the words, the 
answer was: ‘No, I don’t see anything.’ 

As an example of a possibly interesting figure background experiment in 
speech perception let me sketch Fig. 15. Again we have a flat spectrum with a 
vowel contour drawn. The harmonic frequency components below and 
above the vowel line are altered either randomly or more or less coherently 
along the frequency axis, either by fixed amounts or in a time-varying 
manner (jitter). At what degree of coherence or jitter do we hear a vowel-like 
sound? Or will we hear two vowels - or none? 

l Spectrum 
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Fig. 15. Flat spectrum signal with random alternations below and above vowel line. 

$. Conclusion 

What is our main conclusion? We have reaped nice benefits on the basis of 
our present knowledge. We have made quantizing noise in digital speech 
practically inaudible even at very low bit rates. We have manipulated the 
modulation of speech intelligibility in noise and for certain kinds of hearing 
disorders. And we have shown the importance of temporal cues, beyond 
prior expectation. But there are still large blank areas on our map of 
understanding and our most interesting insights into speech and auditory 
perception are yet to come. 
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and Speech Perception 



Relation between Speech Production and Speech Perception 

L.A. Chistovich 
Leningrad, US SR 

1. Introduction 

The problem of relations between auditory representation of speech unit and 
the ‘goal’ in the program for this unit production is highly important for both 
speech production and speech perception theories. Auditory control of 
timing in execution of motor program is another aspect ofthe problem. It 
was supposed that the acoustical events arising at the onset of speech sound 
production might trigger, after prescribed delay, the execution of the next 
speech unit (the ‘chain’ model of production). 

Neurophysiological studies of the central auditory system suggest the 
extraction of two kinds of information from the peripheral auditory pattern — 
one, most appropriate for timing control (short ‘phasic’ responses to rapid 
spectral and amplitude changes) and the other one, more appropriate for 
specification of the goals (selective responses to  specific spectrum shapes, 
direction of spectral peak transition and so on). It is important to note that 
auditory neurons seem to have only a primitive memory: they can integrate, 
with some time constants, the incoming excitations and inhibitions and they 
can become temporari blocked after firing. The time window of processing 
appeared to be different for different neurons but it did not exceed 200 ms. 

The aim of this paper is to review some experiments where external speech 
stimuli were used to control speech production. In speech-by-speech syn- 
chronization experiments the subjects produce the prescribed response, only 
the timing might be controlled by the stimulus. Experiments on mimickmg 
concern the goals formation. Both the goals formation and the timing are 
involved in shadowing. 

2. Speech-by-speech synchronization 

The subject can synchronize the production (response) with periodically 
presented stimuli (clicks, tone pulses) and make stimulus and response 
overlap in time. It was speculated that if speech stimuli were to be used for 
synchronization, the speech execution mechanism might mistake the marlcer 
of the speech sound onset in the stimulus for the marker of the correspondmg 
onset in the response. It was found: Chistovich et al. (1972) that the mterval 
between V| onset in VCV-stimulus and V2 onset in VCV-response was really 
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56 Relation between Speech Production and Speech Perception 
more stable than the _interval between Vl and V2 onsets in the response. The vartabrhty of the last mterval (between V| and V2 in response) appeared to be much higher in these conditions than in b tl' f ' ' 
vcv pr0ductions. o . ree and synchromzed by cheks 

3. Mimicking of isolated sounds 

iigxggnzn()exä ((Im mimicking the loudness of fricative sound (Malinnikova‚ 1968)‚wer_e at furan (Ch15t0wch et al., 1966) and tone pitch (Lublinskaja, response with t1hrst atmed to test whether the subject’s goal was to match the were very 00d . e stimulus. Clear negative results were obtained: the subjects bm they dgd no:n preservmg m responses the orderly relations among stimuli pitch by mus“: llreproduce the absolute values o f the  stimuli. (Mimicking of scales relatin ?h y tra;ned subjects was an exception). This points to wired up effons were Sim edau ;tory system outputs to motor control parameters. The and h e at mdmg out whether these scales are fixed or adaptive w en the last alternattve appeared to be true to Stud the variables cogtrollrng the scale adaptation (Malinnikova, 1971). y of t;ger;r:s;tfrzntmimtckmg synthetic vowel by subjects with different sizes that the sub'ect c s (males, females, children of different ages) have shown frequencies S] S p)reserve the orderly relations among stimuli in formant that of the stittanacle ut they do not match the spectrum of the response with vowel . _ k '  u us (Kent, 1978; Kent et al., 1979). There are indicationsthat mnm1c mg [S an mnate behawor. The important problem is to find out 
mimicking. Clustering of res ' _ . ponses predncted by categorization has been observed (Chistov1ch et al., 1966; Kent, 1973; Kent, 1978) but far more extens1ve data are needed for a reliable conclusion. 

4. Shadowing 

3eeecal‘1bilshatlyw2|ti zubyects to rapidly imitate (shadow) natural and synthetic VCV stimuli ar gcumented fact. The data on shadowing stop consonants in problems inmle dest surted to discuss the 1mplications of the effect and the [hat althou h ve in its analysus. Identnfication experiments have shown closure tra "gs"is)c;m;flgilfgirtritlllalttiontabf01ät consor}:ant identity is conveyed by __ p a r o c o s u r e , t e s  ' ' dec1sron on the events following the release of closl:itrlefcltrsi ;hla)ldbnw€nrlor\lfcrins the subjects start the consonant production before the release of clof ' the stimulus (Kozhevnikov et al., 1965; Porter et al., 1980). That meanurt11m aud1tory 1nformation corresponding to closure transition is transformeä' tat motor representation (goal or the set of goals) and could be stored ' ltrh'o form till new auditory data arrive. It was found that consonant resln IS might begin Wlth erroneous articulation, which could be corrected _P°?;° course of production. It was temptin g to speculate (Kozhevnikov et al lln965; 
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that response modifications in shadowmg reflect the temporal process of 
phonetic interpretation. I shall present some arguments against this view and 
in favour of the idea that the execution of the motor program observed in 
shadowing and the formation of this program might appear to be two 
parallel processes controlled by a different kind of auditory information. The 
latencies of shadowing are equal to simple reaction time. It was found that 
the actual signal eliciting the response in experiments on simple reaction time 
to tone is not the tone but the event of onset (presumably on-response). 
Substitution of the stimulus with the tone of far different frequency results in 
the same response with just the same latency (Chistovich, 1956). If shadow- 
ing resonse to vowel is also triggered by the onset of the stimulus, then by 
cutting out the late parts of the vowel we might influence the quality but not 
the latency of the response. The experiments on shadowing the natural whole 
and truncated vowels confirmed these expectations. The critical stimulus 
duration determining the initial part of response appeared to be between 50 
and 100 ms (Chistovich et al., 1962). 

The experiments on shadowing synthetic /ao/, /aze/ and ati/stimuli with 
long and variable /a/ duration (Porter et al., 1980) have shown that subjects 
start correct response to second vowel with a latency of 150 ms from the onset 
of the formant transitions. The same or a little longer latencies were observed 
in simple reaction time situation: subjects had to respond by /ao/ to all three 
kinds of stimuli. This also suggests that the same events trigger the response 
execution in both tasks. 

$. Mimicking of simple sequencies. 

Comparison of mimicking response to isolated stimulus with the response to 
the same stimulus in contest seems to be a good approach to study contextual 
rules. Pronounced contrast effect has been observed in formant patterns of 
the second vowel produced in mimicking VV-stimuli with different first 
vowels (Kent, 1974). It was also observed in vowel durations produced in 
mimicking VV with different durations of the vowels in the stimulus (Zhu- 
kov, 1971). Pitch contrast effect was studied on musically trained subjects, 
who were instructed to listen to a tone pair and precisely reproduce both 
stimuli. The subjects followed the instruction when the frequency difference 
between stimuli was large. When it was small, they made one response higher 
and the other one lower than the corresponding stimulus. It seems that the 
subjects tried to preserve the average to the pair pitch and to increase the 
difference between components of the pair (Lublinskaja, 1970). It is clear 
that this kind of processing is not compatible with the facts concerning the 
auditory system. True memory and the ability to read out and modify the 
previously recorded item are necessary. 
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56 Relation between Speech Production and Speech Perception 
more stable than the _interval between V| and V2 onsets in the response. The vanab1hty of the last mterval (between V, and V2 in response) appeared to be . . . . . 

o l l k 

3. Mimicking of isolated sounds 

f;ägrrnt;£tj ((im mimicking the Ioudness of fricative sound (Malinnikova, 1968),were at ;ratron (Chistov1ch et al., 1966) and tone pitch (Lublinskaj8, response with tlhrst a1med to test whether the subject's goal was to match the Were very g00d i e stimulus. (?lear negative results were obtained: the subjects but they did netn prese;rvmg m responses the orderly relations among stimuli pitch by musicallrepr? uce the absolute values ofthe stimuli. (Mimicking of scales relatin th y trained subjects was an exception). This points to wired up efforts were fi edaud;_tory system outputs to motor control parameters. The and h me at indrrrg out whether these scales are fixed or adaptive w en the last alternative appeared to be true to stud the variables cogtrollmg the scale adaptation (Malinnikova, 1971). y of t;giirv$:ailtfrzgtmlmICklng synthetic vowel by subjects with different sizes that the sub'ect 5 (males, female5, children of different ages) have shown frequencies : a s greserve the orderly relations among stimuli in formant that ofthe stifnäle ult( they do not match the Spectrum of the response with vowelmimic;ki us( ent, 1978; Kent et al., l979). There are indicationsthat whether comi ng IS an mnate behavror. The Important problem is to find out mimickin Clnuct>us or discrete scales relate responses to stimuli in vowel observed g(C hi;z:ircllr1lgetoi lres5>;>g'iösesl<prediited by categorization has been 
extensive data are needed for a reiiabelgtcongczgsitlfne.m’ 1978) but far more 

4. Shadowing 

$Zc1billl;ywzfi zub;ects to rapidly imitate (shadow) natural and synthetic VCV stimuli a gcumented fact. The data on shadowing stop consonants in problems int/elle ;st sorted to discuss the mplications of the effect and the that althou h ve in its analy51s. Identification experiments have shown closu g_ some information about consonant identity is conveyed by . ‚re transmon and initial part of closure, the subjects rely in honeme flecrsrzn on the events following the release of closure. In shadow?ng VCV th: ;u Jecl:ts start the consonant production before the release of closure in d. rmu us (Kozhevmkov et al., 1965; Porter et al., 1980). That means that :1uotltory mformatron corresponding to closure transition is transformed into or _representanon (goal or the set of goals) and could be stored in th' form till new auditory data arrive. It was found that consonant responsf might begin witherroneous articulation, which could be corrected in the course of production. It was tempting to speculate (Kozhevnikov et al. 1965) 
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that response modifications in shadowmg reflect the temporal process of 
phonetic interpretation. I shall present some arguments against this view and 
in favour of the idea that the execution of the motor program observed in 
shadowing and the formation of this program might appear to be two 
parallel processes controlled by a different kind of auditory information. The 
latencies of shadowing are equal to simple reaction time. It was found that 
the actual signal eliciting the response in experiments on simple reaction time 
to tone is not the tone but the event of onset (presumably on-response). 
Substitution of the stimulus with the tone of far different frequency results in 
the same response with just the same latency (Chistovich, 1956). If shadow- 
ing resonse to vowel is also triggered by the onset of the stimulus, then by 
cutting out the late parts of the vowel we might influence the quality but not 
the latency of the response. The experiments on shadowing the natural whole 
and truncated vowels confirmed these expectations. The critical stimulus 
duration determining the initial part of response appeared to be between 50 
and 100 ms (Chistovich et al., 1962). 

The experiments on shadowing synthetic /ao/ , /aa/ and ai/stimuli with 
long and variable /a/ duration (Porter et al., 1980) have shown that subjects 
start correct response to second vowel with a latency of 150 ms from the onset 
of the formant transitions. The same or a little longer latencies were observed 
in simple reaction time situation: subjects had to respond by /ao/ to all three 
kinds of stimuli. This also suggests that the same events trigger the response 
execution in both tasks. 

5. Mimicking of simple sequencies. 

Comparison of mimicking response to isolated stimulus with the response to 
the same stimulus in contest seems to be a good approach to study contextual 
rules. Pronounced contrast effect has been observed in formant patterns of 
the second vowel produced in mimicking VV—stimuli with different first 
vowels (Kent, 1974). It was also observed in vowel durations produced in 
mimicking VV with different durations of the vowels in the stimulus (Zha- 
kov, 1971). Pitch contrast effect was studied on musically trained subjects, 
who were instructed to listen to a tone pair and precisely reproduce both 
stimuli. The subjects followed the instruction when the frequency difference 
between stimuli was large. When it was small, they made one response higher 
and the other one lower than the corresponding stimulus. It seems that the 
subjects tried to preserve the average to the pair pitch and to increase the 
difference between components of the pair (Lublinskaja, 1970). It is clear 
that this kind of processing is not compatible with the facts concerning the 
auditory system. True memory and the ability to read out and modify the 
previously recorded item are necessary. 
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6. Concluding remarks 

It is obvious that the brain must possess some ‘language’ to trans(ljatte lg; 

auditory information into information to the motor system. Thäd ae2not 

shadowing suggest that the translation occurs With short delay an ; t this 

require long auditory memory. The results on mmuckmg suggest t a late 

audio-motor ‘language’ is at least partly innate. It is tempting to specu nd 

that several phonetical effects and regularities reflect in fact the structure a 
' ' in the rules of this ‘language’ and could be found under close exammatlorl 

various perceptual-motor skills. 
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Relation between Speech Production and Speech Perception 

L.A. Chistovich 
Leningrad, US SR 

1. Introduction 

The problem of relations between auditory representation of speech unit and 
the ‘goal’ in the program for this unit production is highly important for both 
speech production and speech perception theories. Auditory control of 
timing in execution of motor program is another aspect ofthe problem. It 
was supposed that the acoustical events arising at the onset of speech sound 
production might trigger, after prescribed delay, the execution of the next 
speech unit (the ‘chain’ model of production). 

Neurophysiological studies of the central auditory system suggest the 
extraction of two kinds of information from the peripheral auditory pattern — 
one, most appropriate for timing control (short ‘phasic’ responses to rapid 
spectral and amplitude changes) and the other one, more appropriate for 
specification of the goals (selective responses to  specific spectrum shapes, 
direction of spectral peak transition and so on). It is important to note that 
auditory neurons seem to have only a primitive memory: they can integrate, 
with some time constants, the incoming excitations and inhibitions and they 
can become temporari blocked after firing. The time window of processing 
appeared to be different for different neurons but it did not exceed 200 ms. 

The aim of this paper is to review some experiments where external speech 
stimuli were used to control speech production. In speech-by-speech syn- 
chronization experiments the subjects produce the prescribed response, only 
the timing might be controlled by the stimulus. Experiments on mimickmg 
concern the goals formation. Both the goals formation and the timing are 
involved in shadowing. 

2. Speech-by-speech synchronization 

The subject can synchronize the production (response) with periodically 
presented stimuli (clicks, tone pulses) and make stimulus and response 
overlap in time. It was speculated that if speech stimuli were to be used for 
synchronization, the speech execution mechanism might mistake the marlcer 
of the speech sound onset in the stimulus for the marker of the correspondmg 
onset in the response. It was found: Chistovich et al. (1972) that the mterval 
between V| onset in VCV-stimulus and V2 onset in VCV-response was really 
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56 Relation between Speech Production and Speech Perception 
more stable than the _interval between Vl and V2 onsets in the response. The vartabrhty of the last mterval (between V| and V2 in response) appeared to be much higher in these conditions than in b tl' f ' ' 
vcv pr0ductions. o . ree and synchromzed by cheks 

3. Mimicking of isolated sounds 

iigxggnzn()exä ((Im mimicking the loudness of fricative sound (Malinnikova‚ 1968)‚wer_e at furan (Ch15t0wch et al., 1966) and tone pitch (Lublinskaja, response with t1hrst atmed to test whether the subject’s goal was to match the were very 00d . e stimulus. Clear negative results were obtained: the subjects bm they dgd no:n preservmg m responses the orderly relations among stimuli pitch by mus“: llreproduce the absolute values o f the  stimuli. (Mimicking of scales relatin ?h y tra;ned subjects was an exception). This points to wired up effons were Sim edau ;tory system outputs to motor control parameters. The and h e at mdmg out whether these scales are fixed or adaptive w en the last alternattve appeared to be true to Stud the variables cogtrollrng the scale adaptation (Malinnikova, 1971). y of t;ger;r:s;tfrzntmimtckmg synthetic vowel by subjects with different sizes that the sub'ect c s (males, females, children of different ages) have shown frequencies S] S p)reserve the orderly relations among stimuli in formant that of the stittanacle ut they do not match the spectrum of the response with vowel . _ k '  u us (Kent, 1978; Kent et al., 1979). There are indicationsthat mnm1c mg [S an mnate behawor. The important problem is to find out 
mimicking. Clustering of res ' _ . ponses predncted by categorization has been observed (Chistov1ch et al., 1966; Kent, 1973; Kent, 1978) but far more extens1ve data are needed for a reliable conclusion. 

4. Shadowing 

3eeecal‘1bilshatlyw2|ti zubyects to rapidly imitate (shadow) natural and synthetic VCV stimuli ar gcumented fact. The data on shadowing stop consonants in problems inmle dest surted to discuss the 1mplications of the effect and the [hat althou h ve in its analysus. Identnfication experiments have shown closure tra "gs"is)c;m;flgilfgirtritlllalttiontabf01ät consor}:ant identity is conveyed by __ p a r o c o s u r e , t e s  ' ' dec1sron on the events following the release of closl:itrlefcltrsi ;hla)ldbnw€nrlor\lfcrins the subjects start the consonant production before the release of clof ' the stimulus (Kozhevnikov et al., 1965; Porter et al., 1980). That meanurt11m aud1tory 1nformation corresponding to closure transition is transformeä' tat motor representation (goal or the set of goals) and could be stored ' ltrh'o form till new auditory data arrive. It was found that consonant resln IS might begin Wlth erroneous articulation, which could be corrected _P°?;° course of production. It was temptin g to speculate (Kozhevnikov et al lln965; 
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that response modifications in shadowmg reflect the temporal process of 
phonetic interpretation. I shall present some arguments against this view and 
in favour of the idea that the execution of the motor program observed in 
shadowing and the formation of this program might appear to be two 
parallel processes controlled by a different kind of auditory information. The 
latencies of shadowing are equal to simple reaction time. It was found that 
the actual signal eliciting the response in experiments on simple reaction time 
to tone is not the tone but the event of onset (presumably on-response). 
Substitution of the stimulus with the tone of far different frequency results in 
the same response with just the same latency (Chistovich, 1956). If shadow- 
ing resonse to vowel is also triggered by the onset of the stimulus, then by 
cutting out the late parts of the vowel we might influence the quality but not 
the latency of the response. The experiments on shadowing the natural whole 
and truncated vowels confirmed these expectations. The critical stimulus 
duration determining the initial part of response appeared to be between 50 
and 100 ms (Chistovich et al., 1962). 

The experiments on shadowing synthetic /ao/, /aze/ and ati/stimuli with 
long and variable /a/ duration (Porter et al., 1980) have shown that subjects 
start correct response to second vowel with a latency of 150 ms from the onset 
of the formant transitions. The same or a little longer latencies were observed 
in simple reaction time situation: subjects had to respond by /ao/ to all three 
kinds of stimuli. This also suggests that the same events trigger the response 
execution in both tasks. 

$. Mimicking of simple sequencies. 

Comparison of mimicking response to isolated stimulus with the response to 
the same stimulus in contest seems to be a good approach to study contextual 
rules. Pronounced contrast effect has been observed in formant patterns of 
the second vowel produced in mimicking VV-stimuli with different first 
vowels (Kent, 1974). It was also observed in vowel durations produced in 
mimicking VV with different durations of the vowels in the stimulus (Zhu- 
kov, 1971). Pitch contrast effect was studied on musically trained subjects, 
who were instructed to listen to a tone pair and precisely reproduce both 
stimuli. The subjects followed the instruction when the frequency difference 
between stimuli was large. When it was small, they made one response higher 
and the other one lower than the corresponding stimulus. It seems that the 
subjects tried to preserve the average to the pair pitch and to increase the 
difference between components of the pair (Lublinskaja, 1970). It is clear 
that this kind of processing is not compatible with the facts concerning the 
auditory system. True memory and the ability to read out and modify the 
previously recorded item are necessary. 
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56 Relation between Speech Production and Speech Perception 
more stable than the _interval between V| and V2 onsets in the response. The vanab1hty of the last mterval (between V, and V2 in response) appeared to be . . . . . 

o l l k 

3. Mimicking of isolated sounds 

f;ägrrnt;£tj ((im mimicking the Ioudness of fricative sound (Malinnikova, 1968),were at ;ratron (Chistov1ch et al., 1966) and tone pitch (Lublinskaj8, response with tlhrst a1med to test whether the subject's goal was to match the Were very g00d i e stimulus. (?lear negative results were obtained: the subjects but they did netn prese;rvmg m responses the orderly relations among stimuli pitch by musicallrepr? uce the absolute values ofthe stimuli. (Mimicking of scales relatin th y trained subjects was an exception). This points to wired up efforts were fi edaud;_tory system outputs to motor control parameters. The and h me at indrrrg out whether these scales are fixed or adaptive w en the last alternative appeared to be true to stud the variables cogtrollmg the scale adaptation (Malinnikova, 1971). y of t;giirv$:ailtfrzgtmlmICklng synthetic vowel by subjects with different sizes that the sub'ect 5 (males, female5, children of different ages) have shown frequencies : a s greserve the orderly relations among stimuli in formant that ofthe stifnäle ult( they do not match the Spectrum of the response with vowelmimic;ki us( ent, 1978; Kent et al., l979). There are indicationsthat whether comi ng IS an mnate behavror. The Important problem is to find out mimickin Clnuct>us or discrete scales relate responses to stimuli in vowel observed g(C hi;z:ircllr1lgetoi lres5>;>g'iösesl<prediited by categorization has been 
extensive data are needed for a reiiabelgtcongczgsitlfne.m’ 1978) but far more 

4. Shadowing 

$Zc1billl;ywzfi zub;ects to rapidly imitate (shadow) natural and synthetic VCV stimuli a gcumented fact. The data on shadowing stop consonants in problems int/elle ;st sorted to discuss the mplications of the effect and the that althou h ve in its analy51s. Identification experiments have shown closu g_ some information about consonant identity is conveyed by . ‚re transmon and initial part of closure, the subjects rely in honeme flecrsrzn on the events following the release of closure. In shadow?ng VCV th: ;u Jecl:ts start the consonant production before the release of closure in d. rmu us (Kozhevmkov et al., 1965; Porter et al., 1980). That means that :1uotltory mformatron corresponding to closure transition is transformed into or _representanon (goal or the set of goals) and could be stored in th' form till new auditory data arrive. It was found that consonant responsf might begin witherroneous articulation, which could be corrected in the course of production. It was tempting to speculate (Kozhevnikov et al. 1965) 
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that response modifications in shadowmg reflect the temporal process of 
phonetic interpretation. I shall present some arguments against this view and 
in favour of the idea that the execution of the motor program observed in 
shadowing and the formation of this program might appear to be two 
parallel processes controlled by a different kind of auditory information. The 
latencies of shadowing are equal to simple reaction time. It was found that 
the actual signal eliciting the response in experiments on simple reaction time 
to tone is not the tone but the event of onset (presumably on-response). 
Substitution of the stimulus with the tone of far different frequency results in 
the same response with just the same latency (Chistovich, 1956). If shadow- 
ing resonse to vowel is also triggered by the onset of the stimulus, then by 
cutting out the late parts of the vowel we might influence the quality but not 
the latency of the response. The experiments on shadowing the natural whole 
and truncated vowels confirmed these expectations. The critical stimulus 
duration determining the initial part of response appeared to be between 50 
and 100 ms (Chistovich et al., 1962). 

The experiments on shadowing synthetic /ao/ , /aa/ and ai/stimuli with 
long and variable /a/ duration (Porter et al., 1980) have shown that subjects 
start correct response to second vowel with a latency of 150 ms from the onset 
of the formant transitions. The same or a little longer latencies were observed 
in simple reaction time situation: subjects had to respond by /ao/ to all three 
kinds of stimuli. This also suggests that the same events trigger the response 
execution in both tasks. 

5. Mimicking of simple sequencies. 

Comparison of mimicking response to isolated stimulus with the response to 
the same stimulus in contest seems to be a good approach to study contextual 
rules. Pronounced contrast effect has been observed in formant patterns of 
the second vowel produced in mimicking VV—stimuli with different first 
vowels (Kent, 1974). It was also observed in vowel durations produced in 
mimicking VV with different durations of the vowels in the stimulus (Zha- 
kov, 1971). Pitch contrast effect was studied on musically trained subjects, 
who were instructed to listen to a tone pair and precisely reproduce both 
stimuli. The subjects followed the instruction when the frequency difference 
between stimuli was large. When it was small, they made one response higher 
and the other one lower than the corresponding stimulus. It seems that the 
subjects tried to preserve the average to the pair pitch and to increase the 
difference between components of the pair (Lublinskaja, 1970). It is clear 
that this kind of processing is not compatible with the facts concerning the 
auditory system. True memory and the ability to read out and modify the 
previously recorded item are necessary. 
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6. Concluding remarks 

It is obvious that the brain must possess some ‘language’ to translate the 
auditory information into information to the motor system. The data on 
shadowing suggest that the translation occurs with short delay and does not 
require long auditory memory. The results on mimicking suggest that this 
audio-motor ‘language’ is at least partly innate. It  is tempting to speculate 
that several phonetical effects and regularities reflect in fact the structure and 
the rules of this ‘language’ and could be found under close examination in 
various perceptual-motor skills. 
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Relation between Speech Production and Speech Perception 

Hiroya Fujisaki 
Ibkyo,Jhpan 

l .  Introduction 

It is apparent that the mechanisms and processes of speech production and 
those of speech perception are essentially different. Functionally, speech is 
produced by successive execution of prestored motor programs, while speech 
is perceived by categorization of successive linguistic units  and by recog— 
nition of their hierarchical structure. The acoustic characteristics of speech 
perceived by a speaker are not necessarily identical to those of speech which 
he/she produces, because of various contextual, idiosyncratic, and dialecti— 
cal variations. On the other hand, it is quite natural to assume that the 
original message to be uttered by a speaker and the ultimate message to be 
received by the same person as listener would have the same form of 
linguistic representation in his mind. Moreover, many people tend to assume 
the existence of a further link between speech production and speech percep- 
tion. In fact, several theories or models have been presented on their possible 
relations, such as the articulatory reference theory, the analysis—by-synthesis 
model (Halle and Stevens 1959), the motor theory of speech perception 
(Liberman et al. 1962), the auditory pattern model (Pant, 1967), the audito— 
ry—motor theory of speech production (Ladefoged et al., 1972), etc. Experi- 
mental evidences in support of these theories or models, however, have been 
rather scarce and indirect. 

ln this paper I will not try to review nor to criticize these theories or 
models, but will try to review some recent findings that will lead to a more 
concrete understanding of the possible links between speech production and 
speech perception. The works to be reviewed here can be classified into the 
following four areas: 
1. Influence of speech production upon speech perception, 
2. Influence of speech perception upon speech production, 
3. Relation between production and perception in language learning and 
4. Speech productions and perception by nonhuman vertebrates. 

N
 

. Influence of Speech Production upon Speech Perception 

The human process of speech production is constrained by the physiological 
and physical properties of the mechanisms involved. Thus considerable 
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variations can be found in the realization of the same linguistic unit due to 
context, changes in speech rate, and other factors such as speaker idiosyncra- 
sy. The process of speech perception has to separate these extraneous factors 
and extract the relevant linguistic information. 

The use of contextual information in speech perception has been well 
known, but has recently been explicitly observed and measured quantitative- 
ly. For example, the presence of a vocalic context was found to modify the 
identification of the neighboring voiceless fricative consonant in such a way 
that the coarticulatory influence is compensated for in perception (Kunisaki 
and Fujisaki, 1977; Mann and Repp, 1980; Whalen, 1981). In the case of 
Japanese, anticipatory coarticulation by the vowel immediately following a 
fricative consonant is much stronger than perseveratory coarticulation by 
the preceding vowel, and the magnitude of perceptual compensation also 
reflects their difference. 

Speech rate is another factor exerting influence on the acoustic character- 
istics of segments, especially on segmental duration. The existence of per- 
ceptual compensation against changes in speech rate has also been studied 
(Fujisaki, Nakamura and Imoto, 1973, Nooteboom, 1974, 1978: Johnson 
and Strange, 1982). The range of context used in perception has been found 
to extend beyond the immediately neighboring phonemes and syllables 
(Fujisaki, Nakamura and Imoto; 1973, Nooteboom and Cohen, 1975; Mar- 
tin and Bunnell, 1981). 

Another constraint imposed by the production mechanism is that of 
speaker idiosyncrasy or individual differences in the size and properties of 
speech organs due to age, sex and other factors. In a study using 3 male and 3 
female speakers of American English, Fox (1982) reported a consistent 
perceptual structure difference of vowels among these subjects as listeners, 
and also found a high degree of correspondence between perceptual diffe- 
rences and articulatory differences among the subject. In View of the fact that speakers differing widely in the physical size and shape of their vocal tract 
(e.g. adults and children) can communicate reliably in ordinary situations, 
however, the above-mentioned influence from speech production to speech 
perception could not be of any significant magnitude. In fact, Paliwal et al. 
(1983), in a separate study using 10 Speakers of British English, did not find 
any significant correlation between production and perception of vowels. 

3. Influence of Speech Perception upon Speech Production 

A syllable-timed language like Japanese imposes perception-based 
constraints on the temporal organization of speech production. As suggested 
by Lehiste (1977), isochrony is found to be a perceptual phenomenon, and is 
manifested as an approximate uniformity of perceived duration of syllables 
at least in the case of Japanese (Fujisaki and Higuchi, 1979). In a study of 
production and perception of dissyllabic words consisting of only two vo- 
wels, it was demonstrated that the perceived durations of the first and the 
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second vowels tended to be almost equal regardless of vowel combinations 
but that the articulatory onset of the second vowel, estimated by usmg a 
quantitative model of coarticulation varies rather widely depending on 
specific vowel combinations. There was a clear tendency. that a slower 
articulatory transition is initiated earlier and vice versa, indicating that the 
apparent variability of onset of vowel articulation is the consequence of 
pre-programming to maintain the uniformity of perceived syllable duration. 
Even though the results could be explained both in terms of the chain model 
(i.e. assuming a closed-loop control) and in terms of the comb model (i.e. 
assuming an open-loop control, Kozhevnikov and ChistOVich, 1965) it is 
more likely that such a perceptual isochrony should be achieved by ‚an 
open-loop control based on well-prepared program for syllabic timing 
control (Allen and Tsukahara, 1974). . 

While the above-mentioned requirement on perceptual isochrony repre- 
sents a form of perceptual constraint imposed on speech production, the 
existence of an immediate link from speech perception to speech production 
has also been suggested by an interesting experiment on perceptuo-motor 
adaptation (Cooper, 1974; Cooper and Nager, 1975). The result, how-eve:i 
was not replicated in a recent study by Summerfield et al. (1980). As I pomte 
out elsewhere (Fujisaki 1980), the selective adaptation-paradigm. is a useful 
tool, but the results have to be interpreted with caution Since it‘creates a 
situation never to be encountered in natural speech communication. 

4. Speech Production and Perception in Language Learning 

The process of second-language learning provides another area of interest 
where the relation between production and perception of ‚speech can_be 
investigated. In a study on 72 native Spanish-speaking children learning 
English, both production and perception of vowing distinction in stur; 
consonants (in terms of VOT) have been analyzed from the pomt of view o 
a) length of period of learning English, and b) the starting age (Wil iams, 
1979). The results indicated that significant changes occur both in perceptiokn 
and production of voicing toward the pattern of monolingual English-spear 
ing children selected as the control, and thattne starting age had a s1gm i- 

cant effect in production, but not in perception. 
The relation between production and perception of word accent was also 

investigated on 38 students of junior high school in Fukui learning the Tokyo 
dialect (Sugito and Fujisaki, 1980). The study revealed a strong correclation 
between the abibility of perception, as indicated by the accuracy of identifi- 
cation, and the ability of production, as indicated by the relative frequency of 
using correct accent types. 

5. What do we learn from Experiments on Nonhuman Vertebrates? 

A series of experiments have been reported on the perception of synthetic 
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speech sounds by non—human animals (chinchillas and macaques), and have 
indicated that these animals show human-like discriminability along certain 
consonantal continua (Kuhl and Miller, 1978; Kuhl, 1981, 1983), and also 
can be trained to identify certain vowels (Burdick and Miller, 1975). These 
results suggest that certain phonetic categories of human speech sounds are 
based on some psycho-acoustic properties that can be detected also by 
non-human animals, and provide a basis for an interesting hypothesis 
concerning the evolution of the human language. One might even say that 
speech perception takes place in the total absence of the ability of speech 
production. Similar arguments could also be made on speech production on 
the basis ofthe ability of mynahs and parrots which can produce excellent 
approximations to human sounds. The validity of these arguments will 
depend, not so much on the facts themselves, but rather on one’s definition of 
speech production and speech perception. 
. In my opinion, the data on speech perception by animals and prelinguistic 
infants Simply tell us that certain sounds of human languages are selected in 
such a way as to take advantage of some basic psychoacoustic properties of 
the sound continuum which can be generated by the human vocal apparatus. 
It is to be noted, however, that these experiments do not explain at least up 
to the present, the origin of all existing categories of speech sounds, especially 
the categorization of the vowel continuum which is so much language—speci— 
fic and can hardly be related to any basic psycho-acoustic properties. 
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Can the Models of Evolutionary Biology be Applied to 
Phonetic Problems? 

Björn Lindblom 
Stockholm, Sweden 

l. A Biological Style of Inquiry 

By way of introduction I would like to make two points. First, ‘How do we 
characterize a biological style of inquiry’? From among the several possible 
ways of answering such questions I shall choose a formulation that I found in 
a paper by one of the leading figures in the development of modern biology, 
Dobzhansky (1965) who says that, confronting any phenomenon in living 
organisms, the Darwinian biologist has to ask three kinds of questions: The 
question of (i) mechanism: ‘How does it work?’; the question of (ii) function: 
‘What does it do for the organism?'‚ and the question of (iii) origin: ‘How did 
it get that way?’ (both for ontogeny and for phylogeny). 

The point is here that the ideal biologist envisioned by Dobzhansky uses 
an interactive strategy. He uses the three viewpoints in parallel. He asks both 
HOW- and WHY-questions to elucidate a given problem. 

Suppose we apply this thinking to a phonetic problem. Take the problem 
of speech units. Let us examine the available experimental evidence on the 
production of speech and moreover let us suppose that we are unable to find 
any facts seriously contradicting the idea that speaking involves the conver- 
sion of discrete psychological units into continuous physical Signals. If we 
were to apply Dobzhansky’s program to that particular problem it would not 
be sufficient to provide a description - no matter how detailed — of what: 
human speakers actually do when they carry out the transformation from the 
discrete to the continuous. Our account must also address the other two 
issues, viz. the question of purpose and the question of origin of the proposed 
mechanism. 

It appears clear that this three-criterion method is a powerful one in that it 
imposes rather severe constraints on the class of possible accounts that we 
might come up with for any given phenomenon. In other words, it could in 
principle help us choose between competing theories. Clearly, this is a 
valuable aspect that should contribute towards making a biological ap- 
proach interesting to us. 

For the purpose of our discussion we also need to define what we are going 
to mean by biological explanation. How do biologists deal with the question 
of function and origin?. As a second point of introduction let us briefly 
review some aspects of modern theories of evolution that are essential to our 
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theme. According‘ to one widely accepted school of thought — the so-called 
neo-darwinian ‘modern synthesis’ (Mayr 1978) - new species have evolved as 
a result of natural selection operating on the variation of existing lifeforms. 
This variation accumulates continually and arises from dynamic genetic 
processes such as mutation and recombination. The genes of those indivi- 
duals who survive sufficiently long to have offspring are transmitted to new 
generations. Genetic material not compatible with survival and pr0pagation 
tends to be filtered out. Thus natural selection acts as a sort of editor testing 
the environmental fitness of new genetic messages. 

Using a terminology from our own field we could conceive of evolutionas 
a source-filter process in which the properties of the ‘source’ as well as the 
charactenstics of the ‘filter’ vary in space and time. This ‘modern synthesis’ 
thus teaches us that it is as a result of interaction between an extremely rich 
source of genetic variation and selective environmental filtering that the morphology and behavior of many organisms have become so remarkably 
well adapted to their environments and often exhibit great adaptabilit)’ “’ changing conditions. 

Dehberately simplifying let me summarize our review of evolutionafl theory and state the basic formula for biologieal explanation8: 
BIOLOGICAL FACTS = f GEN E_ LECTION) ( ETIC VARIATION * NATURAL s 

(1) 

It says: Biological facts are ex genetic variation and natural s _ This is a deceptively simple bmlog1sts have been successful hfe forms by developing genetic follow in their footsteps and 

Plained in terms of an interaction between 
election. 
but enormously powerful principle. Now if 
in accounting for the enormous diversity of 
3 and the Darwinian idea of selection why 110t 
try to account for the likewise enormous 
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Figure I. A Model of biological evolution 
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diversity of speech sounds along similar lines?l will come back in a moment 
with some specific examples. Let me first invite you all to reflect on the 
analogous claim for phonetics: 

SPEECH SOUNDS = f(PHONETIC VARIATION " SELECTION) (2) 

It reads: Phonetically as well as phonologically, speech sounds can be 
explained as arising from an interaction between phonetic varian'on and 
selection mechanism. 

I agree with Peter Ladefoged that it is not immediately obvious how the 
data that he represents (Disner 1983, Linker 1982, Nartey 1982) can be 
explained in any simple way by applying ‘biological principles”. However, 
before we assign to them a secondary role or dismiss them totally we must 
begin to define them and systematically study their interplay with other 
factors. That is what I would now like to do by considering, in a preliminary 
way, the nature of speech units. 

2. Speech units, Self-Organization and System-Generated Structure 

In his abstract Ladefoged (1983a) states that the ‘units of abstract linguis- 
tics - things such as phonemes and features - are of little relevance for 
speakers and listeners’. He regards such units as social, but not as psycholo- 
gical realities. He returns to such ideas in the proceedings paper (1983b). We, 
can put Ladefoged‘s claim — a classical topic — in a biological context by 
introducing the noti0ns of self-organizing and system-generated structure. 
The theory of self-organizing systems is a relatively recent paradigm that 
aims at formulating general laws governing the spontaneous occurrence of 
order in nature (J antsch 1981). It can be demonstrated that, wherever there is 
interaction between subprocesses, this interaction obeys principles of cons1d- 
erable generality and will inevitably impose structuration e.g. on such diverse 
things as matter, behavior or information. ' 

To convey to you the concept of self-organization more clearly I need to 

digress for a moment and discuss a distinction which is well known_to allof 
us, viz. the idea of form and substance. However, I shall illustrate 1tw1th some 
examples from other disciplines. For instance consider the form of snow 
flakes (and crystal formation in general), the splash of _a drop of milk as 
displayed in an instantaneous photograph. Or a chemrcal reactron: The 
gradual development of so-called spiral waves in a shallow dnsh. The hexago- 
nal shape of bee honeycomb cells. (For lack of space I omrt the pictures 
shown during the oral presentation and replace themhere by referrmg the 
reader to my sources: D’Arcy Thompson (1961) and Pngogme (1976, 1980)). 
I could add many more cases but it is not necessary. They would all exemphfy 

the same thing: the motion of self—organizing system. They also represent 

phenomena which would be difficult to describe on the basrs of an explrcrt 
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and clear-cut dichotomy into form on the one hand and substance on the 
other. Form and substance are inextricably interwoven. And there is no 
advance specification of FORM. Let me clarify the relevance of these 
seemingly far-fetched phenomena to linguistics. I shall do so by telling you 
how termites build their nests. The behavior of these insects has been 
mathematically analyzed as a self-organizing system by Prigogine (1976) and 
I am indebted to Michael Turvey (cf. Kugler, Turvey and Shaw, 1982) for 
bringing this work to my attention. 

Termites construct nests that are structured in terms of pillars and arches 
and that create a sort of ‘air-conditioned' environment. The form of these 
nests appears to arise as a result of a simple local behavioral pattern which is 
followed by each individual insect: The pillars and arches are formed by 
deposits of glutinous sand flavored with pheromone, a chemical substance 
that the animals are sensitive to. Each termite appears to follow a path of 
increasing pheromone density and deposit when the density starts to de- 
crease. Suppose the termites begin to build on a fairly flat surface. In the 
beginning the deposits are randomly distributed. A fairly uniform distribu- 
tion of pheromone is produced. Somewhat later local peaks have begun to 
appear serving as stimuli for further deposits that gradually grow into pillars 
and walls by iteration of the same basic stimulus-response process. At points 
where several such peaks come close, stimulus conditions are particularly 
likely to generate responses. Deposits made near such maxima of stimulation 
tend to form arches. As the termites continue their local behavior in this 
manner the elaborate structure of the nest gradually emerges. 

The nest building can be described simply in terms of three rules: To 
initiate deposit at random! Next time deposit where scent density is maximal! 
Apply recursively! Note that in this theory there is no explicit mention of the 
structure of the finished product. No doubt you will agree that we should not 
attribute to the insects a ‘mental target or blue-print’ specifying the final form 
of the nest. This form is implicit in the local behavior of each individual. 
Consequently the form-substance dichotomy does not apply. 

After this digression let us return to Dobzhansky’s three questions and the 
source-filter model in an attempt to apply them to the topic of speech units. 
Suppose that we try to shed some light on how the mechanism of converting 
discrete units into continuous signals operates by investigating also the 
purpose and the origin of this mechanism. If there are such things as 
phonemes what purposes do they serve and where do they come from? The 
ontogeny of phonemic coding seems to be a case that clearly calls for a 
self-organizing model since children proceed from holistic vocalizations to 
adult segment-based speech as a result of circumstances that they have no 
direct or conscious control over. 

This is work that I am currently doing in collaboration with Peter MacNei- 
lage and Michael Studdert-Kennedy. It will be in one of the chapters of a 
forthcoming book of ours on The Biological Bases of Spoken Language. We 
explore a hypothesis an early version of which is due to Hockett and which 
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suggests that phonemic coding arose in a ‘self-organizing’ ‚way from an 
interaction between vocabulary growth and phonetic constraints. As man s 
conceptual development was dramatically accelerated a solution to the 
problem of efficient signal generation and reception seems to have been 
obtained in parallel. 

The basic idea underlying a series of computational experiments is shown in 
Fig. 2. We begin on the left by specifying a number k that represents 
vocabulary size. We feed this number into a computer program that aSSigns 
phonetic shape to these elements in a sequential manner and in the presenâe 

of certain performance constraints. The selection of phonetic Signals isma Ae 
from a larger inventory representing universal phonetic pOSSIbilities.B 
phonological analysis of the k phonetic Signals is then undertaken).1 y 
systematically varying the variables of this ‘word game we hope to be a e to 
investigate whether speech-like units could arise from an interaction betwier; 
vocabulary development and production/perception constraints. Note t a 
the backbone of the theory is the ‘variation-selection model . . f 

Suppose we attempt to derive the phonetic propertiesof a small leXicon o 

k words in a manner roughly analogous to the termite story. Replacrng 
deposits by syllables we have: 

1. Select first syllable at random! _ _ _ 
2. Select next syllable so as to optimize a performance constraints criterion. 

3. Apply recursively-until k syllabes have been obtained! 

We shall develop this analogy in three steps: 

1. First we define ‘possible vocalization’ or ‘possible syllable : 

“E SELECl … (F … !  PAT… TI… 

… C(l‘SlRAlNl'S. 
MIMIZATIW CRITERIA 

… im SYSTEM 
SIZE: ! g?- __ or numm. _ , 
am mmc man: mms mus 

! am; sram 

"P(BSIELE WIC W ”  

Figure 2. Schematic diagram showing components of procedure for deriving systerrls;f;‘;'):oneuc 

signals as a result of interaction between vocabulary growth and phonetic cons r . 
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2. Secondly we define the selection process: 
3. And finally we define the performance constraints and the criterion of 

optimization. 

We make the assumption that the syllable is an axiomatically given primitive 
of our theory. It is a gesture starting from articulatory closure and ending in 
an open configuration. 

In principle there is an infinite number of places of closure and open 
configurations. For computational reasons it is necessary to quantize these 
possibilities into a certain number of discrete points. We decided that a 
sufficiently finely graded sampling of the universal phonetic space would be 
obtained by using the 7 closure onsets and the 19 open configurations shown 
in Fig. 3. This yielded a total of 7 * 19 = 133 syllables. 

By definition each such vocalization is a holistic pattern that would 
resemble a CV sequence if presented on a spectrogram.Note that this resem- 
blance does not in any way imply that it is analyzed as a sequence of two 
segments! It should be regarded as a Gestalt trajectory coursing through the 
atrticulatory/acoustic/perceptual space! 

Now let us proceed to the definition of the selection process. The assign- 
ment of phonetic shape to k distinct meanings can be seen as making k 
choices from a larger inventory of n possibilities, that is from the possibilities 
that the universal phonetic space makes available. For our present purposes 
we are considering a fragment only of that space viz. with n equal to  7 x 19 = 
133 syllable trajectories. 

Given these simplifications we have a combinatorial problem, namely: 

SELECT k SYLLABLES FROM n POSSIBILITIES IN THE PRESENCE 
OF CERTAIN PERFORMANCE CONSTRAINTS (3) 

We chose the performance constraints according to Fig. 4. It is important to 
note that optimization takes place at two levels: With respect to individual 
syllables as well as with respect to pairs and systems of syllables. In the 
present simulations we explored the following conditions: Perceptual salience 
is qualified as extent of syllable trajectory calibrated in auditorily motivated 
dimensions: To exemplify, [ji] comes out as less salient than [ju]. Extremeness 
of articulatory gesture applies both to static configurations and to  dynamic 
events: [(1] — closures more extreme than [grs. [ju] represents a more exten- 
sive movement than [jj]. ' 

Articulatory distinctiveness and perceptual distinctiveness are systems para- 
meters. The articulatory dimension is interpreted as sensory discriminability 
and is computed in terms of ‘articulatory distance’ as specified by an articula- 
tory model. Perceptual distinctiveness is derived by generalizing results on 
distance judgements for vowels to holistic syllables. For both of these 
parameters our metric implies that [gdd] form a less distinctive system than [bcLG]. 
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Figure 3. Definition of phonetic primitives of the theory. 
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are combined into a single number w 
as perceptual benefit per articulatory cost. 

each additional syllable is: 

“ “ 2 (4) 
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i=1 j=z 



. 
.

.
.

-
m

w
.

 
u

n
 A

. .
.

 
‚ 

74 Evolutionary Biology and Phonetic Problems 

LEVEL m m  …I… 

E 
Mimmi… WX… …"…l 

+ l «L 
"DW… mu SPLIENT ? KM a m  ? 

[Ji] , [Jm]... [4,3] , [d‘]... 

'SYSTEH": M. KN DXSÎXMÏĲVE ? KM DISTIICHVE ? 

lº… (“umquam/Mg 
' 

… BBE" 
Ĳ 

ARTIGMTCRY COST 
Figure 4. Performance constraints. 

Note once more that both individual syllables and the whole system are 
evaluated. Recall now that to simulate the development of the ‘lexicon’ we 
applied the formula repeatedly for each new syllable and continued this 
procedure until a system of k syllables had been obtained. We chose k to be 
24, a fraction of the total set. Since this method gives results that depend on 
the initial syllable we repeated the simulations l33 times each time starting 
from a new syllable. One way of presenting the results is obtained by 
answering the following question: For a specific configuration of constraints 
what is the probability of finding a given syllable in the pooled subsets? 

We pool all the subsets and plot the frequency of each syllable in the 
pooled set. We find that the results deviate markedly from a pattern of 
completely uniform preferences which is the result we would have expected 
had the derivations taken place in a completely unbiased fashion, that is 
without any performance constraints at all. 

In ‚Fig. 5 the results have been arranged in the form of a two-dimensional 
matrix with rows representing onsets and columns endpoints. Syllables that 
did occur (at least once in 133 runs) have a black cell. Syllables that did not 
occur at all have empty cells. 

It is immediately apparent that certain rows and columns have more than 
one entry. This means that syllables suc as [bu, gu, gu] etc. contrast. Rows 
and columns with multiple entries contain syllables that keep one segment 
constant while varying the other. They identify minimal pairs. Since by 
definition all syllables have distinct meanings we might conclude that 
according to standard procedures these minimal pairs contain distinct pho- 
nemes. The existence of [bu, Qu, gu] thus appears to suggest that in these 
derivations /b, g, g/ come out as separate phonemic segments. 
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Figure 5. Matrix indicating distribution of derived phonetic syllables in terms of onsets 
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' ' 
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phonetic structure. 

3. Role of Socio-Cultural Factors 

In response to Ladefoged‘s remarks on the role of cultural factors ausm“; 

whims of fashion’, 1 would like to make two comments. The descrip i 
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the phonetic facts we are consideri_ng can be seen as an optimization pro- 
blem. In accordance with that point of view the phonetics of a given language 
is the result of optimizing a great many dimensions which interact to yield an 
overall system value: 

OVERALL SYSTEM VALUE < THRESHOLD (S) 

Assume furthermore that the observed systems need not exclusively repre- 
sent optimal systems but are simply those systems that are sufficiently optimal with respect to the threshold criterion. We then realize that there must be many solutions to a given optimization problem. Thus we conclude that also without social factors the biologically based conditions would give us diversi- ty and non-uniqueness. 

My second point is the following: 
Suppose we now postulate that the optimized parameter is social and perceptual eflect per articulatory cost rather than just perceptual effect per articulatory cost: 

' S i j * L i j / T i j  ' (6) 
In Fig. 6 we present this idea schematically. Universal phonetic possibilities are dtscretely represented and compared among themselves three times in the 

PHONETI C UNIVERSALS 

&EE-ß soctnt rencerttou PRODUCTION cosr-szuerir HATRIX HATRIX HATRIX HATRIX 

srze l . LIJ , 71J or SELECTION _ VOCABULARY raocessss 

nenucen svsrens 
OF 

PHONETIC SIGNALS 
Figure 6. Schematic diagram showing a possible extension of model to  accommodate also social factors. The rows and columns of the matrices are labeled identically and refer to universal phonetic possibilities. For any given phonetic contrast - that is given cell — the model provides social, perceptual and production-based coefficients which are combined into a single number and stored in the matrix to the right. This matrix forms the basis of system selections_ 
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cells of the matrices the rows and columns of which are labeled identically. 
For a given cell, or comparison, or contrast if you like, the model provides 
one social, one perceptual and one production-based value all of which are 
combined into a single cost-benefit number according to the formula. The 
cost-benefit matrix on the right serves as the basis of system selections. 

Ladefoged emphasizes the important role of the social matrix, andhis 
point is well taken. But however we place our bets on social or biological 
factors dominating, the problem will be to find ways of determining then 
relative importance. Fig. 6 illustrates one way of how we might approach 
such evaluations. Above all I would like to claim that the model described 
earlier can be extended to accommodate also social factors. Note two things. 
This extension is still compatible with the source-filter selection model. 
Secondly, the examples that Ladefoged presents on economic systems, metal 
codes etc. are discussed in terms of a mechanism applicable also to biological 
phenomena viz. the principle of self-organization. In view of recent results 
from research on cultural evolution (Cavalli-Sforza and Feldman, 1981) we 
may be quite wrong in making too sharp a cut between biology and culture. 
They seem to share many aspects e.g. self-organization and selectron by 
consequences (Skinner, 1981) 3 

4. Deductive vs. Axiomatic Theories of Phonology 

My next comment concerns Ladefoged’s pessimism about our being able to 
formulate a phonetically based, deductive theory of phonology. To be sure 
we can have no illusions about the magnitude of such a task. But the 
existence of difficulties does not convince me that there are easy and accepta- 
ble short-cuts. 

One reason for insisting on a deductive account is based on the fact that the 
child can be said to derive its phonology deductively. Here is a comment on 
language development from Rules and Representations by ?homsky (1980, 
66-67): ' what we should expect to discover is a system of umversal grammar 
with highly restrictive principles that narrowly constram the category of 
attainable grammars, but with parameters that remain open to be fixed by 
experience. If the system of universal grammar is suffic1ently uch, then 
limited evidence will suffice for the development of rich and complex systems 
in the mind, and a small change in parameters may lead to what appears to be 

. a radical change in the resulting system. What we should be seeking‚ then, iS a 
system of unifying principles, that is fairly rich in deductive structure but With 
parameters to be fixed by experience. Endowed with this system and exposed 
to limited experience, the mind develops a grammar that con31sts of a uch 
and highly articulated system of rules, not grounded in experience in the 
sense of inductive justification, but only in that experience has fixed the 
parameters of a complex schematism with a number of options. The resulttng 
systems, then, may vasdy transcend experience in their specnfic properties 
but yet be radically different from one another, at least on superficral 
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examination: and they may not be comparable point-by-point in general’ 
(Italics ours). 

Personally I see a favored role for phonetics within Chomsky‘s program of 
universal grammar but I think it is too early for phoneticians to share 
Ladefoged's and Chomsky’s interest in primarily those aspects that must be 
described in pure formal terms and are said to make language a unique and 
specialized structure. 

It is true that claiming that language is in part an autonomous biological 
structure should make perfect sense from the biological point of view. After 
all specialization is in one sense what evolution is all about. 

However, our quarrel with the proponents of uniqueness and autonomy 
views is a methodological one. Again, let us follow the example of professio- 
nal biologists who seem to prefer accounts of evolutionary changes that play 
down ‘quantum leaps' as much as possible and that manage to interpret 
changes in terms of a minimum of de novo developments. This is a parsimo- 
nious null hypothesis that can be called the cantinuity or the tinkering 
principle (Jacob, 1977). Applied to our own field its contents would be: 

DERIVE SPOKEN LANGUAGE FROM NON-LANGUAGE (7) 

Claiming that language is special as Ladefoged and Chomsky do prejudges 
the issue. For any given phenomenon, it should be preceded by an exhaustive 
search for preadaptations. Before giving up that search and joining the 
‘formalist‘ camp we should make sure that, for example, we have not 
underestimated the structure-forming power of principle5 operating in the 
self-organizing systems subserving language. Although clearly untrue (6-8- 
speciation) the formulation of Linnaeus remains an efficient null hypothesis 
of biological inquiry: Natura non facit sahum. 

5. On Explanation 

Formal and functional approaches are often regarded as incompatible in 
current debates among phoneticians and phonologists (Andersen. 1981, Ladefoged, l983b). In biology, this issue of functional explanation seems “’ have an analogy in the question: ‘Is all evolution adaptive?'. Funchonalism in linguistics if often based on ‘utility‘ arguments. Since many features of both language use and language structure no doubt lack direct unhty it appears advisable to take a dim view of such functional arguments. Gwen the strong emphasis on adaptation by natural selection the 
reader may at first find such remarks inconsistent. weMnye 531213 iretahri:: To be_able to put linguistic f unctionalism on a solid b85i5 viewin ‘ hb_ our biology lessons well and avoid caricatures such 39 g eac it of morphology, each function of an organ, each behavior as an ada ' - . . ptation, a product of selection leading to a ‘better‘ organism‘. Darwm b€ll€ved in adaptive and nonadaptive Change and pointed to two principlcs 
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underlying the latter:’ (l) organisms are integrated systems and adaptive 
change in one part can lead to non-adaptive modifications of otherfeatures...: 
(2) an organ built under the influence ot selection for a specific role may be 
able, as a consequence of its structure, to perform many other, unselected 
functions as well.’ The current Utility, or inutility, of a structure permits no 
assumption that selection did, or did not, shape it in a direct way. It may have 
been selected indirectly as a part of a larger system or through a cumulative 
action of collective subprocesses. (Quotations from an essay on the human 
brain (Could, 1980, SO). 

Applying this thinking to our own field a lesson for the phonetician would 
be that some linguistic phenomena are truly the results of ‘adaptive changes' 
and could thus in principle be explained in functional terms whereas others 
have arisen nonadaptively and have to be accounted for on a purely formal 
basis. 

In order to arrive at both functional and formal interpretations it would 
seem that our biologically inspired approach must obey the continuity 
principle and first lead to exhaustive investigations of all kinds of functional 
arguments (cf. above). The [essen for the phonologists would in the light of 
such reasoning be that the very existence of non-adaptive mechanisms in 
evolution would not a priori make formal, ‘non-adaptive‘, accounts of 
linguistic observations legitimate until the search for pre-adaptations had 
been reasonably thorough. 

Ladefoged (1983a) states that ‘much of our work as phoneticians is simply 
to provide good descriptions of linguistic events’ and that ‘phoneticians must 
be able to document‘ language ‘differences without expecting to explain 
them'. 

His comments are reminiscent of an often quoted remark by Martin Joos 
(1958; 96) who wrote: ‘Trubetzkoy phonology tried to explain everything 
from articulatory acoustics and a minimum set of phonological laws taken as 
essentially valid for all languages alike, flatly contradicting the American 
(Boas) tradition that languages could differ from each other without limit 
and in unpredictable ways, and offering too much of a phonological explana- 
tion where a sober taxonomy would serve as well.’ 

To be sure there will be limits to what we may be able to explain but in my 
opinion we are still far from having reached the end of our resources. We 

have a long way to go before phonetics ceases to be an interdisciplinary field 
and achieves a synthesis of its subfields. That development is under way as 
evident from this conference and will no doubt bring us closer to some of the 
long-term explanatory goals. 

Secondly, as an inhabitant of a sometimes dark and cold country, let me 
point to an American tradition different from the one that J cos talks about, 
viz. the power of positive thinking. Believing or not believing in long-term 
explanation is clearly going to make a big difference for how we choose our 
Short-term goals. . _ 

Thirdly, the issue of explanation is closely connected With the practmal use 
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of phonetics. All over the world to-day scientists including phoneticians feel 

an increasing pressure of having to produce practically useful results. One 
way to meet this legitimate challenge is to work for better theorres and better 
explanations as a basis for improved applications. When a speech theraptst, 
an engineer or a language teacher turn their backs on theory we should 
interpret such behavior more as an indication of the quality of our present 
explanations than as a confirmation of theory being in principle trrelevant. 

The issue of explanation need definite not be an academic ivory tower 
pastime. 
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l. Current evolutionary theory is a dynamic field full of controversies such as the sociabi°- 
logy issue (Rose 1982a, 1982b) and the criticism leveled at the 'modern synthesis‘ by Stephen Ja)’ 
Gould and others (Could 1982). For a detailed review of those questions I must refer the reader 
to the bibliography. 
2. The different distributions of vowel qualities in Yoruba and Italian might conceivably be 
eorrelated with other factors in the two phonologies e.g. functional load patterns ofcontrast. An 
'uneven distribution‘ of vowel qualities as in Yoruba does not immediately invalidate all 
possible ‘biological explanations'. 
3. For a recent discussion of the role of biological and cultural factors in langllage change and evolution, see Wang (1982a, 1982b). 
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‘Out of Chaos Comes Order’; 
Physical, biologieal, and structural patterns in phonetics 

Peter Ladefoged 
Los Angeles, USA 

Science is always seeking order; and fortunately for us Nature is always 
producing patterns out of chaos. In speech this happens at three levels, which 
we must be careful to keep distinct. At the lower level we can observe the 
physical patterns, such as the repetitively organized variations in air pressure 
that arises when sounds are generated. Next there are the patterns that are 
due to our human biological endowment, such as the tendency for vowels to 
be dispersed in symmetrical ways. Finally‚ there are characteristics that are 
generated by language being a self-organizing social institution. As I will 
show, these include the appearance of units such as phonemes. 

[here is not much that need to he said about the physical patterns. We can 
all appreciate the laWS of physics that generate regular movements of the 
vocal cords when the outgoing breath passes through the suitably adjusted 
glottis. We can also appreciate the way these same laws generate the complex 
patterns of air pressure that are produced in the vowel tract as a result of the 
glottal pulses. The elasticity o f  the vocal cords, the harmonic structure of 
formants, and a host of other similar patterned phenomena are now reasona- 
bly understood. 

At the biological level our knowledge is more meager. But we can explain 
some of the patterns that occur in language by reference to general principles 
of human behavior. As a general biological principle, organisms achieve 
their goal with the least possible effort. We can state this principle equally 
well the other way round: behaviors that are reinforced and survive are those 
that use the fewest resources. The notion of intent in achieving a goal is not 
critical to anything that follows. 

Languages exist so that humans can communicate (and so that they can 
categorize their experiences; this is no doubt important in consrdermg 
human biological pressures in syntax and semantics, but it is of little rele- 
vance in considering the sounds of language). The speaker‘s 8031_15 to 
communicate as efficiently as possible. This involves producin g a sufficrently 
distinct sequence of sounds for the listener to be able to get the message in a 
sufficiently short length of time. Within this aim there are a number of trade 
0ffs possible between articulatory effort, auditory distinctiveness, and rate 

of speech. Usually the speaker is able to take the initiative m settmg this 
balance. Only occasionally does the listener have to interrupt and ask for 
clarification in some way. 
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The balance between the conflicting forces is clearly different in different 
circumstances. Two close friends exchanging information may be able to talk 
fast, and with a considerable reduction in the degree of precision of the 
articulatory movements. A speaker addressing an unfamiliar audience on a 
complex topic may talk more slowly with a more careful articulation. On 
some occasions, when the listener almost certainly knows the words to 
expect, virtually no distinctive articulations may be needed. Soldiers on the 
parade ground can interpret the wordless bellowing of the drill sergeant 
with great rapidity. 

In general, as listeners become more familiar with particular words or 
phrases, speakers will be able to use more articulatory assimilations. This 
topic has been well enough covered in the vast literature on historical 
phonology to need little further documentation here. We might, however, 
note that as well as obvious assimilations that occur in pronouncing items 
such as ‘handkerchief‘ and ‘in between’ as [’haegkartfifl and [tmbatwinl‚ 
many Cases of apparent dissimilation are actually examples of economy of 
effort. For example, this is the case for Grassman’s law, which states that the 
first of two aspirated steps in a word will become deaspirated (so that, for 
example Ind0'Elll'opean ‘thrikhos becomes classical Greek trikhos ‘hair’)- This can be interpreted as dissimilation, the consonants in a word becoming 
more unlrke one another. But it is also an example of economy of effort. 
glsapcl;atlegdö ;;212r22nts are very distinct from all other sounds (Singh and 
energy. A word withytÜe alsohcostly m that they use consrderable resptratory 
date for pruning in an t;tstuc sounds rs very costly, and an obv1ous candi- 
utterance. Ohala (198?) h empt to reducethe overall effort required for an 
terms of the listener as theas given a convmcmg account of dissrmllation in 

account that th d‘ ' source-Of soun.d Change“ I w°“ld °."ly a.dd to his biolo ic l d  . e con mens are rtpe for it to occur because it satrsfies the 
that 51a5). nve for economy of communication (not that Ohala would put it 

I:;srzafl Zalsgägi‘lé‘lg‘zliethtilpfessure for auditory distinctiveness affects the 
achieved with a relativelylowise "" Whl'Ch an Increase Of thus kmd can be language Paradigmaticau alt ost rn articulatory effort. Many of these affect 

in 3 Phonological structui‘ä raetirmg [t Items that can occur at .a grv en place 
seQuence as a result of assiritilatiert an syntagmatically‚ altermg items '? a for 8Uditory distinctiveness is theodns. The best documented case of the drive 
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listeners. Whenever people speak they identify themselves as belonging to a 
certain speech community. Every accent of every language is a peculiar set of 
sounds that is distinguished from all others sets of sounds of all other accents. 
One cannot speak without an accent of some kind. Part of the function of 
language is to convey information, part to categorize experience, and part to 
convey this accentual, sociolinguistic information. 

For each of us there is a biological drive to identify oneself as belonging to 
a particular group, as well as to have one’s own idiosyncratic characteristics. 
My accent is not right for me unless the words have a British RP accent tinged 
with small Americanisms, and my own particular voice quality. Speakers of 
every language have to use exactly the right vowel and consonant qualities, 
intonations, rhythms, etc. on pain of being wrongly labeled if they do not. 
There can be very subtle phonetic differences among languages resulting 
from this drive to be correctly identified as part of a group; but these phonetic 
phenomena are important to speakers and listeners. They cannot be ascribed 
to any general universal principles; they are due to the vagaries of local 
history and personal desire. But their maintenance can be regarded as 
ascribable to the behavior of individuals. 

We can illustrate the explanatory power of these notions by reference to 
some recent cross-linguistic studies. In one study of this kind Disner (1983) 
showed that there were both similarities and differences between the vowel 
systems of Italian and Yoruba, both of which have seven vowels. The 
similarities can be ascribed to the fact that both Italian and Yoruba speakers 
are subjected to the same human drive for greater communicative efficiency. 
The differences are due in part to the physical laws of sound production 
affecting speakers of Italian and Yoruba differently, and in part to the 
biological drive for group identification. 

Disner’s charts of the formants of a group of 25 Italian speakers and a 
group of 10 Yoruba speakers are shown in Figure ]. Each vowel is represen- 
ted by an ellipse (solid lines for Italian and dotted for Yoruba), with its center 
at the mean for that vowel, its axes along the two principal components of the 
distribution of the points, and the radii corresponding to two standard 
deviations. Rougt speaking, therefore, we may say that the ellrpses en- 
close 95% of the points corresponding to each vowel. 

Despite some obvious differences which we will discuss in a moment, there 
is a great overall similarity in the pattern of the vowels in the two languages. 
In each case the vowels are distributed in a V-shape that takes advantage of 

the Space available. The drive for communicative efficiency results in most of 
the vowels of each language being fairly distinct from one another. 

Some of the differences between the two languages are due to the shapes of 

the lips of Italian as opposed to Yoruba speakers. The mean first formant 

frequencies are similar in both sets of vowels, indicating that there are no 
overall differences in headsize between the two groups ofsubjects. But, With 
the exception of /i/ and to a lesser extent /e/ , the second formant rs lower for 

the Italian vowels than for the Yoruba vowel. These differences are prec15ely 
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Figure I. Formant plots of the vowels of 25 speakers of Italian (solid lines) and lO speakers of Yoruba (dotted lines). 

those that one would expect if Yoruba speakers, on the whole, used a larger mouth opening than that used by the Italian. Rounding affects the third formant rather than the second for vowels like [i]; and in other vowels the second (as well as the third) formant is lowered by decreasing the lip 
aperture. Accordingly, in the case of these two languages, there may be a physical phonetic explanation for at least some of the differences in the formant frequencies between the two groups of speakers. The possibility of overall differences in mouth opening is certainly compatible with the appa- rent facial differences between speakers of Yoruba and Italian. (This does not of course, imply that a Yoruba could not learn perfect Italian. Any individual speaker could compensate for the overall, statistical, difference in headshape shown in Figure l, and thus learn perfect Yoruba.) 

However as Figure l demonstrates, these are far from the only differences between Italian and Yoruba. The most obvious differences are in the F| dimension. The vowels of Italian are more evenly distributed than those of Yoruba in which /e/ and /o/ are much closer to /i/ and /u/ than to /e/ and /a/ respectively. The uneven distribution of the Yoruba vowels may be attributed to historical facts concerning the way in which the vowels of the original 9 or l0 vowel system have merged to produce the current 7 vowel Yoruba system. But, nevertheless, this historical explanation does not dis- guise the fact that present day Yoruba speakers choose to have vowels that are evenly distributed. To some extent they resist the biological pressures for 
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communicative efficiency that undoubtedly exist, and undoubtedly account 
for phonetic phenomena that are widespread in the languages of the world, 
preferring instead the uneven distribution of vowel qualities that characte- 
rizes them as Yoruba. 

A second illustration demonstrates even more clearly that differences are 
subject to the whims of fashion. Some articulatory gestures can produce the 
same sounds - the same acoustic structures - as other quite different move- 
ments of the vocal'organs; and some languages habitually use one way of 
producing a given sound, and others another. The evidence on this point is 
somewhat indirect, but it seems that some languages use one kind of the lip 
gesture to produce a high back rounded vowel of the [u] type and others 
produce virtually the same vowel, using a different gesture, with less roun- 
ding of the lips being compensated by other vowel gestures such as more 
lowering of the larynx. 

Linker (1982) photographed the lip positions of the vowels in the speech of 
eight speakers of Cantonese and eight speakers of French. She examined the 
correlation between formant frequencies and lip position in each of these 
(and other) languages and showed that there are reliable, statistically signifi- 
cant, differences in the articulatory-acoustic relations. As she says, ‘if ...a 
(mean) speaker of Cantonese wanted to produce an [u] with a given set of 
formant frequencies, he would have considerably less horizontal opening 
than a speaker of French producing the same vowel.’ She concludes ‘These 
results indicate that languages differ greatly in the lip gestures they use to 
make the same acoustic distinctions among vowels.’ 

Presumably children learning to become part of a particular group that 
speaks a certain language, achieve this goal by watching as well as listening. 
Children see the lip positions that are typical in their language and learn to 
make these sounds in that way. There may be a physical explanation for the 
difference between French and Cantonese associated with the different 
anatomies of the different racial groups, but it seems unlikely. It is much 
more likely to be a case of language specific behavior that can be ascribed 
only to the whims of fashion, and the desire of speakers of each language to 
maintain their group identity. 

There is certainly no anatomical basis for another case in which visual cues 
during language acquisition are probably the cause of adults having noticea- 
bly different articulations when producing acoustically very similar sounds. 
As has been shown by Ladefoged (1979) a considerably higher proportion of 
American English speakers use an interdental fricative, as compared with the 
dental fricative which is more common in British English. In Californian 
English 75% of the speakers protrude the tongue between the teeth when 
saying words such as ‘thiet‘, whereas virtually no speakers of British English 
make the fricative in this way. Again, there are no reasons forthis other than 
the desire of British English speakers to do things one way, and American 
English speakers to  behave in another way. 

The final illustration concerns coarticulation. We all know that in English, 
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as in many other languages, the place of articulation of a stop is affected by 
the articulation of the following vowel. Thus the velar stop in fkeep' has a 
more forward articulation than in ‘cop’. But this difference in the steps is 
only partially explained by claiming that there is coarticulation Wlth the 
following vowel. We cannot claim that this is a necessary thing that lan- 
guages have to do. If this were so, it would be nice, not only from the point of 
view of making biological explanations, but also from the point of vrew of 
simplifying the theory of phonology. Life would be easier if there were a set 
of universal, language independent, rules that took a string of segment5 
specified in terms of a narrow, allophonic, transcription (or a matrix. of 
distinctive features) and converted it into a sequence of continuously varymg 
parameters of the kind required for a complete description (synthesis) of the 
utterances represented by the string. But there is no force compelling speak- 
ers to have a given degree of coarticulation. As indicated in Ladefog€d 
(1972),it seems likely that French and English differ in the ways in which 
coarticulations occur. The French velar steps in pique [pik] and Päques [pak] 
coarticulate more with the preceding vowel than the corresponding steps in 
the English words peak [pik] and pack [pak]. 

Recently Nartey (1982) has given a more rigorous demonstration of the 
language dependent nature of coarticulation. He recorded (among other 
data) eight speakers of Amharic and eight speakers of Navaho. Both lan- 
guages have, among other f ricatives, two sibilants which may be transcribed 
/s,I/. They also have similar vowels that may be transcribed /i,a/. The 
fricatives in each language were recorded in the context /i-i/ and /a-a/. The 
acoustic spectra at the midpoint of each fricative was determined using the 
UCLA WAVES computer analysis system. These spectra were then convolv- 
ed with an auditory filter as suggested by Bladon and Lindblom (1981) to 
produce representations of the auditory information. 

The “PPer part of figure 2 shows the mean auditory spectrum of Amharic 
[I] in the two vocalic contexts; the lower part shows Navaho [1] in similar 
contexts. There are differences in the sharpness of the Spectrum in the two 
languages. But, over and above this, it may be seen that the Amharic sounds 
show greater effects of coarticulation with the vowel, the Spectrum having a 
noticeably higher peak in this Bark scale representation when in the context 
9f ['] than when in the context of [a]. In Navaho there is very little coarticula- tion between this f ricative and the adjacent vowel. Again we see that speakers 
of different languages choose to distinguish themselves by using different 
phonetic mechanisms that cannot be predicted from the principle of commu- 
nicative efficiency‚ b“t “° Simply learned behavior that distinguishes one 
group from another. 
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try to relate these linguistic observations to observable mental capacities. It 
seems to me that the mental nature of language has been somewhat mislead- 
ingly presented by Chomsky (1975). His notion that language is an organ of 
the mind is not very helpful. It is somewhat like saying that digestion is an 
organ of the body. Digestion is an ability that involves many components, 
including some things that are normally called organs such as the liver and 
the pancreas, as well as a number of other things such as saliva, mastication, 
and bowel movements. Digestion is like language in that it is a system. But 
neither of them is an organ in the usual sense. 

A better way of describing a language is to consider it as an observable 
social institution, without having to consider what goes on in people’s minds. 
When we consider any social institution we find that it is governed bv 
different principles from those that govern the behavior of individuals. 
Principles such as communicative efficiency and identification with a group 
apply to descriptions of what people do. But a language considered as a 
system where everything hangs together is to some extent self-organizing. 

In order to make this point clear it is worth considering two other exam- 
ples of self-organizing social institutions. We may begin by comparing a 
language with a moral code - a system of value judgments applicable in a 
given community. Any moral code is clearly a product of a society, and is 
strongly influenced by the surrounding culture. Moral judgements that 
originally had some utilitarian function rapidly become ritualized. Like 
pronunciations of words they are as they are because that is the way things 
are done a a certain society. But morality is also property of an individual, at 
least to the extent that the individual can choose to perform moral acts. 
Morality, or at least the capacity for performing moral acts, may even be like 
language, or the capacity for language, in being innate. Certainly one way to 
think of morality is as an over-developed herd instinct -- a self-organized, 
innate drive for the preservation of the herd rather than the individual. 

The moral code that we observe (or feel guilty about) is only one example 
of a social institution. As another, very different, example consider the 
economic system. There are obvious market forces affecting the price of 
goods and the cost of labor (the far from inexorable ‘laws’ of supply and 
demand). There are also Galbrathian forces such as the conflict between the 
company management (whose aim is usually growth, which leads to bigger 
managerial responsibility and salaries) and the company ownership (the 
shareholders) who want bigger profits, which may well be achieved without 
growth and with less management). All these forces, and many more (go— 
vernment, international affairs, and perhaps morality) add up to form a 
social mstitution, the economic system, which nobody understands and 
which is certainly not part of anybody’s competence. Without people there 
would be no economic system. It is like language in that it takes at least two 
to trade. Furthermore, just as people ‘know’ the rules of their language, in 
the same sense everyone ‘knows' their economic system. We all understand 
what money can do. But it is obviously ridiculous to take a mentalist 
approach. Nobody would call economics an organ of the mind. 

„ l i  
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Many sound patterns are the result of language being a self-organizing 
social institution, and are not generated at the level of individual behavior. 
We may start by considering those that result from the filling of a gap in a 

phonological system. It has often been observed that languages tend to fill 

holes in the patterns of their segmental inventories. Thus Antilla (1972) 
shows that Proto-Baltic Finnic had a system ‘in which the short vowels had 

one degree of height more than the long ones, and contained the only front 
rounded vowel in the whole system (Modern) Finnish has filled every 

single gap and ended up with perfect symmetry.’ To take another example, it 

is not at all surprising for a language such as English, which at one stage had 
four voiceless fricatives /f, 0, s, 17 and three voiced ones /v, Ö, z/ , to acquire 

the missing voiced fricative [3], as we have done recently. But it should be 

noted that this does not occur because of the biological drive acting on 

individual speakers and listeners. Filling holes in an abstract phonological 

system does not increase communicative efficiency for the individual. There 
is no increase in ease of articulation or auditory distinctiveness for any 

existing possible utterance. Nor, in general, does it help to identify the 
speaker in any way. (The exception is when the new sound is being brought in 

by borrowing from some other language or dialect. Using this sound may 

mark the speaker as wishing to identify with the speakers of the other 
language or dialect, as, for example, when a speaker of Southern British 

English starts using a voiceless fricative /x/ in words of Scottish origin, such 

as ‘loch‘.) 
The discussion of possible linguistic changes in terms of holes in phonolo- 

gical patterns is sometimes formulated in a slightly different way. There are a 

number of occasions when linguists talk about the segmental inventories of a 

language being such that they facilitate or hinder possible sound changes. 

Thus Maddieson (1984) suggests that if a language does not have /v/ it is 

more likely to develop a phonemically contrastive /ß/ as a result of phonolo- 

gizing an intervocalic [B] allophone of /b/. 
Adding a new sound is like the emergence of a new species in biological 

evolution. It is possible to claim that it happens because God sees a gap and 

wants it to  be filled because it is easier for the world to be that way. But an 

equally good claim is that if there is an ecological niche to be filled, events 

(the random mutation of genes, evolution is not purposive) will conspire to 

fill it. In the same way a new phoneme is more likely to occur (to be borrowed 

or to be phonologized from an existing allophone), if it fits nicely into an 

existing pattern. Note that this cannot be explained in terms of the behavior 

of individual speakers and listeners, just as the development of a new species 

is not due to the action of individuals. The communicative efficiency princi- 

ple does not apply to how languages organise their sounds. When we discuss 

phonological systems we have moved to considering language not as part of 

an individual’s behavior, but as a self organizing institution. 

Many of the patterns currently described by linguists are patterns that 

occur simply in language considered as a social institution. In addition to the 
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hole in the pattern phenomena, there are what Kisseberth (1970) calls 
phonological conspiracies. Dauer (1983) has assembled an excellent case for 
regarding stress timing in English in this way. Many people have observed an 
apparent tendency in English for stresses to recur at regular intervals of time. 
But it seems that this may be due to a fortuitous combination of circum- 
stances. The fact that English words have a somewhat regular stress pattern, 
the possibility of alternative stress patterns in some words, and of dropping 
stresses in some sequences of words, the reduction of weak syllables, and the 
clitic-like nature of many grammatical formations, all these things and more 
combine to lead to the occurrence of stresses at appropriate intervals. 

Perhaps the most startling conspiracy - one that seems to  have deceived by 
far the majority of linguists - is the appearance of phonemes. Accounts of 
human behavior in terms of phonemes are nearly always examples o f  what 
has been called the psychologist’s fallacy - the notion that because an act can 
be described in a given way that it is necessarily structured in that way. As far 
as I can see, phoneme size units play only a minor role in human behavioral 
acts such as normal speaking and listening. I have argued this point else- 
where (Ladefoged 1980) and will not consider it in detail here. All that is 
necessary is to examine some apparent counter arguments. 

The first concerns children babbling, playing with newly discovered 
sounds. Typically they make sounds such as [babababa....dadadada] but 
sometimes they will produce sequences such as [bibibebe]. Does this mean 
that they have discovered the notion of a segment, and are trying out 
different vowels? I doubt it. I think it is much more likely to be random, 
uncontrolled behavior, and it is only the linguist who hears it as a set of 
different vowels. But in any case I do not want to deny that there is a strong 
commonality among all syllables beginning with the same consonant. After 
all the Aramaic scholars and others who invented syllabaries spotted this and 
wrote syllables such as [bi, ba, bu] with the same symbol. But the important 
point is that no child ever babbles sequences such as [badaga badaga]. And 
for hundreds of years the Aramaic scholars never noticed that there was 
something in common between syllables such as [ba da ga]. According to 
Gelb (1952), writing has been invented many times, and there have been 
many independent developments of syllabaries. At least in some languages 
the syllable is a clear, intuitively apprehended, concept. But only once in the 
whole history of writing has it occurred to people to break syllables into 
separate segments that can be recombined to form other syllables; and that 
occurred because of fortuitous circumstances. It took the happy chance of 
the coming together of speakers of Semitic languages, who had symbols for 
syllables beginning with pharyngeal and other non-IndoEuropean conso- 
nants, and Greeks, who did not need these symbols with their original values 
and chose to use them for vowels. The Greek writing system, the only 
original alphabet, was produced out of the spare symbols of a syllabary. If 
phonemes are behavioral concepts, it is difficult to see why the alphabet was 
invented only once; and, for that matter, why children do not alternate 
phonemes and babble [badaga badaga]. 
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Speech errors are sometimes cited as another piece of evidence against the 
claim that phoneme size units play only a minor role in speech production 
and perception. One of the commonest errors in rapid speech is transposing 
two elements as in a spoonerism, saying, for example, ‘fast pew‘ instead of 
‘past few’ (Fromkin 1973). In such cases it is often apparently segments that 
are transposed. But note that it is not just any two segments that get out of 
order. The previously cited phrase could never have appeared as ‘paf stew’ 
with the final element in one syllable becoming initial in another. The 
segments that move always have to be in the same positions in different 
syllables. I do not know how speech errors involving transpositions occur. 
But it is no way obvious that they are simply transpositions of segments. 

A final piece of seeming counter-evidence is the existence of a number of 
language games and secret languages that can be described in terms of 
phonemic interchanges. For example, Cantonese speakers who are unfami- 
liar with alphabetic notions can nevertheless produce a form of secret speech 
in which vowels and consonants are reversed (Wu, personal communica- 
tion). In this speech words such as [ma] are produced as [am], but this is still 
not a truly segmental approach; words such as [tjaa] come out as [aut]]. 
Speakers do not produce [gĳ'] (the reverse of the phonemes), and do not 
even recognize [haft] as the true reversal of the phonetic segmental order. 
Again what is even more important is that in all the language communities I 
know of that have secret languages or games of this kind, there are always 
some speakers who find it very difficult, or even virtually impossible, to 
follow rules involving segments. (Fluent speakers of Pig Latin often fail to 
understand how difficult it is for those of us without an equivalent mis—spent 
youth to talk in this way.) Notions concerning phonemes size units have to be 
carefully learned - they are in no way naturally available. 

Lindblom (1983) has suggested a nice analogy that can be extended to 
make this point clear. He has pointed out that termite nests appear to the 
outside observer to  have a most intricate structure. There are great pillars 
and arches that rival those of medieval cathedrals. But it does not follow 
from this that individual termites know about arches. In fact they are simply 
following a very straightforward pattern of behavior, governed (in nest 
building) by a single rule: deposit grains of earth near other grains of earth 
that are scented with a termite secretion. At first this leads to random 
depositing of earth. But very soon the deposits are on top of other recent 
deposits and the pillars grow. As two pillars grow taller the scent is strongest 
on the sides closest to each other; and so those two sides grow together and 
form an arch. All from a single, simple, rule. Phonemes may be like arches in 
termite nests, visible to outside observers, but having no meaningful role in 
the activity of the individuals producing them. Speech oppears to be compo- 
sed of sequences of segments because of the interactions of the different 
systems of which it is composed. The complex gestures involved inproducmg 
syllables have diverse parts that look as if they are categorically distinct. We 
call these diverse parts vowels and consonants, but we must always remem- 
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ber that these are just names for readily distinguishable aspects of the stream of speech. Those of us who have been exposed to an alphabetic tradition may be influenced so that we are very conscious of the possibility of describing speech in terms of units of this kind. But illiterates may have little or no concept of speech segments (Morais et al, 1979). Similarly those involved in adult literacy campaigns report that the concept of the segment is far from self eVident. Intelligent adults who have been taught to write a few words cannot perform tasks such as naming other words that begin with the same segment (Jackson, 1982). A language consultant who has been working extensively With a linguist will be able to learn the phonemic principle (Sapir 1949), Just as a child can learn to read and write. But this is hardly evidence, for phonemic units in the normal process of speaking and listening. _ We can carry the termite analogy a step further still. Just because the indiVidual termite- cannot be considered responsible for the design of the arches and pillars in a termite nest, it does not follow that it is not interesting to describe these pillars and arches. They are a necessary part of the termite nest; when a pillar or an arch is needed to support the edifice which the communityrequires, if the nest is to be one which survives then the re uisite structure Will be present. In that sense, a termite nest is self-organize;l In a similar way a language gets the sounds that it needs. The segments and phonemes are present in the structure of that abstract entity the lan ua e considered as a social institution. Indeed, as Halle commented severalg eîrs’ ago, Almost every insight gained by modern linguistics from Grimm's [Zw to Jakobson’sdistinctive features depends crucially on the assumption that Îgäâh [or, in my terms, language] is a sequence of discrete entities.’ (Halle, 
But despite the value of segments as descriptive units it seems almost certain that the phonemic principle is not part of our genetic endowment (as it surely must be for those who view it as an innate ability). The mani ulation of phonemes is an acquired ability. Evolutionists teach us that sucîi thin s are properties of a culture, and not of an individual‘s physiolo Tl? invention (not, for me, the discovery) of the alphabet occurred gf); t º recently for it to have become part of our DNA. Indeed as Gould (1981 f oto ¡tz. Homo sapiens arose at least 50,000 years ago and we have not a sh „31u ? evidence for any genetic improvement since then..... All that we h fe º phshed. for better or worse. is a result of cultural evolution ’ ave accºm- Our endeavors include building (like termites) social institutions such language, morality, and economic systems. Each has to a great e t as become its own thing, so that it is no longer entirely eiiplicable in te X emf outsideforces. The evolution of language has involved its feedin u rfns if so that it must be described partly in terms of unique principlenlijeon “se , accounts may not be correct. Descriptions of languages in 'termscultTEhIt fashionable metrical phonology (Halle and Vergnaud, 1980) are aftero llt e least superficially very different from those of the older generative hoa lat gy (Chomsky and Halle, 1968). But the thread of the uniqueness of };“;n 
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that runs through them is still valid. And they are all, despite their authors’ 
claims, descriptions of social institutions and not explanations of mental 
activities. Like termites who do not know how to build an arch, ordinary 
speakers and listeners do not know the sound pattern of English. 
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]. 

Psycholinguistic research into spoken language comprehension, and phone- 
tic research into the processes of acoustic-phonetic analysis, are both, in 
principle, part of the same general domain of inquiry. Both disciplines are 
concerned with aspects of the process whereby human listeners map from 
sound onto meaning. This implies, therefore, a close dependence between 
them. 

In the past, however, there has been surprisingly little direct contact 
between the two disciplines. Research in phonetics - as, for example, Nome- 
boom (1979) has documented - tends to pay little attention to the wider 
functional context within which the processes of acoustic-phonetic analysrs 
presumably operate. Conversely, psycholinguists — even those workmg on 
spoken word-recognition - tend to neglect, or simply ignore, the complexr- 
ties of the acoustic-phonetic input to the processes they are studymg. 

We can take for granted that psycholinguists should pay more attention to 
acoustic-phonetic issues. What is less straightforward is_th_e claim that 
phoneticians should pay more attention to psycholinguisnc issues. None- 
thelcss, this is what I will try to establish here. I will do so With particular 
reference to the relationship between the acoustic-phonetic analysrs of the 
Speech signal and the perception and identification of spoken words. 

Two questions need to be examined here. First, how far does the study of 
Spoken word-recognition also raise important acoustic-phonetrc questions? 
Second, how far has research in acoustic-phonetics in fact prov1ded an 
adequate basis for an approach to these questions? 

2. 

The first point to be made concerns the extent to which further pr_081"3ss "‘ 
understanding spoken word-recognition depends on developments m acous- 
tic-phonetics. In the past, research on spoken word-rec98f""°n has been s_o 
general in the kinds of claims it made about the recog_rlmon P“_’°css that “ 
was not necessary to pay close attention to the acoustxc-phonetrc substrate 
for this process. It did not really matter what the imput to the_w_ord-recogm- 
tion process was since the issue never really arose of how lnllduill sP°ken 
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words were discriminated from each other (although this question certainly 
did arise very early on in research on machine recognition of fluent speech). 
Recent research, however, has led to the development of psycholinguistic 
theories of spoken word-recognition that do require a much more precise 
specification of the properties of speech analysis. 

These developments arise from some observations of the rapidity and the 
immediacy with which the speech signal is mapped onto the mental lexicon 
(of. Cole and Jakimik, 1980; Grosjean, 1980; Marslen-Wilson 1975; 1980; 
1983; Marslen-Wilson and Tyler, 1975; 1980). A wide variety of different 
experiments converge on a highly consistent estimate of the average “recog- 
nition-time” for words heard in a normal utterance and discourse context - 
where the term “recognition-time” refers to the amount of sensory input, 
measuring from word-onset, that needs to be heard before a listener can start 
behaving as if he or she has correctly identified the word in question. The 
estimate of this average recognition-time for words in context is of the order 
of 200 msec. 

Not only is this remarkably fast, but also it is remarkably early, relative to 
the total duration of the words being identified. For the kinds of experiments 
involved, the words averaged 375-420 msec in length. This means that words 
in context can reliably be identified when little more than half of the acoustic 
input corresponding to that word in the signal could have been heard. This in 
turn 1mplies that listeners are highly efficient in their use of the acoustic-pho- 
netic mformation carried by the speech signal. More recent results (Marslen- 
Wl|50n‚ 1983) show that listeners are in fact optimally efficient in their use of 
this information. 

The _notion °f optimal efficiency can, in principle, be defined as the 
extractron of the maximum information-value from the signal, in real-time as 
it rs heard. The term “information—value" can itself be related to the defini- 
tron of_mformation in terms of the number of alternatives between which a 
given srgnal can allow a receiver to discriminate (Shannon and Weaver 1949). 
{; ‘;°gä::€;gzge:a of possible messages that a given signal can transmit, 

_ . a given context, then the speech signal can be v1ewed as 
prov1dmg a continuous flow of potential discriminative information with respect to this set of possibilities. 
1ari£ J:; Sie:" ;; tfttt>gsallbiil‘iltiesl.involved is the complete set of words in the 
is defined With respectgtoetrlli l?ti_ner‚ then the information-value of the Signal 
for the discrimination of th € m Ormatron that the srgnal provrdes, over time 
alternatives. Experiments if eorrect word from among äh? mmal total set Of listeners are indeed able to iscllng afl 8Udltory lexical dec1sron task show that point in the w d _ en“ Y the word bemg uttered at precrsely that 

or at which the theorfltcally sufficrmt acoustic-phonetic information becomes ava'l bl ' . Wessels, 1983). l a  ° (Magen-Wilson, 1983, see also Tyler and 
These results, and other considerations, . . . _ lead to a model of s oken wordre- cogmtron in which there is a multiple acce p ssing Of possible word-candidates 
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early in the word. The subsequent selection of the correct candidate depends 
on the manner in which the accumulating sensory input not only matches the 
specifications (in the mental lexicon) of the correct word, but also fails to 
match the specifications of the incorrect words. The recognition of the 
correct word becomes possible, as experimentally demonstrated, as soon as 
the signal diverges sufiiciently from the specifications of all other possible 
words. » 

An approach of this kind therefore stresses the implications for the identi- 
fication of individual words of the discriminative information accumulating 
as the signal is heard. It is clear that the evaluation and development of such 
an approach depends on a satisfactory analysis of the nature of the input to 
these word-discrimination processes. Under what description are the pro- 
ducts of acoustic-phonetic analysis delivered to the word-recognition sys- 
tem? What aspects of the original signal are preserved or discarded in the 
process of analysis? With respect to which set of discriminative categories 
should the information-value of the signal be evaluated? 

3. 

If, for an answer to these questions, we now turn to the main body of 
acoustic-phonetic research, we do not receive a coherent answer. One is faced 
with a remarkable diversity of different and incompletely specified propo- 
sals, where the products of speech analysis range from strings of phonemic 
labels, to bundles of probabilitically weighted features, to direct perceptions 
of speech events. 

A t  least one distinguished acoustic-phonetician, confronted with these 
difficulties, has concluded that the best approach to the question of how the 
signal is mapped onto lexical representations is, in effect, to renounce the 
whole framework of classical phonetics (Klatt, 1979; 1980). Instead one 
should opt for the kind of “brute force" computational solution, based on 
direct matching to spectral templates without any intervening phonetic 
analysis, that is exemplified in the harpy speech recognition system (Lowerre 
and Reddy, 1978). It is likely that this conclusion is too pessimistic. 
Nonetheless, it is clear that acoustic-phonetic research, for all its advances 
over the past thirty years, has failed to satisfactorily answer those questions 
that are most critical for researchers working on other aspects of language 
processing. In part this is no doubt due to the fact that acoustic-phonetics, 
just like any other branch of the study of human language, is extremely 
difficult; that it can’t be expected to have found all the answers yet. But in 
part it may also be the consequence of the set of assumptions that permit, and 
even encourage‚ the current de facto separation between research on speech 
analysis and research on spoken word-recognition. _ 

The most important of these assumptions seem to be the following. First, 
one must assume that there are two distinct levels of perceptual representa- 
tion computed during speech analysis. These correspond, respectively, to an 
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acoustic-phonetic level of analysis and to a lexical level. Secondly, and 
crucrally, one must assume that the properties of the acoustic-phonetic level 
and of the processes that map from the speech signal onto this level, can be 
determined solely with reference to phenomena internal to this level and 
Without reference to the functional goal of these processes. Without,refe- 
renee, that is, to the role of these processes in providing the basis for a further 
mapping onto the mental lexicon (which in turn provides the basis for the 
extraction of communicative meaning). 

Thirdly, one has to accept the direct translatability of results obtained in 
the phonetics laboratory, typically using either citation forms of synthetic 
speech, to the perceptual situation of the listener hearing fluent 
conversational speech. That is, one must assume that the kinds of relation- 
ships observed in the laboratory between a given speech signal and a given 
phonetic contrast, will also hold in the often different conditions of normal 
speech production and comprehension. 

4. 

It is not possible to state categorically that these assumptions are either false 
or misleading. But they are at least open to serious question. Consider in 
particular, the second assumption, that speech analysis is most appropriately 
studied in functional isolation. In the case of spoken word-recognition for 
example, one-finds that it is by studying word-recognition in its functional 
context — as it contributes to the processes of language comprehension in 
utterances and discourses - that one can place the strongest constraints on 
possrble models of lexical access (Marslen-Wilson, 1983; Marslen-Wilson 
and Welsh, 1978). In the same way, it may be that by examining the processes 
of speech analysis in their proper functional context — as part of the process 
îíeìpâech tlmdcrïandingd— that one can place constraints on theories of 

c ana y51st at coul not ' ' ' processes in isolation, be derived Just by attempting to study these 

If, for example, as current analyses of spoken word-recognition suggest 
one can predict precisely when a given word should become discriminable, 
then tt should also be possible to determine just which aspects of the sensory 
Signal are employed in making these discriminations. This in turn would 
surely have implications for one’s assumptions about the ‚speech analysis 
process that produces the basis for these effects. 

Whether or not this particular strategy turns out to be fruitful remains to 
be seen (but see Streeter and Nigrom 1979). But the general point remains 
Many psycholinguistic questions about the processes of spoken word-recogí 
nition are mescapably acoustic—phonetic questions as well. And it seems 
most unlikely that these questions can be resolved without a proper contact 
between the two disciplines — both in theoretical analysis and in experimental 
practice. 
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Spontaneous Self-Repairs in Speech: Processes and 
Representations 

Willem J.M. Levelt 
Nijmegen, the Netherlands 

l. Phonetics, Psycholinguistics, and Self-Repairs 

Psycholinguistics study the acquisition, comprehension and production of 
language, but the study of language production has not advanced at the same 
pace as the other two main areas of inquiry. While there are notable excep- 
tions, the impetus to study the process of speaking does not usually come 
from within the discipline itself, but from neighboring fields, such as ethno- 
methodology‚ aphasiology, and last but not least, phonetics. No approach 
has informed the psychological study of language production to the same 
extent as the systematic analysis of spontaneous speech errors, a technique 
which was reintroduced by Cohen and Nooteboom during the sixties. Traffic 
in the reverse direction has been light: the psychology of speaking has not 
influenced phonetics to the same degree. 

It is only honest, therefore, to speak about the potential contributions to 
phonetics of psycholinguistic production research. The study of spontaneous 
self—repairs may well develop into such a contribution. Self-repairs are, on 
first view, rather complex phenomena. And surely, they involve quite dispa— 

rate Phonetic processes, such as self-monitoring, the production and detec- 
tion of phonetic, lexical and other types of speech errors, self—interruptton, 
prosodic marking of the correction, etc. This complexity on the surface, 
however, does not preclude systematicity at a deeper level, a systematmty 
Which may reveal principles of organization of the speech productron process 
that would be hard to discover on the basis of laboratory data alone. 

The more specific psycholinguistic contribution here is to clarrfy the 
character of this underlying systematicity.The psycholingurstwrll, more m 
particular, try to analyse the levels of representation involved in the genera- 
tion of a speech repair. What are the relevant entities for the analysrs of a 
Speaker’s self-monitoring, self-interruption, re-starting, etc? Are they phone- 
tic features, phonemes, words, clauses, concepts, intennons, or several of 
these at the same time? And closely related to this is the issue of how these 
entities are stored and addressed during the process of repairing. What sort 
Of memory structures are involved, for instance, in repeating part ol' the same 
utterance, or in aligning the prosody of the correction to that of_ the mterrupt- 
ed utterance? The psycholinguist will try to explain self-repatrs in terms of 
the same representations and processes which underly normal fluent speech. 
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Phonem: complexity may turn out to be psycholinguistic systematicit L t 
us therefore turn to normal fluent speech first. y. e 

in ;:nili’ääkslll'clll‘sgzlltly _ct;nstructs and_ uses an utterance in order to realize an 
information from ;_1n orm or convmce an interlocutor, to request action or 

information from then‘l,'e'tci The psycholingu_ist tries to follow the flow of 

Speech. The processin "f“? °°_nceptlon_of an _mtemion to the articulation of 
tation. An early sta 515 one In Stages mvolvmg different levels of represen- 
whose expression mg ccf>ncerns the retr1eval and selection of information 
perspective With re ay ulfill _th_e mtent10n. The speaker takes a certain 
focus, it may com??? to this information; the information will have a 
further elaboration ofs ;:vrth earlren expressed information or rather be a 

tal relation between 31 at was prevrously said, there will be a Sp8tio-tempo- 
sp eaker will have an att'te cipeaker.and the information selected, and the 

information. The info ‘ “ _°°f behef‚ want, distrust etc. with respect to that 
message. The subse “g::altlon selected for expression is usually called the 

message °flt01inguigtic foreveä of representation result from mapping the 

items, the creation of 8 mm. _ 810r processes here are the retrieval of lexical 

the realizati0n of m° y ha°“° °?“figurations such as phrases and clauses, 

Processes can informaiip ;“°logic3t structure_ The final output °f these 

king, inner Speech is a live? ähed Inner Speech. Phenomenologically spea- 

theoretical construct is still to ;2I’Sreeessntatron; whether it can be used as a 
The last sta e i . _ 

articulatory pfoc2diii-i flii:vootftgiff :';n2510:1 iS thehplanning and execution Of 
How do the ob . .er sp eec ° 

levels or types Of ri;rrzlzllft phenomena ln.self'fepaif proceed from different 

Iwill discuss some of the a'tlon invovc.1 in normal speech? In the following, 

‘epairs. The corpus was S;gfsues "! the llght of a corpus of 959 tape-recorded 

Purpose. In this ex er' amed "! 3“ experiment designed for a different 

p lmem 53 subleCts Were asked to describe spatial pat- 
terns consistin 8 of colored do _ 
such as the ones in Fi ts» COnnected by horrzontal or vertical arcs, 

' Eure 1.Ther 

th'rd Pattern description. ° Was, On the average, one repair in every 

The main an ' . 
Sobsequem Stud??? ;£221sd corpus of repairs can be found in Levelt (1983), a 

0 le aspects °f these repairs appears in Levelt and 

i i 
Figure ]. Exam ! ' colored. PCS of patterns described by subjects Bots in the p t d ff \ - a tems were i erentY 
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Cutler (1983). Others, especially Ewald Lang (unpublished) have also contri- 

buted to the analyses of this corpus. 

2. The Structure of Repair 

A repair consists, typically, of three phases. In the first, trouble occurs and is 

detected by the speaker, who decides to interrupt the flow of speech. The 

segment of speech affected will be called the original utterance. In example (1) 

the original utterance is ‘right of pink is a black’. 

1. right of pink is a black, er a blue point 

(‘black' for ‘blue’) which is 
The original utterance contains a lexical error 

mediately after the 
apparently detected by the speaker, who interrupts im 

error. 
The second phase is one of filled or unfilled pausing. In (I) the pausing is 

filled by ‘er‘, but other editing terms are also frequently used. They are 

Systematically related to the source of trouble, and how recently it occurred. 

The third and last phase consists of the correction itself. In (I) it rs ‘a blue 

point’. Important events take place in this phase. The speaker tells the 

listener how to relate the repair to the original utterance, by restrrcted 

Syntactic, lexical, and prosodic means. In this way the speaker estabhshes 

ort-line interpretability of the repair for the listener. . 

Let us now turn to these three phases in some more detarl. 

2.1.Interrupting the Utrerance _ 

There are many possible reasons why a speaker might want {0 "““”?t “‘° 

flow of speech, but two major sources of trouble were found in the corpus of 

self-repair5 on Which the present study is based. The first is the appearance of 

error, be it a phonetic error (seldom, less than 1% of the data)‚alex1cal °"°f 

as in (l) (frequent, 38% of the corpus), or other (2% . _ 

The second most frequent situation is one in which, althoug_h what was said 

was correct, it was not fully appropriate. An example 15 Swen m (2): 

2. a line to the yellow disc, to a yellow disc 

Here the yellow disc had not been introduced before by the speaker, and it ts 

thus more appropriate to use the indefinite arttcle. 

Another appropriateness repair is given in (3): 

3- right thereof, of the orange one a blue dot 

The demonstrative ‘thereoi‘ refers to a dot mentioned it! a_P‘°‘;‘°‘if;2; 

rance, but the speaker realizes that there may be an ambtgu“Y ° 2" ° r (3) 

here, and decides to name the referent exphcttly. In nerther ( ) no 
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anything was said that was false. The new utterance is only more appropriate . 
gi Eine dim-course context (the precise criteria for this category of repairs are 
¿ el; eis?re 1r;I ¿…?n 1983). Thirty percent of the corpus consists of appropria- 
t p . Ocse two main categories of trouble, error and inappropria- 
ìínrîlss‘:i areI very different m their consequences for the way in which the repair 
ma. a e. t should be added, for completeness’ sake, that there is a third 

¡or category of repairs … the corpus whose etiology cannot be decided 
unambiguously; we called them - - 
. _ covert re al - . 

given m (4): P rs or hesrtattons. An example ¡s 

4. up is, er blue 

I . fitntâiägctltelîrcigìerther the ‚Speaker had a perceptual problem, had difficulty 
name, intercepted an erroneous lexi ' _ cal item that he was 

Îäïïgíguìroztlgunce, or othertvyvrse. These covert repairs account for 25% of 
. e remaining 4 0 of the corpus consi ' ' _ . sts of mmo 

ttIch are of no mterest for the present purposes) l' categories 
lev low‘does the speaker detect trouble? Or in the above terminology“ which 
thee s o krepresentation are accessible to the speaker? My conjecture is that 

spea er can attend to messages to in . _ , ner speech and to ov rt  h b 
to nothing else He has no dir ' € SPCCC ‚ “t . ect way of monitoring his 0 l ' 
procedures the construction of ' WĲ CcaÌ access _ , phrasal configurations the assi _ , nment of 
:yntattetrt; agreement, the construction of tone groups, the genîration of 
trolabrleicuoauorì; eltc. The speech production apparatus is cognitively impene- 
levels,“ \:îe y ysthyn 5 (19:0) terms. If this is correct, there are exactly three 

_ presen ation w ich allow for monitor' ' mg. The first one th 
message level. A speaker may want t 15 º o replace or change a messa e b ' _ . efore it 
enters the next stage of processrng. This may lead to dela s orgh ' ' 
such as m (4). y 6811311011. 
31: ‘s::tond on: i; at thhe level of ‘inner speech’, and the third one is at the level 

speec . o r t  e latter two levels I su . ppose that the speaker uses his 
ggrïît‘lí speech pírceptxon apparatus; he or she will parse the speech produc 

, ertve t e message as if listening to som - . _ , eone else. Self-m ' ' 
Will in the first place consist ' ' onltormg . of comparing this derived 
intended message If there is a ma' ' message t0 the . . Jor or commumcatively important d' _ tffer- 
elrìice m truth, reference, clarity, etc. between derived and intended message 
t e :peaker may want to interrupt speech and make a correction The 
âpea er can also momtor for certain well-formedness aspects of the self-pro- 

uced speech, such as phonetic errors. Although the processes involved are 
omte mysterious, they need not be different from those involved in detect' 
ill-formedness m the speech of others. mg 

The moment of interruption can vary widely with respect to the trouble 
spot. ln (‚l) it follows the trouble item immediately, and there are many 
instances m the corpus where interruption is even faster, namely within the 
trouble item itself, as tn example (5) below. One major theoretical issue is 
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why speakers do not always interrupt immediately. In (2), the trouble item 

‘the’ is followed by two more words before interruption. Is this due to inertia 

in the production apparatus, i.e. a tendency to complete some linguistic unit 

(a clause, a phrase, a tone group)? Or is it rather the case that the speaker did 

not detect the trouble until two words later? 

The analyses point largely to the latter explanation. We obtained statisti- 

cal evidence for a slight tendency on the part of the speakers to interrupt 

more often (in 71% of the cases) at the end of a surface phrase, such as an NP, 

a VP, a PrepP, than was to be expected statistically (we found that a random 

point of interruption in these pattern descriptions completed a phrase in 58% 

of the cases). The inertia theory predicts that a speaker tends to complete a 

phrase after detection of trouble. Delayed interruptions will therefore res- 

pect phrase boundaries more often than immediate interruptions. This is, 

however, not what was found. Phrase structure was respected in 66% of the 

delayed interruptions, but in as much as 74% of the immediate interruptions. 

This argues against the inertia theory. The tendency to respect constituent 

structure should rather be interpreted as resulting from a detection mecha- 

nism. There is an increased chance of detecting trouble towards the end of a 

surface phrase, and indeed we found that the rate of detected versus non-de- 

tected errors increases sharply towards the ends of phrases (cf. Levelt, 1983). 

The speaker‘s attention apparently fluctuates between constructing the mes— 

sage and monitoring the inner or overt speech. Ends of phrases are natural 

points for checking their contents, or in other words,the phrasal structure of 

inner and/or overt speech dictates the rhythm of attention shifts. This 

phrasal constraint is not due to formulating inertia, but to trouble detection, 

i.e. to perceptual parsing. As far as this goes, we can maintain that speakers 

interrupt their speech immediately upon detection of troubIe.This rule is in full 

correspondence with Nooteboom’s (1980) analysis of the Meringer data. 

The rule predicts that speech can be stopped at any point after detection of 

trouble. In one analysis we checked whether a speaker respects phonotactic 

boundaries while interrupting his speech. There were 172 within—word inter- 

ruptions in the corpus. An example is given in (5): 

5. rechtsaf naar /z/-, wit (right to /b/-, white) 

Here the speaker started saying ‘zwart' (black), but then interrupted the 

incorrect word to replace it by ‘wit‘ (white). The interruption in (S) violates 

phonological Well-formedness in Dutch, /z/ is, phonotactically speaking, 

not a possible word. We used the ‘possible word’ criterion to listen to all cases 

of word-interruption in the corpus. Although such judgments were not 

equally straightforward, there were 67 cases where we felt certain that the 

interrupted fragment was phonotactically not a possible word of Dutch, as in 

(5). It is hard to evaluate this finding statistically, but one thing can be said 

with confidence: nothing prevents the speaker from interrupting speech at 

phonologically odd places. Again, inertia of the production apparatus, in 
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this case at a phonotactic level of representation, does not seem to be an 
Important determinant of moments of interruption. 
_ What we did find, however, is that speakers tend to complete words before interruption. Only 20% of appropriateness and error repairs involve halting within a word. But there is an interesting rule here; these 20% are not evenly 
distributed over repairs. Of the appropriateness repairs only 10% involve 
word interruption, whereas 28% of error repairs do. Is it the case that speakers are willing to interrupt an erroneous word, but not a correct (though potentially inappropriate) one? This is easily checked. It predicts that the percentage of word interruption should be high for immediate halts in error repair, i.e. halts during or right after the trouble item such as in (1) and (5) above; m these cases a within-word interruption is indeed interruption of an erroneous word. The percentage should, however be low for error repairs 
wrth delayed mterruption, such as (6): 

6. and left of the black disc, no right of the black disc. . . 

Here left is erroneous, but the subsequent words till interruption are all correct. If the rule ‘Do not interrupt correct words’ holds, there should be a low inctdence of within-word interruptions in these delayed cases. What we found was 47% word-interruptions when halting was immediate against 17% when halting was delayed in error repairs. This is in agreemenfwith the rule. It should be noted that this qualifies the interruption rule we gave a moment ago: there are cases where a speaker does not immediately interrupt upon detection of trouble. Speakers tend to complete words in all cases but they are Willing to interrupt ones that are erroneous. This finding is in agreement wrth Nooteboom’s (1980) analysis of the Meringer corpus, and one mayiconclude that the interruption process is sensitive to representations of meaningful words. 

2.2. Editing Terms 
Editing terms vary in the degree of contrast they establish. If the term is ‘no’, . ‘rather’ (“of in the Dutch corpus), or ‘sorry’, it involves an explicit rejection of what was said. But if it is ‘therefore’ (‘dus' in the Dutch corpus) it rather confirms the previous expression. The degree of contrast set up depends on the occaston for repair: error releases much more contrast than does inap- propriatenpss. Indeed we found a much higher incidence of terms such as 'nº' ior ‚’ sorry m error repairs than in appropriateness repairs. Inversely Dutch dus. occurred exclusively in appropriateness repairs. More generally error repairs released more than twice as many editing expressions than a ro ria- teness repairs (62% versus 28%). pp p The degree of semantic contrast in a repair is not only expressed b the editing term, but also by prosodic features. In a recent paper Cutler (ly983) proposed to make a distinction between repairs that are prosodicall marked versus those that are unmarked. Pitch, amplitude and relative duration of an 
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unmarked repair closely mimic those of the trouble segment. A repair is 
marked when repair and trouble item differ prosodically. Levelt and Cutler 
(1983) applied this distinction to a subset of 299 lexical repairs in the present 
corpus, i.e. repairs where a single trouble word was replaced in the repair. We 
found that error repairs are far more often prosodically marked (in 53% of 
the cases) than appropriateness repairs (only 19%), and we could show that 
this is indeed due to the degree of semantic contrast established in the error 
repairs. Ewald Lang (unpublished) drew our attention to a correlation 
between editing term used and prosodic markedness. If we compare the 
‘contrast establishing’ editing terms ‘nee‘ (no), ‘of’ (rather), ‘sorry’ (sorry) to 
the ‘neutral’ editing term ‘eh’ (er) and the non-contrasting ‘dus’ (therefore), 
we find 55% prosodically marked cases among the former repairs, but only 
32% among the latter. Editing terms and prosodic marking thus seem to arise 
from a semantic level of representation, but this does not exclude the 
existence of other determinants. It was argued in Levelt (1983) that the 
interjection ‘er’ entertains a rather mechanical relation to the interruption 
process. The faster the interruption after trouble, the higher the incidence of 
6 9 e r .  

2.3. The Correction and its Relation to the original Utterance 
There are at least three determinants of the way in which the speaker 
constructs the correction. I will call them intentional, ínteractional and 
structural. 

2. 3. l. Intentional Determinants 
The intentional determinants have to do with what a correction is made for, 
especially whether the speaker intends to patch up an error or rather to find a 
more appropriate way of expressing the same state of affairs. We found 
major differences between corrections for error and corrections for appro- 
priateness. I already mentioned the difference in prosodic marking between 
these two types of repair. A major finding is furthermore that corrections for 
error are highly conservative, closely copying the wording of the original 
utterance. This is far less so for appropriateness repairs. A detailed account 
can be found in Levelt (1983). 

2.3.2. Interactional Determinants 
Iwill also be short on the interactional determinants. The main point is this: 
The speaker’s sudden interruption of the flow of speech leaves the listener 
with a so-called ‘continuation problem’: how is the new utterance to be 
related to the interrupted utterance? The listener must decide how to ‘splice‘ 
the two parts together, so to say. We were surprised to find that speakers 
construct their repairs in such a way that the listener can solve this ‘continua- 
tion problem’ on-line, ì.e. no later than upon hearing the very first word of 
the correction. The main rules the speaker adheres to in order to achieve this 
for the listener are given on page 48 of the Abstracts of this Congress, and 
further details are to be found in Levelt (1983) 

_ —  
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2.3.3. Structural Determinants 
There are restrictions on the ways in which the speaker can make a repair which are purely structural in character. Example (7) is a well-formed pair: 

7. Is he seeing, er interviewing patients? 

A grammatically ill-formed way of correcting for the same trouble would be (8): 

8. *ls he seeing, er he interviewing patients? 

There is nothing semantic or pragmatic which forbids (8), it is fully transpa- rent but still ill-formed. Is this ill-formedness a consequence of the structure of the correction itself, i.e. ‘he interviewing patients’? One might argue that it doesn’t have the right constituent structure for being used as a correction. But this is not so; the same correction is all right in the following example: 

9. Is she, er he interviewing patients? 

Apparently, the grammatical well-formedness of a repair is a function of the structural relation between the original utterance and the correction. In Levelt (198.3) I have argued that this structural relation is essentially the same as the-relation between conjuncts in a coordinate structure, and a precise rule was given how to derive the well-formedness of a repair from the well-form- ed'ness of a corresponding coordination. This will not be repeated here. On this occasron I would rather address the issue of how this structural relation rs realized in the process of speaking. 
. The speaker has certain ‘grammatical commitments‘ at the moment of interruption. In (7), for instance, at the moment after ‘seeing’ there is the commitment to complete the verb phrase by either a noun phrase or a complement clause. Another way of putting this is that the production process 15 ‘under the control of VP‘ at the moment of interruption Hoen- kamp (1982) suggests that this production process is held ‘in suspensiOn' during the editing phase, and subsequently reactivated in order to produce the correction. In other words, there would be a way to store the control structure of the interrupted utterance. This control structure is at a different level. of representation than the message. The speaker often changes (adapts specrfies) the message in making a repair, but that change is executed under, the same control structure. And if only the message, but not the original utterance itself, were kept in store, one could not prevent a repair such as (8) which ls, as was argued, semantically and pragmatically fully transparent. The suspensnon theory puts the storage of the relevant features of the original utterance on the output side: the formulation program is in a state of abeyance. But one could also put storage more in the input side A possibility suggested by Levelt (1983) is that the speaker, who is his own listener, keeps a 
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trace of his own recent inner or overt speech. This trace can then be referred 
to in the construction of the repair proper. This would involve a very 
different type of representation. One would either expect the trace to be in 
echoic memory, which is a rather short term acoustic storage, or in working 
memory, i.e. it is at least phonemically coded or else semantically. 

It is not an easy task to find out which representational system mediates 
between the structure of the original utterance and the structure of the repair, 
and I have no definite answer to  offer. Still, I feel that a phonetic analysis may 
clarify these issues. Consider first working memory as the locus of storage. It 
is well known that the fine acoustic shape of speech is not represented in 
working memory; the level of coding is phonemic or semantic rather than 
phonetic. One would therefore not expect the repair to be an acoustic 
continuation of the interrupted original utterance, though grammatical 
contiguity as in (7) or (9) would be possible. Echoic memory as the locus of 
storage leads to a different prediction. In this case there exists a faithful 
auditory trace, but it is short-lived. The most accurate measurements of 
‘brief auditory storage’ are those by M. Treisman and Rostron (1971); they 
found that the auditory trace was lost in about l s., confirming earlier data 
for storage of running speech obtained by A. Treisman (1964) who found a 
value of 1.3 5. One would therefore predict good acoustic contiguity for short 
delays between trouble item and replacement, but diminishing contiguity for 
longer delays, with an asymptote at 1 to 1.3 s. 

The suspension theory, finally, predicts that acoustically the new utterance 
should fit seamlessly into the original utterance, even for longer delays (or at 
least there is no known limit on the persistence of an interrupted speech 
program). 

The obvious phonetic analysis to undertake for distinguishing these three 
loci of memory is to splice the new utterance, i.e. the correction itself, into the 
original interrupted utterance at the appropriate place, that is deleting all the 
repeated material and the whole editing phase, and then to listen whether the 
resulting utterance is phonetically natural (I am grateful to Anthony Cohen 
who suggested this way of splicing to me). 

If the locus of storing the original utterance is working memory, natu- 
ralness of the spliced utterance will be a matter of accident, since no acoustic 
or motor information is preserved in working memory. In other words, 
naturalness will not generally result. 

The echoic memory theory predicts naturalness for cases where the repair 
had a short interval between trouble and replacement. Naturalness will 
however, break down for cases where that interval exceeded 1 to 1.3 s, 

If naturalness is preserved for cases where the interval substantially excee- 
ded the 1 to 1.3 s. limit, the suspension theory is the remaining alternative. It 
should not be expected, of course, that the interrupted speech program will 
be preserved indefinitely, and it is an interesting empirical issue to find out 
what size of interval can be bridged by the program in abeyance. I would, 
finally, like to express my awareness that the splicing test is not a definitive 
one in any sense, but it is probably as far as one can get on the basis of natural 
data. 
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We took special care in selecting utterances for this splicing test. It was, 
firstly, important to take repairs with a fair range of delays between trouble 
item and replacement. Secondly, the sample should contain both error and 
appropriateness repairs; they are intenlionally quite different, but this should 
be immaterial for any of the three forms of storage. Thirdly, it was decided to 
splice both marked and unmarked repairs. Since marking involves a change 
of the prosodic structure, marked repairs should be Very vulnerable to 
phonetic discontinuity. Fourth, we tried to select a wide range of splicing 
pornts. In repairs such as (5), (6), (7), (9), the first word of the repair pr0Pel' (ne. after the editing term) is the replacement for the trouble item. They are called instant repairs. In other repairs, such as (1) and (2), the speaker retraces 
to an earlier word so as to ‘lead in’ the replacing item. These retracings can be 
substanttal (in number of words). The amount of retracing determines the 
drstance between the splicing point and the point of trouble/replacement. F1nally, care was taken to select repairs from a wide range of different speakers. 

Guided by these five requirements we selected a set of repairs from the transcrtpts, t.e. without listening to the tapes. Subsequently we checked Whlch of these were of sufficient acoustic quality to splice them by means of the Max-Planck speech editing system SPED. The surviving twenty-one candrdates are listed in Table I. 
The repatrs are ordered in terms of increasing delay, and for each repair the places Of SP11CÜI8 are marked by ‘/'. In other words, the stretch of speech between the first and the second occurrence of ‘/’ was deleted in the splicing Pf0_ced_ure. Also, the table lists the duration of this deleted stretch of speeCh‚ which ts a measure for the delay between trouble item and replacement; the range ts from 0.55 to 6.34 s. F urthermore, the repairs’ status as error/appro- priateness and as marked/unmarked a e ' ' ' are from different Speakers, r given m the table. All repairs 

for the triple 3, 7, 19. except for the Paifs 1 and 12, 5 and 6, 9 and 15, and 

„3323; 2321201. and Ger Desserjél' — see acknowledgements) listened to the 
natural phonetinccl:ls‚ and found out that up till item 18 they were all perfectb' 
the Presentatio cafyh(.nems 3* 6! 9, 12, 15, and 18 were demonstrated durmg 
Wider au diencen ° ltdls paper at the Congress of Phonetic Sciences, so that a 
no loss of natuuf?u COnvmce ltselß' “ is esPellially important to notice that 
1.3 s. asym totic Heiss occurs for cases where the spliced interval exceeded the 
fm ding maies b \; ue of the brtef audrtory trace’ (items 9 through 18). Thl$ 
the preservation0of ;chore memory and working memory less likely loci for 
reSults Support th t e or1gmal utterance‘s relevant features. By default the 
Speech at e suspensron theory; the sPeaker can interrupt the flow of 

any momem‚. hm h°ld the control structure in abeyance over 
Lime Which can be filled with other speech activities. 

' ‘5 Pef818tence? Cases 19 to 21 su t that the critical "“C gges 
50tl:väscezl)lgzje about 3 or 4 s. Though case 21 sounds natural when spliced. emonstrated at the Congress) and 20 are clearly unnatul‘al- 
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Table I. Repairs used for splicing. The parts between '/’ and ‘/’ are deleted. (d = delay in seconds, 
E = error repair, A = appropriateness repair, M = prosodically marked, U = prosodically 
unmarked) 

l. (d = 0.55, A, U) DAAR LINKS VAN / een blank of / EEN WIT KRUISPUNT 
(left thereof / a blank or / a white crossing point) 

2. (d= 0.68. E, M) VANUIT HET GROENE GA JE NAAR / links / RECHTS EN DAAR 
LIGT EEN EH GEEL KRUISPUNT 
(from the green you go to the / left / right and there is a er yellow crossing point) 

3. (d = 0.69, A, U) DAAR KUN JE ALLEEN MAAR RECHTSAF, DAN / gaan we n- 
/DAN KOMEN WE BU HOEK ORANJE 
(you can only go right, then / we go t- / then we come to corner orange) 

4. (d = 0.80, E, U) EN RECHTS VAN BLAUW IS EEN WEG / naar een grijze / NAAR 
EEN ROZE PUNT 
(right of blue is a way / to a gray / to a pink point) 

S. (d = 0.83, A, U) NAAR RECHTS / gaan we / LOPEN WE DOOD OP EEN ZWART 
KNOOPPUNT 
(to the right / we go / we get stuck at a black node) 

6. (d = 0.90, E, M) ANDERE MOGELIJKHEID VANUIT HET / green-, eh / BRU1NE 
PUNT L1NKSAF NAAR EEN T-KRUISING GEEL 
(other possibility from the / green, er / brown point left to a yellow T-crossing) 

7. (d = 1.05, E, U) DAN GAAN WE EERST MAAR EVEN RECHTSAF NAAR PUNT/ 
mod. eh sorry / ORANJE. DAT IS EEN EINDPUNT 
(then we go first for a while to the right to point / red. er sorry / orange. That is an end 
point) ‘ 

8. (d = 1.25, A, U) DE WEG OMHOOG /dat is een / D1E KOMT U1T BU EEN ZWARTE 
KRU1$1NG 
(the way up / that is a / that ends at a black crossing) 

9. (d = 1.51, E, M) DAAROP VOLGT / een horizon- nee / EEN VERTIKALE LIJN 
WAARBOVEN EEN WIT BOLLETJE ZIT 
(therafter follows / a horizon- no / a vertical line above which is a white ball) 

10. (d = 1.52, A. M) VANAF HET GELB KNOOPPUNT / gaan we n- / TREKKEN WE 
EEN VERBINDINGSSTREEPJE NAAR BENEDEN NAAR HET BLAUWE KNOOP- 
PUNT 
(from the yellow node / we go t- / we draw a connecting line downward to the blue node) 

There ts a lack of long-interval data in our corpus, and new data will be 
necessary to substantiate these values. Also, the persistence theory is clearly 
in need of further theoretical specification. One would like to know more 
about the precise nature of the stored code, about its sensitivity to interfe- 
rence etc. 

Considering, finally, the close correspondence between the structure of 
repairs and the structure of coordination, it is of great interest to apply the 
same splicing test to coordinations, such as in (10): 

10. JOHN COOKED / and Mary ate / THE DINNER 

Will one find comparable values for the persistence of the control structure in 
these cases? 
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Table I (mm.) 

11. (d = 1.70. E, U) HIER RECHTSAF NAAR / blauw of / PAARS 
(here right to / blue or / purple) 
(d = 1.71, A, U) VANU1T DAAR / naar onderen / NAAR OMLAAG EEN GRUS 

KRUISPUNT 
(and from there / downward / descending a grey crossing point) 
(d = 2.00, E, M) TWEE MOGELIJKHEDEN. LINKSAF / naar or- naar paars eh / 
NAAR ROSE 
(two possibilities. left / to or- to purple er / to pink) 
(01 = 2,05, E, M) EEN VERBINDING / tussen blauw en ro-, nee wacht / TUSSEN 
GROEN EN ORANJE 
(and a connection / between blue and re—, no wait / between green and orange) 

12. 

13. 

14. 

15. (d = 2.12, A, M) DAARONDER EEN LIJN / naar het gele rondje / NAAR EEN GEEL 
RONDJE 

16 81erc;u;rder a line / to the yellow disc / to  a yellow disc) . = . 1, E, U) NAAR RECHTS / naar h t | ' MR ““ GROENE RONDJE e ge e rondye of naar het gele / N 

„ (to the right / to the yellow disc or to the yellow / to the green disc) 
(d = 2.62, E. U) DAN WEER EEN ZWARTE RECHTE I..l NAAR BOVEN TOE 
MET / een paars bolletje of nee sorry / EEN GR1JS BOLLETJE 

ts (:,hr 2agam a black straight line upwards with / a purple ball or no sorry / 8 $"? ba“) 
. ( 68. first A, then E, U) nr MOET sresns / rechte strepen makem rechl° W°8°" 

;rlielg‘eurltelileh / l/(EC1:TE WEGEN MAKEN 
_ ways ma e straight lines,-moak straight roads er er / make strai8ht "°ads) 

19. ifh;n3eirsaiiähtugnltlj RECHTDOOR NAAR / paars, eh eh sorry hoc heet ‘: eh / ROSE 
20. o purple, er er sorry what's it er / pink) (d = 4.45 A M) mr mar ver. xo ' ' . „ ‚ , MEND / \ b°'d° zukanten / um HALVERWEGE PUNT BLÄii\i/alverwcge cn °°k genen van 
21. ("ms from the sheet / is halfway and also viewed from both edges / is halfway point blue) 

(d = 6.34 A M) DAAR / heb .e , , , K 
VIERKANTJE RIJDEN J UN JE NAAR RECHTS AFDRAA1END EEN 

(there / you have / you can turn to the right and drive a square) 

3. Conclusion 

älhacirnieriifesrstatl; ?ätrlbuted more ‘° a Psycholinguistic theory of speaking 

future. The general %ne may h°Pe that this situation will change in the near 

will probably be Onlrec;l°n .°f ps‚3"3i‘°1lllguistic contributions to phoneucs 

which are responsible ? dehneat‘“g ‘}“derlying representational systems 

This approaeh e or .the generatlon of surface phonetic phenomena. 
was “emphfied by an analysis of spontaneous self-repairs in 

speech. The phonetically rathe ' . r chaotrc surfa ' n many respects be related to underl ce behaV10f Of Speakers can] tion. ying levels and processes of representa— 
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Speech Technology in the Coming Decades 

J.L. Flanagan 
Murray Hill, N.J.‚ USA 

Especially in science, prognostication is at best risky — at warst, futile. 
Nevertheless, my assignment is to comment on speech technology in the 
coming decades, and I take up this gauntlet. 

To achieve perspective, it seems prudent to look over the recent past and 
take note of advances that have been key in speech research, and that have 
significantly impacted speech technology. These may suggest the nature of 
accomplishments to look toward in the future. To make such assessment, 
some criterion of focus is naturally implied. The choice invariably is condi- 
tioned by personal experience with the field. 

First, why do we do speech research? Many would say to provide greater 
capabilities for human communication. And, I believe this to be a moderate- 
ly universal and valid motivation. How do we improve capabilities for 
human communication — both between humans, and between humans and 
machines? The possibilities branch in many directions. My choice lies with 
techniques for telecommunications and voice processing. Others devote 
effort to communication aids for the handicapped, to speech teaching and 
therapy, to studies of language and language acquisition, to diagnosttc 
methods for voice disorders, and to the many areas typified in the literature 
Of the phonetics journals. Let us agree, though, that our common motivation 
is betterment of human communication, and against this backdrop presume 
to assess - and extrapolate — contributions in speech technology. In so domg, 
we can try to correlate the technological needs, the advances to meet the 
needs, and the acquisition of fundamental understanding to support the 
advances. . 

The era of the l940’s rede the swell of the evolving electronics age, and it 
seems not unreasonable to commence comment here. Undoubtedly the 
Prominent technology of this time must include the vocoder_- the first 
Practicable analysis/synthesis system for bandwidth conservatron m tele- 
phony_ This achievemmt was spurred by the desire to transmit vorce_over the 
early transatlantic cable. But, this cable (before the time of mtegral, 
Submerged amplifiers) could only support a bandwidth of a couple hundred 
Hertz, only enough for telegraphy. The desire to have the speed and conve- 
nience of voice communications therefore gave rise to the vocoder techmque 
for a l0-fold reduction in the bandwidth of a speech signal. 

Stemming also from this motivation were the fundamental concepts of the 
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Si8nificantly impacted speech technology. These may suggest the nature of 
accomplishments to look toward in the future. To make such assessment, 
some criterion of focus is naturally implied. The choice invariably is condi- 
tioned by personal experience with the field. 

First, why do we do speech research? Many would say to provide greater 
capabilities for human communication. And, I believe this to be a moderate— 
ly universal and valid motivation. How do we improve capabilities for 
human communication - both between humans, and between humans and 
machines? The possibilities branch in many directions. My choice lies with 
techniques for telecommunications and voice processing. Others devote 
effort to communication aids for the handicapped, to speech teaching and 
therapy, to studies of language and language acquisition, to diagnostxc 
methods for voice disorders, and to the many areas typified in the literature 
of the phonetics journals. Let us agree, though, that our common motivation 
is betterment of human communication, and against this backdrop presume 
to assess — and extrapolate - contributions in speech technology. In so domg, 
we can try to correlate the technological needs, the advances to meet the 
needs, and the acquisition of fundamental understanding to support the 
advances. _ 

The era of the 1940’s rode the swell of the evolving electronics age, and it 
seems not unreasonable to commence comment here. Undoubtedly the 
Prominent technology of this time must include the vocoder_- the first 
Practicable analysis/synthesis system for bandwidth conservatron m tele— 
Ph0ny. This achievement was spurred by the desire to transmit vorceover the 
early transatlantic cable. But, this cable (before the time of mtegral, 
submerged amplil'iers) could only support a bandwidth of a couple hundred 
Hertz, only enough for telegraphy. The desire to have the speed and conve- 
nience of voice communications therefore gave rise to the vocoder techmque 
for a 10-fold reduction in the bandwidth of a speech signal. 

Stemming also from this motivation were the fundamental concepts of the 
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:carrier nature of speech’, the ‘source-system’ model of the signal, and the 
mformatron-bearmg‘ properties of the short-time amplitude spectrum. And 
while the vocoder was never put to work on telegraph cables (because 
bandwidth improvements progressed more economically), it later found 
extensrve use for voice encryption purposes. Also, its synthesizer component 
evolved into a human-controlled electronic speaking machine - the voder Its 
analyzer component influenced the design of the sound spectrograph a 
fundamental instrument commonly found in most phonetics laboratories 
and the design of the visible-speech translator, a useful tool for articulatory 
training of hearing-impaired individuals. On the perceptual side the need to 
characterize and analyze the performance of speech processing systems gave 
birth to the concepts of articulation testing and articulation index 

The era of 1950 continued the interest in efficient voice communications 
but recognized the need for better fundamental underpinnings. The wave 
nature of sound propagation in the vocal tract was put on a firm basis as was 
Similar understanding for auditory function; i.e., for the basilar membrane 
Transmissron-line models - bilinear, passive circuits - were introduced to 
good'effect as analog computers. The non-independence of speech-spectrum 
amplitudes, and the information properties of formants were firml 
established. Engineers moved to exploit this knowledge in automatic for): 
mant trackers and in formant analyzers and synthesizers. Concomitantl 
the field of electronics experienced major progress with the introduction gt," 
the tran51stor and solid-state circuitry - a harbinger of greater vehicles for 
speech technology (the digital computer and integrated electronics) 

The 1960's wrtnessed the impact of digital computers in partnership with 
sampled ‚data theory as formidable tools for speech research Previousl 
great limitations were imposed on the complexity of algorithms that could ge, 
implemented in electronic circuitry, and on the speed with which new ideas 
could be realized for test in traditional analog electronics Digital simulation 
significantly relaxed these restrictions, and allowed much greater sophistica- 
tion in processmg. Speaking machine programs were of immediate interest 
and formant synthesizers with discrete phonetic control of segmental and 
supra-segmental features attracted early interest. Eventually com lete for- 
mantvocoders were implemented in the laboratory, with reai-timepformant 
tracking accomplished by dedicated computer. The traditional vocoder 
concepts, and the extensions to pattern-matching vocoders (now iven the 
more prestigious term vector—quantized spectra), were also cast info di ital 
forms. On the practical side, transistor circuitry supported the elect g 'c 
artifictal larynx, which was built upon fundamental understandin of vrcîtml 
cord function. And, the vocoder concept of the source-system si gnal moage; 
was-extended to its most sophisticated level in the form of linea -g ' ' codmg (LPC). r predictive- 

„33233211 Iii/Iii); night: Z:?âíibänd transmission technologies such as 
_ _  _ _  , s o w m  r e a t r  ' " - 

chmes mcreasmg in capability, the needs ingspgeech ic;?osl:,g;rll:r§ellgyt:liig1:d 
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away from band-conservation and toward human/machine communica- 

tions. Giving machines the ability to speak stored information to a human, 

and to respond to human-spoken commands (even to confirm the identity of 

the talker) became central foci of research. Initially, the accumulated under- 

standing from the vocoder art, and its direct derivatives, supported these 

efforts. But the sophistication of the machines permitted much more. Com- 

plete systems for speech synthesis from printed text were demonstrated and 

tested, for information retrieval purposes and as reading machines for the 

visually handicapped. Waveform coding methods such as adaptive differen- 

tial-PCM (ADPCM) were devised for transmission economies, but used 

initially for multi-line computer voice answerback systems. Isolated word 

recognition systems of high performance, and talker verification systems of 

high accuracy filled in the developing picture. Fundamental studies to sup- 

port more ambitious undertakings did not languish either. Detailed compu- 

ter models of vocal-cord and vocal-tract function were established for speech 

synthesis. Sub-languages, having usefully-large vocabulary size and quanti- 

tatively-delineated grammar, were designed and programmed for automatic 

syntax analysis in speech recognition systems. But in all of this work, the 

central tool, the laboratory digital computer and its elaborate peripherals, 

remained large, expensive and oftimes not fast enough for real-time simula- 

tions. 
Around 1980 this picture changed dramatically, with explosive advances 

in microelectronics. Already in the early 80’s we have single-chip computers 

that are more powerful than the dedicated laboratory computers of the 70’s. 

Integrated speech synthesizers are pervasive, and even provide convenient 

test beds for phonetics laboratories. Chip-set speech recognizers are appear- 

ing, and most of the designs can be made compatible with the communica- 

tion protocol of existing microcomputers. 

As we approach the mid 80‘s, activities in speech technology are still 

dominated largely by the needs of human/machine communication. The 

advances necessary to meet these needs are in the areas of higher-quality 

synthetic voice, automatic recognition of connected speech, and simulta- 

neous speech and talker recognition. By the end of the decade, 1990, it seems 

reasonable to expect significant advances in each sector. We will have 

text-to-voice converters that will deal reliably with virtually unlimited voca— 

bulary and will produce intelligible, natural-sounding output. We will not be 

able to specify and duplicate the subtleties of dialect and accent, but we will 

be substantially past the stage of the inept automaton. Similarly, recognizer- 

/synthesizer systems will be able to carry on intelligent, interactive conversa- 

tions with humans. Not fluently, nor with all talkers on all subjects, but 

constrained to vocabularies, grammars and topic areas that are nevertheless 

comfortably large. The applications outside telecommunications, such as 

aids for handicapped and speech teaching, are apparent. 

The fundamental studies to support these advances are numerous and do 

not differ much from the objectives of the recent past. Accurate, agile, 
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models of articulation are needed. Letter-to-sound conversion —utilizing the 
proper marriage of stored pronouncing dictionaries and grapheme/pho- 
neme rules — will be refined. Connected speech recognition will utilize stored 
word templates initially. But, as aspirations expand to vocabularies on the 
order of 1,000 words, or more, feature labelling and statistical modelling may 
prove more attractive. 

While the need for bandwidth conservation, of late, has been in the 
background, it will not remain so. Telecommunication transmission systems 
are rapidly evolving to digital techniques. And while light guide will provide 
enormous bandwidths, specific considerations of access and switching make 
band conservation attractive, and in some cases necessary. Already 32K 
bits/sec ADPCM is on the threshold of use to achieve 2:1 savings in transmis- 
sion capacity. Other techniques, such as sub-band coding (SBC), perceptual- 
Iy-weighted multi-pulse LPC, and adaptive transform coding (ATC), are in 
advanced stages of research and address the transmission ranges below 32K 
bits/sec. A strong, emerging need is to encode and transmit high-quality 
speech at data speeds, 9.6K bits/sec and lower. This low bit-rate coding 
makes speech signals adaptable to networks that also handle data and 
low-rate non-speech signals. The end of this decade will see high-quality 
speech transmission at rates in the range of 9.6K. High-quality at much lower 
rates, for example 2.4K, is possible, but probably will be longer in coming. 
Fundamental understanding, that significantly surpasses the traditional 
source-system signal model, must first be acquired. 

If we look toward the 2000 era, predictions indeed become risky. But, I 
believe this time scale can see the beginning of a unified ‘ultimate’ solution to 
the synthesis, recognition and coding problems. At this moment, I believe 
this solution must be based upon a speech signal model that much surpasses 
the traditional vocoder source-system model - one that allows exquisite, 
dynamic representation of the details of laryngeal and tract functions and 
which is controlled adaptively to ‘mimic’ an unknown input (either to 
duplicate it for synthesis, to categorize it for recognition, or to parameterize 
it for coding and transmission). The adaptation algorithms obviously must 
contain voluminous built-in information about speech constraints and 
conventions, and about the mechanism of speech perception. Some of this 
insight is being accumulated. But the complete solution is some years away. 
In part, it will depend upon quantum advances in computer capability. For 
practical application, inexpensive processors with arithmetic capability in 
excess of 100 Mips will be needed to support this complexity. 



Speech Technology in the Next Decades 

J.N. Holmes 
Cheltenham, United Kingdom 

l. Introduction 

This talk is about likely technological applications related directly to future 
speech research. Because the subject is so vast I will be forced to restrict my 
discussion of the applications to three main areas — automatic speech synthe- 
sis, authomatic speech recognition and digital speech coding for transmis- 
sion or storage. I will divide my projections into two parts: short term (less 
than 10 years) and long term (significantly more than 10 years). While the 
research in these subjects is progressing there will be many diversions to 
apply intermediate results to immediate practical problems as they become 
soluble. 

lt is unavoidable in making projections of this type that I will be adopting 
my own personal viewpoint, based on my particular research experience and 
the research that is currently going on in my own group. I would expect 
people with a different background to see things differently. 

I predict that the really advanced use of the results of speech research in 
technological products for all of the above three application areas will be 
very dependent on models of speech production and perception, and it is 
these aspects that are likely to be of most interest to a phonetics conference. I 
will discuss such models in the relevant sections of this paper. Because speech 
production models will be important not only in speech synthesis but also in 
automatic speech recognition and in digital coding of speech, these models 
will be discussed at some length in the first section. 

2. Automatic Speech Synthesis - short term 

Up to now there has been a dichotomy in approach to message synthesis for 
machine voice output, between methods that concatenate signals represen- 
ting coded human speech, and those that generate the speech signals by rule. 
It is also possible to have a hybrid system, using rules for the higher levels of 
the process, but still using coded forms of particular human utterances for 
the lower levels. At  one extreme complete messages or phrases of coded 
human speech are used, and such systems can reproduce all the speech 
quality features of the talker who provided the original speech material.—In 
these cases the speech quality is limited only by the properties of the coding 
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scheme, and can be very much better than the best that has so far been 
obtained by any rule-based system. This method is adequate for a set of fixed 
messages, but for more general applications in which flexibility of message 
structure is required, means must be found for converting by rule from 
linguistic units to phonetic specifications, whether rule-produced or coded 
speech is used for the final stages of the signal generation process. 

The success of an all—rule system depends on having the right sort of 
models for all the various stages of the speech generation process, but 
particularly for converting from a detailed phonetic specification to the 
speech waveform. It is then necessary to choose the parameters that govern 
the operation of the rules, not only to achieve the desired phonetic properties 
of the speech segments, but also to achieve the desired voice quality. Once a 
really good model has been found one has the basis for a completely flexible 
speech generation method that should be able to provide any type of speech 
quality required, without ever having to choose particular human talkers to 
provide the raw material for a new voice. 

Choosing a computational model for generating the acoustic waveform from a specification of the operation of the vocal tract is not enough. The range of model parameters that govern speech generation from linguistically specrfied units depends on language and dialect, on the type of voice quality, on carefulness of articulation and subtleties of prosody. To be generally useful, therefore, such a model has to have a method of determining the parameters for any new requirement. Up to now the traditional method of choosing the parameters defining the operation of a speech synthesis-by-rule systemhas been by laborious human trial-and-error methods, guided by phonetic knowledge, spectrographic analysis of human speech, perceptual experiments, etc. The results more than 20 years after such methods were first started still leave much to be desired; and this is one of the chief reasons why coded human speech methods remain in such widespread use for machine vorce output. What is obviously needed is a model for which it is practicable to optimize the parameters automatically by iterative adjustment. The aim would be to make the model reproduce human performance as best it could, when judged against large amounts of good quality natural speech. For a good representation ofthe speech production process it might at first seem essential to use a model that is a close analogue of the human articulato- ry system. With such a model the co-articulation effects should arise natural- ly, and in principle it should be possible to deal correctly with glottal source properties, interaction between vocal tract and vocal folds, and the contribu- tion of the sub-glottal system, nasal cavities etc. Some very good research has been done making a useful start in this direction. 
However, there are some disadvantages with an articulatory mode. In human language acquisition the criterion of speech production success is inherently auditory, and the precise articulatory strategy that a human being Will use will depend partly on the particular anatomy of the speaker’s vocal tract, and partly on chance initial choices of trial strategies aimed at produ- 
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cing particular speech sounds. The great complexity of motion of the vocal 
folds, the interaction between this motion and the supra- and sub-glottal 
systems, and the mere complexity of shape of the vocal tract itself mean that 
it will be very difficult to make a really good articulatory model, particularly 
when a wide range of different voice qualities is required. An even stronger 
reason against using an articulatory model for machine voice output is that 
the relationship between articulatory gestures and the acoustic signal is very 
complex. This complexity would make it very difficult to generate automati- 
cally the details of articulatory control needed to produce a synthetic copy of 
a given sample of human speech. Articulatory models will continue to be of 
great importance for research purposes, to provide insights into how the 
various acoustic features of human speech arise, but I believe acoustic-do- 
main models are much more likely to be successful in machine voice output 
applications. 

The output from a simple all-pole terminal analogue model of speech 
using a cascade connection of formant resonators is theoretically equivalent 
to that of an ideal unbranched acoustic tube of appropriate dimensions, and 
yet its parameters are more directly related to measurable speech properties 
than are the parameters of articulatory models. Such an all-pole model 
cannot, however, be justified for nasal and obstruent sounds. Even for 
non-nasal vowels there can be very significant differences between the pro- 
perties of real speech and the idealized assumptions that are used to justify 
this model of speech production. For this reason, using a cascade formant 
model does not give any advantage over a true articulatory model except in 
terms of implementation. 

By contrast, acoustic-domain models using a small number of parallel 
formant resonators have the formant control signals for both frequency and 
amplitude very directly related to easily measured properties of human 
speech. Such a model clearly has no simple relationship to an articulatory 
specification of the vocal tract, nor has it a good theoretical justification as a 
representation of the human articulatory system. However, if implemented 
with sufficient attention to detail, it has already been demonstrated to be 
capable of producing output that is subjectively extremely close to human 
speech, when provided with control signals that copy the measured proper- 
ties of human utterances (Holmes, 1973). The general configuration of 
formant resonators in the latest form of the Holmes synthesizer (Holmes, 
1983) is shown in Fig. ]. Although such a model cannot properly represent 
the effects of varying glottal impedance and sub-glottal coupling, the subtle- 
ties of  vocal fold motion, etc., it is possible to make a functional approxima- 
tion to these effects by storing a typical glottal pulse shape and by letting the 
derived glottal flow waveform modify the formant parameters in addition to 
exciting the formant filter system. 

The value of such a synthesizer as a possible future voice output device for 
speech synthesis by rule depends upon whether it is practicable to devise a 
successful control strategy relating a phonetic description to the formant 
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Figure ]. Arran ' gement of resonators in parallel-format synthesizer. After Holmes, 1983. 
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derived formant data. For reasons concerned with the mathematical process 

involved, a parabolic rather than linear interpolation was used, which un- 

doubtedly makes formant tracks look more realistic, but has been found to 

be subjectively insignificant (J.A. Edward, private communication). A typi- 

cal result is shown in Fig. 2. Fig. 2a shows a pseudo-spectrogram representa- 

tion of the formant parameters of the words ‘an apple a day’, derived by 

automatic formant analysis. Resynthesis from these parameters produces 

very natural-sounding speech, immediately recognizable as the original tal- 

ker. Fig. 2b shows the same passage generated by rule from a phonetic 

specification, after the rule tables had been automatically optimized for this 
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Figure 2. Pseudo-spectrographic reresentation of formant parameter data. 8. Automatically 

derived from natural speech. b. Generated by wie using tables adjusted to suit utterance. After 

Bridle and Ralls, 1983. 
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utterance. The speech from these rule-generated parameters is similar in 
quality to that associated with Fig. 2b, and again the speaker characteristics 
are preserved. 

_ These results appear to open the way to a formant-based speech produc- 
tion model that, from a low data rate phonetic description, will be capable of 
generatingspeech that copies the subjective quality of any normal speaker. 
Because this model would produce spectral peaks in the signal at the correct 
frequenCies and amplitudes, it should preserve the perceptually important 
features, even though it will give no insight into how the speech sounds are 
produced. 'An aspect of voice output systems that could be important for 
many applications is the type of voice quality required. The type of automa- tic adjustment scheme described above makes it possible to match the 
synthesrs rules to any particular talker. Alternatively, by using a large 
number of speakers of the same dialect for the table adjustment, it would be possible to specify an ‘average’ talker of that dialect. By analysing the relationship between the individual rule synthesis tables for a large number of talkers, however, it should also be possible to determine any systematic trends in how the entries for different phonemes are related for different talkers. Knowledge of these relationships will imply some ability to separate those features of the rules that relate to the phonemes and those that relate to the speaker. If this separation can be performed, it could also provide a powerful basis for automatic talker recognition. It should also be possible to make global modifications of the formant parameters to produce different . voice qualities (man, woman or child, etc.), without having to modify the phonetic rules. 

Although the optimization process described above has not yet given a completely satisfactory performance, first experiments have shown sufficient promise to make me believe that this approach will adequately solve the problem of generating the lower level phonetic features within a very few years. It should also be easy to modify the system for any new language for which the phonology is adequately specified. 
. The performance of existing prosodic rule systems and systems for conver- ting from an orthographic to a phonemic representation are not yet as good as one would like, but currently this is not the main limitation to the overall performance of speech synthesis-by-rule systems. I see no reason why a Similar automatic optimization technique should not be developed for these stages also, based on adjusting the properties of the model to match human performance for a large body of data. Lucassen (1983) has already shown 122211215 I;‘le‘sgiliilstlstusmg such a technique for spelling-to-sound rules in 

Although the tables controlling this type of rule synthesis are very large and the programs are fairly complicated, the implementation of the rules iii real time is well within the capabilities of current single-chip microproces- sors. With a programmable signal processing chip to implement a formant synthe5izer, this means that a fairly low cost implementation of the most 
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powerful rule systems that we know how to specify is even now not restricted 
by the technology. I therefore predict that as the rule development pro- 
gresses, systems of this type will displace stored human speech methods of 
voice output for almost all applications within a few years. 

3. Automatic Speech Synthesis - long term 

The main problem in speech synthesis that will only be solved in the long 
term is to deal correctly with all conventionally spelled text input. Solutions 
for this problem will require machines to have linguistic knowledge compa- 
rable to that of the skilled human reader, particularly for choosing the 
correct prosody to suit the semantics of the message, and for choosing 
between alternative pronunciations of words. This capability has to wait for 
artificial intelligence research to progress much further than it has so far, and 
probably is more than 10 years away. 

The problems of speech synthesis for general forms of man-machine 
dialogue are very different, because in this case one has to generate messages 
from abstract concepts in the machine. Again artificial intelligence will be 
involved, to formulate the messages in linguistic form, but the synthesis 
problems should be easier because the process of choosing the words would ' 
be intrinsically accompanied by knowledge of their pronunciation and the 
required prosody. I therefore expect that the problems of formulating the 
utterances will prevent completely natural language from being used for 
general dialogue until after the next decade, rather than the problems of 
speech synthesis itself. Some early ideas about speech synthesis from concept 
have already been published (Young and Fallside, 1979). 

4. Automatic Speech Recognition - short term 

Current automatic speech recognition systems take very little account of 
acoustic-phonetic knowledge and early attempts to make ‘phoneme recogni— 
zers’ were, of course, doomed to failure, because the identities of the pho- 
nemes of speech are not contained unambiguously in the local properties of 
the acoustic signal. It now seems to be fairly generally accepted that humans 
recognize larger units (words or syllables) before they can decide on the 
identities of the phonemes. It therefore follows that effective automatic 
speech recognition should recognize these larger units, and should make 
extensive use of linguistic knowledge. Even in present-day isolated word 
recognizers linguistic knowledge is used to some extent - knowledge of the 
permitted vocabulary and any word sequence constraints. 

The inconvenience of speaking isolated words and the existence of compu- 
tationally efficient algorithms for dealing with connected pattern sequences 
(Bridle et al., 1983) should make isolated-word recognizers obsolete within a 
very few years. Progress in improving current connected-word recognizers 
will occur in several areas: 
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(i) The acoustic analysis (already often simulating the frequency resolu- 
tion of the ear) will be extended to highlight those types of acoustic 
features known to be phonetically significant (such as sudden increases 
of level, or formant transitions). The acoustic analysis will not, in itself, 
try to make any phonetic decisions, but will ensure that phonetically 
important features are given sufficient weight in any subsequent pat- 
tern-matching process. An example of this sort of process is shown in 
the work of Darwin (private communication, 1983), who has convol- 
ved Bark-scale spectrograms (Fig. 3b) with a series of masks, each 
designed to detect spectral peaks with a particular rate of formant 
transition. The corresponding crosses on Fig. 4a show an indication of 
the positions, intensities and rates of movement of spectral peaks, and 
highlight phonetically important features that are not so immediately 
apparent in the simple representation of a spectrogram. The further 
process displayed in Fig. 4b shows the effect of plotting the time-deri- 
vative of the amplitude indicated in Fig. 4a. This process gives promi- 
nence to features such as stop consonant bursts. 

(ii) The distance calculation in the pattern-matching process will be more 
closely related to perceptual criteria. Already various workers have 
developed distance metrics related to perceived psycho-physical dis- 
tance (Bladon and Lindblom, 1981), but for speech recognition it is 
phonetic distance that is important (Klatt, 1979). Improved distance 
metrics will receive input from the sort of processes described in (i) 
above, but will also include methods of reducing the importance of the 
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Figure 3a. Conventional display of the first part of the word “frequency” spoken by a male 
talker. 
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Figure 40. Shows the effect of convolving the spectral representation of Fig. 3b with a series of 
masks, designed to detect formant movements of different slopes. After Darwin. 

sort of formant intensity variations that arise from changes in glottal 
source spectrum, acoustic environment etc. In  addition, they will need 
to include some normalization to accommodate the effects of anatomi- 
cal differences between talkers, both within one sex and between sexes. 
Some studies of male/female spectrum differences for equivalent vo— 
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(iii) 

wels have been made by Bladon et al. (1982), and have shown that a 
Simple shift along the Bark scale accounts for a large proportion of the 
male/female spectral distance (see Fig. 5). I expect that using a combi- 
nation of these various processes in formulating the distance metric 
wrll greatly improve the performance of speech recognition systems 
even when they continue to use the current whole-word pattern-mat: 
ching algonthms. Ideally these new formulations of the distance metric 
will not treat time-scale adjustment and spectrum shape comparison 
independently, but will make a perceptually-based assessment of the 
Ëíference between complete patterns over time windows of at least 200 

As (1) and (ii) above make systems less speaker-dependent the tem- 
plate patterns will not have to be spoken by the user of the system but 
Will be generated by rule from a linguistic specification of the possible 
message components to be recognized. This technique will be introdu- 
ced to avord two major problems with current pattern-matching word 
recognition. The first is that it may take too long for the user to s eak 
all permitted vocabulary words to make the templates The segond 
problem isthat recognition errors may arise because chance variations 
m production of phonemically identical sequences occurring in diffe- 
rent wordsmay be greater than the differences caused by the intended 
phonetic distinctions. Later, it will become more convenient to ene- 
rate the desrred templates dynamically by rule as they need to be îsed 
rather than having them stored as acoustic patterns When this is done 
the correct form of co-articulation at word junctures will arise automa- 
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Figure 5. Psychophysically-based spectral representation of an English vowcl, before (upper 

panel) and after (lower panel) normalization by a shift of 1 Bark. Solid curve: average vowel of 

five male speakers. Dashed curve: a single female vowel. After Bladon et al., I982. 

tically from the synthesis rules, so overcoming one of the present 

limitations of concatenated-word recognizers. Further performance 

improvement will be achieved by using early words that are known to 

have been correctly recognized to modify the rule synthesizer parame- 

ters to match the talker’s voice. The speech generation modelling of 

Bridle and Ralls (1983), discussed in the speech synthesis section, is 

primarily intended for eventual use in this way for speech recognition 

applications. 
(iv) Powerful statistical techniques, based on principles described many 

years ago by Baum and Petrie (1966), have already been used in 

automatic speech recognition studies by a few research groups (Baker, 

1975; Bahl et al., 1983; Levinson et al., 1983). Such techniques will 

become much more widely used, and will make a major contribution to 

identifying the underlying linguistic units from the surface structure of 

the speech signal, with manageable amounts of computation. 
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5. Automatic Speech Recognition - long term 

Most of the  improvements in automatic speech recognition outlined above 
should have been achieved, at  least in the  laboratory, within 10 years. The 
longer-term improvements will be in the ability to incorporate artificial 
intelligence and more advanced natural  language models into systems. If 
current trends in reduction of computation costs continue there will be no  
great difficulty in providing sufficient computational power for these pur— 
poses, but it will not be a trivial task to  devise suitable machine architectures 
to use this  power effectively. Assuming these problems are overcome, these 
techniques will probably become cost-effective for many applications. 

6. Digital Coding - short term 

Digital coding for transmission and storage ofspeech signals divides in to  two 
classes, dependent on the application. In  the  first class the  input  has to  be 
accepted from any  member of the  general public, perhaps in a noisy environ- 
ment,  and it is possibly transmitted to the  coder via a poor quali ty local 
telephone line. In  the  second class the  providers of the  coder have some 
control over the  users and their  local equipment,  such as in military systems, 
office systems or systems providing telecommunications between separated 
sites of a single organization. In  the  former case I do not see more t han  
modest coding advances in  the short  term. These will include gradually 
changing the present 64 kbit/s PCM coders of commercial telephony to 
coders using about 32 kbit/s, by exploiting some of the more obvious signal 
redundancy. However, significantly lower digit rates than this will have to  
wait for major changes in telephone network organization: until then sys- 
tems will have to cope with poor quality input, and may have to return the 
signal to analogue form and recode it  several times along its route. These 
system difficulties will mean that the actual signal presented to the coder will 
not conform well to the sort of speech production model discussed earlier in 
this paper, and so the more powerful coding algorithms will not be generally 
usable. 

The situation for restricted users is very different. I t  will often be possible 
to ensure that good quality speech signals are provided as input.  User 
training or selection can prevent problems with difficult speakers. Under 
these circumstances analysis/synthesis methods, using a good acoustically- 
based model of speech production, vector quantization and variable-frame- 
rate transmission, will be able to yield very good speech quality at  600 - 800 
bit/s. I n  contrast to the speech production models using phonetic rules, the  
algorithms for general speech coding must work for a wide variety of 
speakers and languages. However, such models will still be able to  use the  
parallel formant acoustic mode] of the speech process, and simple linear 
interpolation between spectral patterns specified in the  formant domain a t  
irregular time intervals. To work really well, such systems will use analysis- 
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by-synthesis to choose that sequence of patterns that  minimizes an  error 
score specifying the distance in perceptual terms between the input  speech 
and the  synthetic speech reproduced from the pattern sequence (B.C. Du- 
pree, private communication). Work is currently in progress in my laborato- 

ry to  produce a computer s imulat ion of such a scheme. The process is 

illustrated in Fig. 6. This process will be very expensive in computation and 

especially in memory, but  will be technologically practicable within 10 years. 

However, because of the  cost, I expect it to be deployed only where are very 

great advantages in lowering the  digit rate. A much cheaper alternative, 

which would be significantly more robust for poorer quality input ,  will be a 

medium-bit-rate system such as adaptive predictive coding, adaptive trans- 

form coding or  sub-band coding, which should give good results a t  transmis- 

sion rates in the 8 - 16 kbit/s range. 
Although there is current research aimed a t  providing vocoder speech at  

200-300 bit/s (Roucos et al., 1982), I see no short-term prospect of perfor- 

mance being adequate for speech at normal conversational speed and for a 

wide variety of speakers. To achieve such low rates would require reliable 

identification of phoneme-sized units, and the information needed is often 
not available in the  signal without  first determining the words spoken. When 

the input  vocabulary can be sufficiently constrained it is already possible to 

achieve a sort of speech transmission at very low digit rates by connecting a 
speech recognizer to a speech synthesizer. The expected improvements if] 
recognition and synthesis will soon make this possibility much more practi- 

cal for special applications. 

7. Digital Coding - long term 

In the much longer term it will become possible to incorporate the linguistic 
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Figure 6. Analysis-by-synthesis system for formant coding. After Dupree. 
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knowledge of an intelligent human being into a coding equipment. When 
that time comes such a coder will be able to understand the messages, and 
therefore to code them as words or phonemes for subsequent synthesis. It 
will also be possible to deduce the subtleties of prosody and the characteris- 
tics of the speaker. All this information should not require more than about 
200 bit/s, to achieve completely natural-sounding speech. This performance 
should be achievable for any input of adequate quality for a human to 
understand reliably. It will then be possible in principle to produce good 
quality at the receiver from poor quality input. The problem with this 
approach (which applies equally if a human being instead of a machine is 
asked to perform the relay function) is that a poor quality input may actually 
be misunderstood, and so be transmitted incorrectly. The listener, hearing 
excellent quality output, will be unaware of the errors. 

Such a coder is not likely to be cost-effective or even desirable for civil 
telephony transmission. Telecommunications circuits will, in any case, be 
available with a digital capacity of many tens of kilobits per second at any 
location where there is a normal telephone. End-to-end digital transmission 
of the waveform would guarantee correct reproduction of the microphone 
signal at the receiving telephone. It is thus likely to be more acceptable to 
users to transmit the speech signal as produced, with whatever background 
noise is present. I do not expect it will ever be possible to lower the data rate 
for perceptually-transparent transmission of such signals to below about 8 
kbit/s, but for most civil telephony applications this would be acceptable. 
The big advantage of much more complicated very-low-bit—rate coders in 
civil telephony will be for store-and-forward applications, and possibly also 
for very long distance transmission. 

8. Conclusion 

The future developments predicted in this paper should make the perfor- 
mance of man-machine communication by speech approach that of commu- 
nication between people. It has been common in the past for considerable 
importance to be attached to the ‘naturalness’ of speech as a method of 
communicating, and so for people to assume that speech is necessarily better 
than other forms of communication. There are many cases where this 
assumption is undoubtedly justified, and many other cases where speech is 
the only medium available, such as when an ordinary telephone is involved, 
or for people with visual or motor disabilities. However, even for hu man-to- 
human communication, it is often better to employ other means, such as 
when using a map to show land features, or using a graph to illustrate the 
form of a mathematical function. When a machine is involved there are even 
more cases where speech is unsuitable (e. g. for controlling the steering of a 
car). 

I therefore think it is very important that, in parallel with the research on 
speech technology of the next decades, there should also be careful study of 
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the human factors aspects of using the new speech devices. These devices 
would then be able to be used as soon as possible for those tasks for which 
they are suited, and they would not acquire a bad reputation merely as a 
result of people unjustly expecting them to solve all their communication 
problems. 
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SYMPOSIUM ]: Semantics, Syntax and Prosody 

Chairman: Ilse Lehiste, Columbus. U.S.A. 

Panel members: E. Gärding, P. Martin, A. Cutler‚ V. Fromkin 

Discussant: H. Fujisaki 

The symposium started with a brief introduction by the chairman, who 
observed that the relationship between prosody and syntax has been explor- 
ed quite intensively in the past few years, but that the relationship between 
prosody and semantics has not been in the focus of research to a comparable 
degree. Contributors to the symposium have tried to address themselves to 
both questions. Since the topic - the relationship between semantics, syntax, 
and prosody - is very broad, some limitations have to be imposed on its 
treatment. We will not attempt to define precisely the relationship between 
semantics and syntax. Neither will we try to draw internal distinctions within 
the broad field of semantics. Prosody will be discussed at sentence level. 
Obviously‚ prosodic features are used in language also to convey both lexical 
and grammatical meaning at the word level: a tonal pattern, a quantity 
pattern, or difference in stress can distinguish between two lexical items or 
indicate, for example, a difference between two case forms of the same word. 
These functions of prosodic features will be taken for granted. Context more 
extensive than a single sentence will enter into the discussion by implication 
in connection with pragmatic considerations, i.e. when prosody is used to 
relate the sentence to a particular situation. 

Sentence-level prosody comprises aspects of timing, accent, and intona- 
tion. Two of the four contributions (those by Gärding and Martin) address 
themselves primarily to intonation, and two (those by Cutler and Fromkin) 
focus on accent. Since timing was not discussed to any great extent by any 
member of the panel, the chairman started the symposium by saying a few 
words about the sentence-level function of the time dimension of spoken 
language. 

In a series of papers summarized in Lehiste‘s contribution to the l3th 
International Congress of Linguists (held in Tokyo in the autumn of 1982) 
she has explored the relationship between timing and syntax, and has come 
to the conclusion that timing is the primary cue to the syntactic structure of a 
sentence. Boundaries of syntactic constituents can be signalled by pauses; 
they are also signalled by preboundary lengthening. At least in English 
pauses are not obligatory. It has been Lehiste’s claim that lengthening does 
not achieve this effect (of signalling the presence of a boundary) by itself, but 
indirectly through its effect on rhythm: both preboundary lengthening and 
insertion of a pause disrupt the expected rhythmic structure of a sentence. In 
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a more recent paper (about to be published in Folia Linguistica) Lehiste has 
shown that the presence of fundamental frequency is not necessary for 
signalling syntactic boundaries - speakers and listeners are equally successful 
in disambiguating whispered sentences as they are in producing and perceiv- 
mg normally phonated speech. 

The existence of a link between syntax and prosody seems to be generally 
accepted by now. Two issues are currently being debated. The first is the 
question whether prosodic structure is entirely predictable on the basis of 
syntactic structure, or whether there exists an independent prosodic struct- 
ure that may or may not correspond to the syntactic structure of a sentence. 
The second issue is the question whether the syntactic structure of a sentence 
rs reflected primarily in timing or whether it is primarily reflected in some 
other prosodic feature, such as accent or intonation. Lehiste has come out 
both in favor of an independent prosodic structure, namely sentence-level 
rhythm described in terms of metric feet, and in favor of timing as the 
primary means for signalling syntactic structure - by controlled disruption of 
the rhythmic structure of the spoken utterance. 

What does not seem to have been given any serious consideration is the 
relationship between speech timing and semantics. It appears that duration 
has only an indirect role here: if it can be shown that accent is directly 
connected to semantics, then duration enters in as one aspect of the phonetic 
manifestation of accent. If it can be shown that intonation is directly connect- 
ed with semantics, duration could conceivably play a role in helping establish 
the domains over which particular intonational patterns are manifested: 
intonation units must have a duration. At the present time, there seems to be 
no immediate connection between semantics and sentence timing. 

Gärding in her contribution developed a theory of intonation. Using 
examples from Swedish, French and Chinese, she showed how intonation 
can serve to express modality and syntactic and information structure. 

An intonation curve has local maxima and minima, turning points. These 
turning _pomts are parts of a larger pattern, the grid, which is obtained by 
connecting the main maxima by a topline and the main minima by a baseline. 
A grid may be rising, falling, or level. Such grids may in turn be part of a 
global pattern which may be rising, falling or level. A grid may have a 
normal, expanded or compressed width even to the extent of being best 
represented by one line only. The part ofthe grid where the direction or width 
are changed, or where the grid takes a jump, is called a pivot. An intonation 
unit is a piece of an utterance with an unbroken grid. 

These concepts - the local turning points, pivots, direction and width of the 
grid - are associated with the syntax and semantics of the utterance in the 
following way. The local turning points signal words and morphemes, that is 
semantic and syntactic entities. The pivots signal semantic constituents, like 
the theme and the rheme, or syntactic constituents like the subject and the 
predicate. The general direction of the grid over the utterance, often in 
combination with the direction of the last intonation unit, determine the 
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speech act type, which may be declarative, interrogative and imperative, to 
use classical terms. In all cases, this is also a syntactic sentence type but not 
necessarily of the corresponding class. An interrogative speech act type may 
very well correspond to a declarative sentence type. 

The width and position of the grid of an intonation unit signal its informa- 
tion weight relative to other intonation units. In other words, these intona- 
tion units may be in focus and out of focus. In this way the width and position 
may express coordination and subordination of semantic constituents and of 
syntactic ones. 

Again, the classes are not isomorphic. We may very well focus a subordi- 
nate clause by prosodic means, and we may focus any clause or part of a 
clause by syntactic means, e.g. word order, without assistance from prosody. 

Garding summed up her presentation by asserting her belief that the grid, 
pivot and intonation unit are useful tools in intonation analysis. They are 
strongly connected with syntax and semantics in a similar way in different 
languages. Whenever there is a conflict between syntactic and semantic 
categories, it is the semantic function that has the greater impact on intona- 
tion. 

Martin defined intonation as the sequence of prosodic contours located on 
the stressed vowels of an utterance. Intonation is perceived to be linked in 
certain ways to both the syntactic structure of a sentence and its semantic 
content. Using examples from French, Martin demonstrated that intonation 
can be constrained by syntax and semantics; nevertheless all three are 
considered to be independent systems, functioning according to their own 
rules. Martin developed a theory of intonation, according to which utte- 
rances have both a syntactic structure and a prosodic structure. Both struct- 
ures are hierarchical, and they are not necessarily isomorphic, although 
some connection must exist between the two. Sentences are divided into 
rheme and one or more themes; prosodic division into rheme and theme is 
indicated by a specific prosodic contour located on the last stressed syllable 
of the rheme. The prosodic division into rheme and theme can be either 
prevented or forced by a semantic or syntactic constraint. According to 
Martin, pauses are direct manifestation of syntax and should not be 
considered as part of an independent prosodic system. 

The papers by Cutler and Fromkin were primarily concerned with the 
relationship between sentence accent and syntax and semantics: whether the 
position of accent is determined by syntax, or whetherthe speaker can assign 
it more or less freely to express a particular communicative intent. Both 
papers used slips of the tongue as relevant research data; it was interesting to 
note that the same kinds of data served to support rather different conclu- 
sions. 

Cutler finds that in producing accent patterns, language users behave as if 
sentence accent placement were concerned with the semantic and pragmatic 
structure of utterances rather than with their syntax. Speakers place accents 
to reflect the information structure of the message they wish to convey; 
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listeners use accentual structure to locate points of information focus. Cutler 
adduced evidence from children’s acquisition ofthe production and compre- 
hension of accent to strengthen her claim that accentual structure is associa- 
ted with the meaning of a message rather than its form. 

Fromkin argued that the semantic function of accents does not exclude a 
dependence on syntax, and that no new evidence exists to counter the claim 
that phrasal stress (which can coincide with accent) is determined by syntac- 
tic structure. According to Fromkin, normal, non-contrastive intonation, 
too, lS determined syntactically. Primary stress or accent must be assigned 
after the syntax is determined; accent placement is independent of the 
particular lexical items on which it falls even if the semantic focus is thereby 
confused or changed. Nevertheless, Fromkin concluded that assignment of 
prosodic structure depends both on the syntactic structure and information 
structure of utterances. 

Commenting on Gärding’s paper, Fujisaki agreed with her concerning the 
need for a generative model in order to be able to interpret correctly a given 
Fo contour. This is so because an Fo contour is generated as a consequence of 
control of the vocal fold vibration by a set of commands that are directly 
related to the linguistic structure of an utterance. As Fujisaki has shown 
elsewhere, the underlying linguistic structure becomes more explicit if we 
deconvolve the mechanical/physiological characteristics of the laryngeal 
control mechanism from an observed F., contour. In this sense, the use of a 
piecewrse-lmear tonal grid is a rather crude and unrealistic approximation of 
the observed characteristics of Fo contours. In Fujisaki’s opinion, an object- 
ive and quantitative way to extract the underlying linguistic information is 
possrble not by stylization but by deconvolution, using analytically expressi- 
ble transfer functions (describing the quantitative relationships between the 
linguistic information as input and an F° contour as output) with physically 
and physiologically meaningful formulations. 

Fujisaki then presented his own model for the mechanism of generating an 
Fo. contour from a set of linguistically meaningful commands. According to 
this model (based originally on an idea by Öhman, but elaborated by 
Fujisaki), an F0 contour — expressed in terms of log Fo as a function of time — 
can be decomposed into two types of components: 1) phrase components 
corresponding to prosodic phrases, and 2) accent components correspon- 
dmg to prosodic words. Each of these components can be considered as a 
consequence of control of the laryngeal mechanism by a separate linguistic 
command: 1) the phrase command, which is a sharp pulse (an impulsive 
force) applied to the laryngeal structure and which generates a phrase 
component, and 2) the accent command, which is a stepwise force applied to 
another part of the laryngeal structure, which generates an accent compo- 
nent. Responses of the laryngeal mechanism to these two kinds of commands 
are different, but each of them can be approximated very closely b the 
transfer function of a second-order linear system. By expressing these tîans— 
fer functions m a quantitative way, one can decompose a given Fo contour 
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into its constituent components (i.e. phrase components and accent compo- 

nents) and deconvolve the inputs and the respective transfer characteristics. 

Phrase components are the causes of declination and constitute what some 

people call the baseline - roughly corresponding to the lowest line of 

Garding’s tonal grid. Both a complete resetting (at a respiratory pause) and a 

mere superposition of a new phrase upon the old one are possible, and this 

corresponds roughly to Garding’s pivot. Fujisaki’s research has shown that 

his model can approximate quite closely F0 contours of spoken words and 

sentences of Japanese, English, and Estonian. The analysis of Japanese 

sentences has shown that speakers of Japanese generally use three levels of 

phrase components and two levels of accent components; these numbers, 

however, may differ from language to language. 

Commenting on Martin’s paper, Fujisaki expressed his readiness to agree 

with Martin that the prosodic structure and the syntactic structure are two 

different systems. He also liked the concept of ‘prosodic word‘, which is 

appropriate for describing the phenomenon of ‘accent sandhi’ in Japanese, 

where two or more lexical items, each of them with its individual word accent 

types, are often concatenated (not compounded) and behave as if they were 

one long word with its own word accent type. 
In the case of Japanese, however, accent sandhi is not necessarily all or 

none. Fujisaki has encountered cases where the coupling between two words 

is somewhat intermediate and where it is difficult to decide whether they 

should be regarded as one prosodic word or two prosodic words. He suspects 

that this may also be the case in spoken French. He asked Martin to define a 

prosodic word, to describe its acoustic-phonetic manifestation, and to say to 

what an extent prosodic words are stable or variable. 

Commenting on the papers of Cutler and Fromkin, Fujisaki expressed his 

concern about the discrepancy of conclusions drawn by Cutler and Fromkin 

from the same kind of speech error data. Although he has no doubts about 

the validity of the research technique - of collecting and interpreting speech 

error data, - it nevertheless seems that the patterns of speech errors are of 

such a great variety that it is possible to draw two entirely different conclu- 

sions. He would interpret the apparent discrepancy between Cutler’s conclu- 

sions and Fromkin’s conclusion in the following way: the pattern of errors in 

stress placement could sometimes depend mainly on the syntactic structure, 

but sometimes mainly on the semantic and pragmatic structure of the 

utterance. 
Generalizing from all four papers, Fujisaki observed that there exist at 

least two types of languages which differ in the ways of expressing informa- 

tion concerning the focus. Judging from Garding’s paper, focal information 

in Swedish seems to be signalled mainly by pivots (or by the presence of a new 

phrase command in Fujisaki’s model), while in English it seems to be 

signalled mainly by accent placement (or by an increase of the accent 

command on a particular word) according to Cutler and Fromkin. Fujisaki 

added that in the case of Japanese, phrase commands are mainly determined 
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by syntax and there is very little chance for focal information to be signalled 
by intonation. 

While agreeing with the idea that the prosody of a sentence has its own 
structure, Fujisaki pointed out the differences in the constraints_ imposed on 
these structures. Syntactic and semantic structures of a sentence are 
constrained by the limited capacity of the short-term memory and the limited 
depth of , e.g., syntactic embedding; the prosodic structure; however, is more 
severe constrained by the limited characteristics of peripheral mechanisms, 
both in production and in perception. For instance, one cannot utter a very 
long sentence without pause, even though the syntax may allow it. One 
cannot have more than three or four different sizes of phrase commands to 
signal the presence of syntactic or semantic units of different size or different 
complexity, and so on. In other words, the prosodic structure is more 
constrained as compared with the syntactic structure or the semantic struct- 
ure. Therefore one often finds a degenerate (incomplete) representation of 
the syntactic or the semantic structure. Whether one tries to preserve (a part 
of) the syntactic information or to preserve (a part of) the semantic informa- 
tion in the prosodic structure will depend on the individual, on the situation, 
and on the language. 
. Responding to Fujisaki’s comments, Gärding explained the notion of grid m a more detailed way. She pointed out that her model and that of Fujisaki 
are srmrlar; both are based on Öhman’s model. Grid is a concept that is useful 
for descrtbing focus over part of the utterance. Responding to a question by Klaus Kohler about the degree of abstractness of her model, Gärding stated 
that the model is quite concrete: it is used both for analysis and for the generation of a concrete pitch contour. 

Martin answered Fujisaki’s question about prosodic words by reference to 
the relattve amplitude of melodic variation. There is one lexical stre55 per prosodic word;_in French, the prosodic word comprises the accented syllable and precedmg unaccented syllables. ' Cutler and Fromkin responded to Fujisaki by emphasizing the validity of „the techmque involving collection and interpretation of Speech errors. The discuss1on now became more general. The Chairman had requested that those contnbutors to the discussion who wanted their comments includ- ed m the report provide_a written version before the end of the congress; 110t all speakers complred With this request, and their comments can therefore be mcluded only in a general way. 
tha'll;o;:e;llatirfisorrcl)scocänmented about a statement made by. Fujisaki,_stressing _ p y_1s implemented at a low level m artneulatton lt reflects complrcated syntactic and semantic/pragmatic facts. The basic problem in speech communication is that the Speaker has to convey information to the listeners about complex hierarchical structures over a channel that ermits only linear order. The role of prosody is largely to hint the natur5 of the hierarchical structure. This can be done only partially and imperfectly, due to the relat1vely poor expressrve capacity of the prosodic signals. Therefore, 
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the listeners will have to do much guesswork when evaluating this informa- 
tion. For that reason, it seems certain that prosodic processing is going on 
even at the highest levels at the listeners’ end. 

C.W. Temu criticized the members of the panel for the narrow choice of 
examples from European languages. He asked also about differences in the 
way prosody works in languages in which there are changes possible in word 
order, versus those languages in which there is no change in word order. 
Fromkin responded to this comment with examples from Twi; Gärding's 
Chinese examples were likewise relevant in that context. 

Mario Rossi, in his extensive comment, concentrated on the functions of 
intonation: expressive, demarcative and hierarchical. The units of expressive 
function are specific contours; the units of demarcative function are conti- 
nuative and terminal intonemes; the units of hierarchical function may be 
units of demarcative function and/or semantic accent. The demarcative 
function is constrained by syntax. The hierarchical function is not always , 
congruent with syntax, because it is mainly constrained by semantic organi- 
zation of focus/presupposition and rheme/theme. To the extent that the 
theme/rheme structure corresponds to subject/predicate structure, intona— 
tion is congruent with syntax; when rheme indicates information Weight (i.e. 
focus), intonation is used to scale the semantic content (as demonstrated 
many years ago by Mathesius and Karöevsky), and intonation is not necessa- 
rily congruent with syntax. 

Several speakers suggested that if there is a conflict between semantics and 
prosody, semantics has the upper hand. Lehiste responded to that by arguing 
that prosody has to be independent of semantics at least to a certain degree, 
since it can be used to turn the meaning of a sentence into its opposite in the 
case of conscious expression of irony. It was suggested that prosody, syntax 
and semantics should be considered three ‘channels of communication’, all 
three of which are independent in a certain way. 

It remains to assess the state of the art, as it is reflected in the four 
contributions to the symposium, the comments of the discussant, and the 
contributions made from the floor. It appears to be generally accepted that a 
relationship exists between prosody, syntax and semantics. The disagree- 
ments pertain to the relative independence of these three aspects of language. 
In their written contributions, Gärding had viewed intonation as basically 
independent of syntax, and Martin as independent of both syntax and 
semantics. Gärding, however, associated pivots (i.e. changes in the direction 
of fundamental frequency movements) with syntactic boundaries as Well as 
with the information structure of the utterance. Cutler saw accents as deter- ' 
mined primarily by the semantic import of an utterance, while Fromkin 
araed for a more important role for syntax in determining the location of 
the accent. Lehiste claimed that the rhythmic structure of a sentence is 
independent of its syntactic structure, but can be modified to reflect diffe- 
rences in the placement of syntactic boundaries. Fujisaki viewed prosody as a 
rather severely constrained way to represent syntactic and semantic struct- 
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ure. As a result of the discussion, panel members seemed willing to concede 
that alternative interpretations are possible; it appears rather remarkable 
that no strong claims for universality were made, and the opinion seemed to 
prevail that languages may differ in the ways in which they relate prosody, 
syntax and semantics. 

References 

Lehiste, Ilse (1982). The role of prosody in the internal structuring of a sentence. Preprints of the 
Plenary Session Papers, The XIIIth International Congress of Linguists, Tokyo, 1982. Pp. 
189-198. 

Lehiste, Ilse (1983). Signalling of syntactic structure in whispered speech. To appear in: Folia 
Linguistica, Vol. XVII.  

‚::.-- _ . - 
. 

„-..... 



SYMPOSIUM 2: Units in Speech Synthesis 

Chairman: J. Allen, Cambridge, Mass., U S A .  

Panel members: O. Fujimura, J. Holmes, R. Carlson, B. Granstrôm, J. Pierre— 
humbert 

The goal of synthetic speech algorithms is to provide a means to producealarge 
(infinite) set of speech waveforms. The major questions posed to a designer of 
such a system include the question as to what input is to be used,by what set of 
transformations is the speech to be produced,and bywhat quality measurescan 
success be judged. At a general level, the issues are the choice of representations 
and the provision of transformations between these representations. The 
complexity of the relation between input (e.g., text) and output (the speech 
waveform) forces the introduction of intermediate levels of representation. 
These levels of representation are arrayed in two hierarchies. First, there is 
the structural hierarchy, wherein bigger constructs are made from smaller 
ones. There is a feeling that over the last 20 years during which speech 
synthesis by rule has been studied, the level of rule complexity at any 
particular level is staying about the same. This means that in order to 
introduce additional constraints, greater modularity must be introduced into 
the overall speech synthesis system together with narrowly constrained 
interaction between these domains. By such a means the structural hierarchy 
becomes richer, but the level of complexity at any level of the hierarchy does 
not grow to an  unreasonable level. The second kind of hierarchy is the 
qualitative structure that exhibits the differing nature Of constraint domains 
that are needed to specify the output speech waveform. These constraint _ 
domains include phonetics, phonology, syntax, semantics, acoustics, anato- 
my, physiology, and computation. 

In the following paragraphs, the desiderata for the choice of units for 
speech synthesis are discussed. 
1. The large number of utterances that must be created by a speech synthesis 

system forces composition from a smaller number of basic units. 
2. The larger the unit, the more items of each unit  there are. Thus at the small 

end, there are relatively few phonemes, but as the units become larger 
through diphone, demisyllable, syllable, word, phrase; . . . the number of 
items of the unit grows without limit. Furthermore, the smaller the unit ,  
the more abstract it  is likely to be. There is a general tendency towards 
increased abstraction as additional knowledge about speech becomes 
codified. 

3. The choice in representation of units must allow sufficient degrees of 
freedom to control all significant aspects of the waveform. Questions as to 



...;! 
“…a-..mi.“ m f g . - „ a m . -  w…— ___—„„... . .q » «:::—_; —: ‘er-“»- -_»- 

152 Symposium 2 

_ what is significant must be answered through perceptual tests and there is 
a great need for increased investigations in this area. 

. It must be possible to analyze speech in terms of the selected units and 
their parameters. Clearly, as the units become more abstract, there is 
increasing difficulty in relating surface measurements to the abstract 
structural relationships. Nevertheless, there is an increasing trend to 
introduce these structures in order to be able to  generate the rich variety of 
surface phonetic detail. This phenomenon can be readily observed in the 
area of suprasegmental control, where the complexity of specifying a wide 
variety of fundamental frequency contours requires both a rich structural 
framework and a substantial set of complementary procedures. Another 
reason for the introduction of abstract structural models is the need for 
automatic training. Large databases of speech waveforms must be analyz- 
ed in terms of these models in order to accurately characterize the needed 
control parameters. While substantial abstraction can be introduced in 
order to characterize generalizations in the underlying framework, these 
abstractions cannot become too distant from the surface phonetic reality 
if automatic training is to be possible. Furthermore, substantial improve- 
ments in speech synthesis quality are probably impossible without the 
introduction of semi-automatic techniques for improving the quality of 
the control parameters. 

. It must be possible to compose an utterance by interpretive processes on 
the chosen units. Here a tension between internal vs. external structure 
and cohesion can be observed. Thus, the phoneme has relatively little 
internal structure, but considerable external structure is needed to specify 
the transitions between phonemes at their boundaries. Diphones and 
syllables, on the other hand, have a richer internal structure, and require 
less specification at their boundaries. Advocates of larger units, such as 
the diphone and the demisyllable, maintain that ‘hard’ (or physiologically 
determined) coarticulation is captured internally within the unit, thus 
leading to simpler composition functions. On the other hand, there is a 
growing feeling that the units should be sufficiently rich internally to 
allow for the automatic centralization of vowels and durational adjust- 
ments without the necessity for these changes to  be imposed entirely 
externally. The search for the ‘natural joints’ of language will certainly 
continue in an effort to determine the optimal units, but high quality 
synthetic speech probably requires the same amount of detailed know- 
ledge of speech and language whether the knowledge is represented in 
terms of either internal unit complexity, or complexity in the external 
composition function. 
Consideration of the composition function indicates that the chosen units can be either used in compiled, static form or interpretively. Thus the choice of units is related to the question as to whether perceptually significant knowledge of speech should be represented structurally in 
static form or procedurally in terms of interpretive rules. This contrast 
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does not have to be viewed as a necessary tradeoff, since it is certainly 
possible to have increased complexity in terms of the structure of the units 
together with increasingly rich procedural interpretive processes. In fact, 
the choice of increasingly complex abstractionsdemandsacorresponding- 
ly complex interpretive process to realize the complete variety of surface 
phonetic waveforms. 

. The binding time of decisions must be specified. Some units imply early 
binding time. Thus compiled structural lexical forms, such as diphones, 
imply less complicated procedures at composition time. Such a choice 
may imply substantial effort to obtain the original compiled structural 
forms, but less computation when the speech waveform is created. Alter- 
natively, late binding implies greater flexibility to modify aspects of the 
waveform. The units of speech synthesis tend to be more abstract in this 
case, and there is more emphasis on procedures to compose the units. In 
terms of general tendencies among computational procedures in the large, 
there is a tendency towards late binding. Modern computational re- 
sources support this flexibility, but it demands comprehensive modeling 
and training procedures. 

. The units should have a natural relation to the waveform production 
model. There is still no agreement as to the choice of model for constrain- 
ing the output speech waveform. Most schemes employ a source/filter 
model, but there are differences as to whether cascade, parallel, or other 
combinations of resonators are used. Furthermore, the source model 
varies substantially, and it is clear that a great deal of work is needed to 
improve this model. Articulatory models are used in some instances, but 
the relative lack of articulatory data has slowed progress in this area. 
Whatever model is selected, it is important that it be possible to readily 
compute the values of the control parameters from this model through 
relatively straightforward computations based on the speech waveform. 
The units should provide insightful relevance to the research literature. 
For this reason many synthesis schemes rely on the specification of 
formant frequencies and bandwidths. When'linear predictive coding is 
used, it is often necessary to transform back to the formant space in order 
to  edit parametric representations for improved speech quality. It IS 

possible that new more complex units and representational frameworks 
may provide good synthesis, new insight, and also stimulate new research. 
The tendency over time is likely to involve the development of increasmg- 
ly complex unit frameworks which in turn imply new classes of perceptual 
experiments and training procedures which should both-improve speech 

quality and provide greater understanding of underlying speech pro- 
cesses. 

10.There are several important levels of units that are of varying scope. In 

general, all aspects of linguistic structure are reflected in the acoustic 
waveform. Thus there is no one unit which is more important than all 

others. The levels of structure currently recognized are: discourse, sen- 
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tencc, clause, phrase, word, morpheme, metrical foot, syllable, phoneme, 
and feature. These have all been found useful in linguistic analysis for 
reasons of distribution and contrast, but they each exhibit some intrinsic 
cohesion and place focus on the units themselves. Thus each of these units 
implies an internal theory, together with a relation to other units and their 
corresponding theory. There is a tendency to think of these different levels 
of units with their attendant scopes as being arrayed over a temporal axis. 
While such a view provides a convenient geometric intuition, contempo- 
rary notions of abstraction may not rely on notions of temporal scope at 
all levels. Thus at the individual segment feature level the initial specifica- 
tion may include an unordered set of features which is then transformed at 
a higher level to derive temporal extent. Research in the asynchronous 
control of these features reveals the need for this varying scope at the 
feature level, as in the control of nasality. 

ll.The hierarchy of units should provide for a gradual progression through 
the various representations. That is, a sufficient number of units should be 
available so that the transformation from one level to another through the 
hierarchy is relatively small and direct. Thus for example, phonemes are 
transformed to allophones and then to targets, parameters and finally to 
the speech waveform. In this way, understanding of the speech process is 
modularized at each level, thus simplifying the rule structure at each level, 
even though the total number of rules over the entire system may be large. 

12.The notion of target serves as a bridge between abstraction and physical 
properties. There is a tendency for the targets themselves to become 
complex objects exhibiting composition, scope, and internal cohesion. 
For example, fundamental frequency contours must be characterized at 
both the phrase level and in terms of ‘segmental’ effects. It is seen that the 
term ‘target’, originally motivated by the characterization of formant 
trajectories, is increasingly synonymous with ‘abstract representational 
structure’. The role of variability in the choice of units must be considered 
in the design of any speech synthesis system. It is often felt that many 
attributes of these units are necessary, and hence admit of no variability. 
Recent understanding, however, indicates that many cues are redundant, 
and that some contextually determined integrative process that may be 
deterministic in nature determines the cues that must be instantiated in 
order_to derive the intended percept. Thus there may be a level of 
variation on the surface that appears to be free or random, but which in 
fact ¡s a highly complex manifestation of underlying regularity. There are 
no contemporary speech synthesis systems that begin to approach the 
level of surface phonetic variability observed in natural speech. Models 
are needed that characterize this variability in terms of redundant cues 
idiosyncratic gestures associated with a given speaker, and true random 
variability. The level of understanding needed to provide this control is 
immense, and will doubtlessly elude practical systems for many years to 
come. 
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l3.The units of speech synthesis should be able to support a wide class of 

voices. Most contemporary systems focus on the adult male voice, but 

child, and female voices must be obtainable by any general system, and 

there is a need for the ability to synthesize several languages and diverse 

dialects within the context of one overall synthesis framework. A few 

contemporary systems are capable of synthesizing utterances in several 

languages within the same framework, but these systems generally sacri- 

f ice quality of synthesis in any particular language for breadth of coverage 

over the diverse linguistic forms. 
l4.The choice of units is intimately related to questions of intelligibility, 

naturalness, and reduction phenomena. To date, most research in speech 

synthesis has aimed at producing intelligible speech, without as much 

attention being focused on issues of naturalness and vowel reduction. 

There is still much to be learned about vowel reduction, and some feeling 

that such reduction may come from redundancy when viewed in the 

context of the sum total of all constraints in force at any point in the 

utterance. There is a tension between intelligibility and naturalness in that 

if a system aims for substantial reduction in the name of naturalness, 

intelligibility may suffer. It is also very difficult to evaluate naturalness, 

although some success has been achieved using cognitive loading techni- 

ques. Nevertheless, this class of psycholinguistic experimentation is still in 

its infancy and a great deal of work needs to be performed. At the 

discourse level, there is increased need for naturalness since attributes of 

focus and old/new information cause substantial stressing and destress- 

ing over that which would be predicted for a sentence spoken in isolation. 

It should also be remarked that individual segment intelligibility still 

leaves much to be desired, and the codification within an insightful rule 

structure of the vast amount of segmental phonetic detail must be sub- 

stantially improved if there is to be any appreciable gain in synthetic 

speech quality. 
15.The units may exploit available technology, but they should not be overly 

determined by it. Computational technology typically involves space/ 

time tradeoffs. Thus increased availability of memory tends to favor 

compiled strategies, whereas increased processing capability favors inter- 

pretive strategies. As has been suggested, both will be needed for high 

performance systems of the future. It is well to remember that technology 

is progressing much faster than knowledge of speech. For this reason, a 

correct theory is the central need of research. The technology will easily 

rise to support such a theory. Through comprehensive study of extensive 

databases, new and insightful complex abstract unit hierarchies will be 

developed which when interpreted procedurally within domains of va- 

rying scope can be expected to give rise to synthetic speech of very high 

quality. 
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13.The units of speech synthesis should be able to support a wide class of 

voices. Most contemporary systems focus on the adult male voice, but 

child, and female voices must be obtainable by any general system, and 

there is a need for the ability to synthesize several languages and diverse 

dialects within the context of one overall synthesis framework. A few 

contemporary systems are capable of synthesizing utterances in several 

languages within the same framework, but these systems generally sacri- 

fice quality of synthesis in any particular language for breadth of coverage 

over the diverse linguistic forms. 
14.The choice of units is intimately related to questions of intelligibility, 

naturalness, and reduction phenomena. To date, most research in speech 

synthesis has aimed at producing intelligible speech, without as much 

attention being focused on issues of naturalness and vowel reduction. 

There is still much to be learned about vowel reduction, and some feeling 

that such reduction may come from redundancy when viewed in the 

context of the sum total of all constraints in force at any point in the 

utterance. There is a tension between intelligibility and naturalness in that 

if a system aims for substantial reduction in the name of naturalness, 

intelligibility may suffer. It is also very difficult to evaluate naturalness, 

although some success has been achieved using cognitive loading techni- 

ques. Nevertheless, this class of psycholinguistic experimentation is still in 

its infancy and a great deal of work needs to be performed. At the 

discourse level, there is increased need for naturalness since attributes of 

focus and old/new information cause substantial stressing and destress- 

ing over that which would be predicted for a sentence spoken in isolation. 

It should also be remarked that individual segment intelligibility still 

leaves much to be desired, and the codification within an insightful rule 

structure of the vast amount of segmental phonetie detail must be sub- 

stantially improved if there is to be any appreciable gain in synthetic 

speech quality. 
15.The units may exploit available technology, but they should not be overly 

determined by it. Computational technology typically involves space/ 

time tradeoffs. Thus increased availability of memory tends to favor 

compiled strategies, whereas increased processing capability favors inter- 

pretive strategies. As has been suggested, both will be needed for high 

performance systems of the future. It is well to remember that technology 

is progressing much faster than knowledge of speech. For this reason, a 

correct theory is the central need of research. The technology will easily 

rise to support such a theory. Through comprehensive study of extensive 

databases, new and insightful complex abstract unit hierarchies will be 

developed which when interpreted procedurally within domains of va- 

rying scope can be expected to give rise to synthetic speech of very high 

quality. 



SYMPOSIUM 3: Models of the Larynx 

Chairman: C. Scully, Leeds, United Kingdom 

Panel members: G. Pant, LR. Titze, M. Hirana, F. MacCurtain 

Discussant: J. Sundberg, K. Stevens 

]. Introduction 

Modelling of the larynx can be directed at different goals. One is the provi- 
sion of better synthetic voices with increased naturalness. The emphasis here 
has been on the representation of one speaker of one language. A more 
distant - because it is more ambitious - goal, is the deeper understanding of 
the regularities and constancies of real speech for many different languages 
and for different speaker types. Improved quantitative phonetic descriptions 
should result; and a better understanding of the meshing together of com- 
mon phonetic properties and individual characteristics. A third major aim is 
the provision of methods for the diagnosis of pathological states of the vocal 
folds. 

A good model is a simplified representation of a process or system. In the 
case of speech production these are undoubtedly extremely complicated (see 
Titze, 1983). The main factors need to be identified, but until we have a better 
understanding of the fundamentals, our models are likely to contain large 
numbers of parameters. The modellers need as much quantitative informa- 
tion on natural human speech as their colleagues are able to provide. In 
return, the modellers may be able to make predictions beyond what can be 
measured in real Speech. It is helpful to identify the larynx as a quasi-inde- 
pendent component of the speech producing system. Its complexity and 
importance in speech are indicated by the number of scholars investigating 
larynx activity as seen, for example, in the papers given at the Tenth lntema- 
tional Congress of Phonetic Sciences and by the wide variety of techniques 
employed. Since the symposium on the larynx at the Eighth International 
Congress of Phonetic Sciences (Fant and Scully, 1977), several conferences 
and books have been partly or entirely devoted to the larynx in speech and 
Singing (Fink, 1975; Carré, Descout and Wajskop, 1977; Fink and Demarest. 
1973; Boä, Descout and Guérin, 1979; Lass, 1979, 1981; Lawrence and 
Weinberg, 1980; Stevens and Hirano, 1981; Abbs et al., 1983). Modelling is 
one path towards a greater understanding of the larynx, but it needs to be 
considered as several systems: (l) neural control mechanisms; (2) anatomical 
structures, tissue properties and muscle mechanics; (3) articulation; (4) 
aerodynamics; (5) acoustic sources; (6) acoustic filters. The actions are 
directed towards the achievement of auditory goals. Not surprisingly, there- 



“
u

 
‘L

 ¡ ¡V:—'m- ___ ‚… . . ,…“… .....….._ _ ,  

158 Symposium 3 

fore, in the symposium it was necessary to discuss articulation (whether 
subglottal, laryngeal or supraglottal) with reference to acoustic attributes 
such as fundamental frequency, voice source characteristics or frequency 
spectra for different vowel qualities. The larynx does not operate in isolation. 
To different degrees, in each of the systems listed above, links between the 
larynx and both subglottal and supraglottal regions need to be considered. 
Much of the discussion in the symposium concerned the effects of supraglot- 
tal changes on the voice source; and the changes in (supraglottal) vocal tract 
shape associated with different voice qualities the primary control of which is 
ascribed to the larynx. 

In this report, the reviews of the four Panelists are summarised first (see 
Cohen and Van den Broecke, 1983). A report on the symposium follows. 
Statements are credited to individual scholars, but any misrepresentation is 
the responsibility of the Chairman. An attempt is made to relate discussion in 
the symposium to some current research issues. 

2. Panelists’ reviews 

Hirano reviewed recent advances in research on the structure, mechanical 
properties and adjustments of the vocal folds. 

From a mechanical point of view, the five layers of the vocal folds can be 
reclassified as: the cover (epithelium and superficial layer of the lamina 
propria); the transition (intermediate and deep layers of the lamina propria); 
and the body (vocalis muscle). The layer structure varies along the length of 
the vocal fold, with gradually increasing stiffness towards the ends. The 
membranous vocal fold is most pliant at the midportion because of its 
structure as well as its location. Vocal fold structures change with age: 
newborns have no vocal ligament; maturation of the layer structure appears 
to be completed around the end of adolescence; aging changes the layer 
structures, somewhat differently in women and men. 

Vocal fold tissues exhibit non-linear stress-strain curves. Stiffness in- 
creases with elongation and is greater in the longitudinal direction (along the 
length of the vocal fold) than in the transverse direction; saturation effects 
are found in the longitudinal direction. Other mechanical properties have 
been measured also. Electrical stimulation of intrinsic muscles demonstrates tlge7i; effects on the position, shape and structure of the vocal fold (Hirano, 

)- ' 
Vocal fold adjustments in speech have been extensively investigated by Hirose and his co—workers (see Hirose and Sawashima, pp. 137-154 in Stevens and Hirano, 1981). A summary of their findings follows: (1) CT primarily controls Fo. Occasionally, CT contraction in segmental glottal 

adjustment for enhancing voicelessness is suggested. (2) PCA is active for voiceless consonants. The PCA activity is positively related to the degree of glottal opening. For voiced phonemes, PCA is inactive. (3) I A  presents a pattern reciprocal to PCA. (4) The activity level of VOC and LCA is 
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influenced by context. Generally speaking, their activity is decreased for 
consonants. The suppression of VOC and LCA is occasionally more signifi- 
cant for voiceless consonants than for voiced consonants. The pattern of the 
activity is different between the two muscles in some specific cases. 

Titze reviewed the difficulties in computer stimulation of biomechanical 
processes of speech production, the progress being made to overcome them, 
predictions made by modelling, and future expectations. 

Although studies on speech production can borrow from research into 
other biomechanical processes, phonation presents unique problems asso- 
ciated with its rapid tissue and air movements, well into the kHz range, where 
low frequency measurements of viscoelastic properties cannot be trusted. 
The structures must be considered as three-dimensional, because their di- 
mensions are comparable to wavelengths. This necessitates a distributed-pa- 
rameter (continuum) approach and the inclusion of displacements transverse 
to as well as along the tissue fibre direction. Computational problems arise as 
glottal area approaches zero. Both finite-difference and the current finite-ele- 
ment approaches to representing the vocal folds have computational difficul- 
ties, but these should be eased by developments in computing. The major 
obstacle remains the'refinement of theories of pressure and flow develop- 
ment in the glottis, tissue deformation under these pressures, and the effects 
of laryngeal muscle contractions on the viscoelastic properties. 

Successes include a clear demonstration of the flow-induced self-oscillato- 
ry nature of vocal fold vibration. Asymmetry in the net aerodynamic driving 
pressure acting outwards on the medial surface of the vocal folds with respect 
to opening and closing keeps the vocal folds oscillating. This asymmetry 
derives from the resistance and inertance of the air in the glottis and is 
enhanced by an inertive vocal tract load, while it is reduced by a capacitive 
vocal tract load (Ishizaka and Flanagan, 1972). The most efficient way of 
maintaining asymmetry is through vertical phase differences, as in two-mass 
or multiple-mass models. 

Models have quantified the effects of vocal fold dimensions and configura- 
tions upon glottal area shape, vocal fold contact area, aerodynamic variables 
and the properties of the acoustic output. They have begun to predict the 
biomechanical significance of the layered structure of the vocal folds and of 
tissue anisotropy (Titze and Talkin, 1979). As more data become available 
modelling will help to explain the effects of variations in size, shape, viscoe- 
lastic properties, muscular contraction, lesions, stress relaxation and unstea- 
dy flow conditions. 

Fam considered recent significant advances in the source-filter concept of 
voice production. 

In current models source and filter are assumed to be short-time invariant. 
A firmer theoretical basis is being constructed in which acoustic and mecha- 
nical interactions between filter and source are included. The major compli- 
cation for modelling is that, in the glottal open state (a phase of acoustical 
energy charging), the sub- and supraglottal parts of the system are acousti- 
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cally coupled, whereas, with the glottis closed, (an energy discharge phase), 
they each execute approximately free and separate oscillations. 

In the most complete speech production model (Ishizaka and Flanagan, 
1972), lung air pressure provides the power; the system is self-oscillating and 
self-adjusting, without a source in the linear network sense. The shape of the 
glottal area function Ag(t) may be assumed instead, and is combined with 
lung air pressure to derive glottal volume velocity Ug(t), defined as the voice 
source (Ananthapadmanabha and Pant, 1982). Alternatively‚ a ‘short cir- 
cuit’ or ‘no load’ source Us(t) can be derived. These two voice sources Ug(t) 
and Us(t) differ in two main respects: Ug(t) is skewed to the right, with a 
slower rising branch and a faster falling branch than Us(t); oscillatory 
ripples, usually close to F, in frequency, are superimposed on Ug(t). Us(t) 
provides a simple source but a complicated, time-variable filter function 
while, with Ug(t) as source, the filter function is simple, being linear and only 
slowly time-variable, but Ug(t) depends on the entire sub-and supraglottal 
configuration and has to be derived by complex calculations. In a third, 
approximate, model (Pant, 1979) a smoothed version of Ug(t) applies a 
constant current source to the vocal tract in parallel with the time-varying 
glottal plus subglottal impedance. Two stage synthesis has been proposed 
(Mryati et al., 1976). Here an Ag(t) voltage, with an F. and F; impedance 
load, gives a current function which is used as the source in a formant 
synthesizer. The perceptual importance of the various approximations has 
not yet been fully investigated. 

Parameterisation of the glottal flow or glottal area functions was discuss- 
ed, and extensions to the Pant (1979) model for better matches with real 
speech data. Important characteristics of the Ug(t) function include: the area 
under the curve, related to low frequency acoustic amplitude; a low frequen- 
cy spectral maximum Fg which is prominent at low voice effort; and the 
amplitude of the negative spike of the flow derivative at closure, which 
controls formant amplitudes. 

Problems in the use of different kinds of inverse filtering to obtain reliable 
estimates of glottal flow were reviewed. More research is needed to improve 
the modelling of women and children’s voices, speaker specific factors and 
speech source dynamics, which are probably carried more by vocal feld 
actions than by lung pressure variations. Rules for voice sources need to be 
based on an understanding of production events and underlying physiologi° 
cal parameters. - 

MacCurlain presented evidence of the pharyngeal gestures and associated 
larynx ad3ustments which occur in the formation of different voice qualities. 

A 5-parameter descriptive framework is proposed, based on data from 
seven languages. Phonetic theory as currently formulated fails to account for 
some vorce quality contrasts. The techniques used, xeroradiography (combi- 
ned w1th acoustic and electro-laryngographic recordings) show soft tissue in 
extremely fine detail, even indicating individual muscle groups. 

English informants produced different voice qualities for an [i] vowel. Out 
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of a descriptive framework of 12 anatomical points for the larynx and 
pharynx, 5 points altered significantly between rest position (expiration) and 
phonation. Large inter-speaker variations in muscle patterning were found 
for a common auditory target of, for example, ‘harsh' voice; it may be 
misleading to attribute one set of componential elements (Laver, 1980) to 
one voice quality. , 

The 5-parameter framework was applied also to minimal pairs of phono- 
logical oppositions in which contrastive voice qualities are required. As an 
example, results for a speaker of Dinka were cited: in moving from ‘brassy’ 
voice quality, associated with high tone, to ‘hollow' voice quality, associated 
with low tone, the speaker greatly widened both the laryngopharynx and the 
lower oropharynx; the thyroid cartilage was lowered to ‘resting’ height, but 
the dimensions of the laryngeal airway (from the anterior end of the vocal 
folds to the supero-posterior cricoid tip) remained unchanged, in spite of the 
required frequency contrast. 

The parameters are being applied to the evaluation of voice disorders 
(Berry et al., 1981) and to a study of singing. 

3. Neurological control 

The modelling of the larynx as part of a neural system has been discussed by 
Muller, Abbs and Kennedy (see pp. 209-227 in Stevens and Hirano, 1981). 

Hirano: The role to sensory feedback and reflexes of the PNS has been 
over-emphasised; more attention should be given to central mechanisms, 
including the extra-pyramidal system. 

Hirose: Part of the cerebellum and the basal ganglia participate in the 
preprogramming of movement before the motor command is realised at the 
level of the motor cortex. More significantly, another part of the cerebellum 
is checking the outflow of the motor command from the cortex to the peri- 
phery before the commands reach the peripheral organ itself. Peripheral 
feedback mechanisms are certainly important, particularly in the course of 
learning skilled movements, including speech. But after a certain period of 
learning, the CNS knows precisely what should be done according to the 
template stored in the brain and updating mechanisms provided by cerebello- 
cerebral interactions. 

4. Biomechanical interactions and aerodynamic forces in the control of F„ and 
the voice source 

Stevens: It is important to make a distinction between effects seen across 
languages and those seen across individuals. There are relatively few possibi- 
lities for creating contrasts which are phonologically relevant; these should 
conform to quantal principles. On the other hand, inter-speaker differences 
are likely to be characterised by fine, complex gradations. Three or four basic 
parameters are needed to characterise the controlled variables of F() and the 
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voice source waveform with its associated spectral emphasis, ranging from 
‘breathy’ to ‘pressed‘ phonation. Because the muscles which alter F„ and 
those which control the waveferm interact, these two acoustic aspects of 
speech interact also. A speaker may change the vocal tract shape in order to 
cnhance contrasts created primarily in the larynx; larynx actions, on the 
other hand may be able to create auditory effects which are assumed to be 
associated with the vocal tract: an example might be the auditory property of 
nasalisation created by abductien of the vocal folds. 

Fujisaki: His functional model of FO control by the cricothyroid and vocalis 
muscles represents F0 changes as the response of a second-order linear 
system to step functions. With suitable values for the damping factor (diffe- 
rent for speech and for different kinds of pitch transition in singing) good 
matches to F0 contours are generated. With the assumption that the vocal 
folds vibrate like simple elastic membranes, so that frequency is proportional 
to the square root of tension, and using the known non-linear relationship 
between tension and elongation for skeletal muscles, it has been shown that, 
to a first order of approximation, the logarithm ef F., is proportional to the 
elongation of the vocalis muscle. Data from real speech (Honda et al., 1980) 
support the analysis. 

Another implicatien of the non-linear stress-strain curve of muscle tissue 
was discussed. 

Titze: It should not be assumed that an increase in any aerodynamic 
variable operating at the larynx Wlll necessarily raise pitch. Indeed, an 
mcrease m volume flow rate accompanies decreased longitudinal stiffness of 
the vocal folds and under these circumstances increased airflow accompanies 
a decrease m E,. The empirically observed correlation between increased 
transglottal pressure drop and higher F0 is not simple to explain. The effect is 
mdnect. The higher aerodynamic forces on the vocal folds due to increased 
pressure drop result in increased amplitude of vocal feld vibration. This 
would not increase F0 if the vocal folds constituted a linear oscillator. A 
pendulum, or a child on a swing for example, has the same frequency of 
oscillation regardless o f  amplitude (over a limited range at least). But in the 
case of vocal feld tissue, increased deformatien is associated with greater 
mechanical stiffness.'As the amplitude of vibration of the vocal folds ih- 
creases the effective stiffness of the vocal folds increases also; for this reason 
F0 uses as transglottal pressure drop increases. Control of F0 is made more 
complicated by relaxation effects. After vocal feld stiffness has been sudden- 
ly increased, it declines gradually. 

The declinatien of FO contours in speech can probably be accounted f or by 
an observed gradual decrease in subglottal pressure. It is not necessarily 
possible to ascribe a fixed change in F., to a fixed change in pressure drop. 
SE,/SAP may well vary depending on the biomechanical state of the vocal 
folds. This is an example of the physiological variables interacting in rather 
complex wavs to determine acoustic results (Collier, see p. 440 in Cohen and 
Van den Broecke, 1983, with comments by Titze). 
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Ohala:Non species-specific biological explanatiens may be offered concer— 
ning pitch control. Some survival value may attach to the possession of 
rapidly operating mechanisms for both FO raising and also FO lowering, to 
exaggerate the animal’s body size, for instance. 

Löfavist: Cautien is needed in assigning functions to particular muscles. 
For example three kinds of articulatory actions may be used to make voicin g 
cease. The vocal folds can be widely abducted, or strongly adducted, or 

abruptly stiffencd. Interactions between vocalis and posterior cricoarythe- 
noid muscles may be just as important as the reciprocal activity observed fer 
interarytenoid and posterior cricoarytenoid muscles in the control of the 
acoustic feature :i: voice. 

Published research for natural speech (see, for example, Rothenberg, l973;‘ 
Gauffin and Sundberg, 1980) suggests that, within a ‘plateau’ region for 
phonation, the form of the total volume flow rate through the glottis varies. 

At the edge of the plateau, voicing dies away, for a variety of inimical 
articulatory and aerodynamic reasons. Covariation in the a.c. (acoustic) and 
d.c. components of air flow through the glottis implies that voice and 
aspiration sources covary. Published data for natural speech have been 
incerperated in a functional model for the voice source. with three control- 
ling variables: pressure drop, average glottal area and a vocal feld stiffness 
factor (Seui and Allwoed‚ 1983). 

5. Larynx - vocal tract physiological interactions 

With models, individual factors may be identificd and manipulated as they 
cannot be in real speech. For example, acoustic coupling and anatomical 
links between larynx and vocal tract can be dissociated. Modelling of acous— 
tic coupling alone gives variations of fundamental frequency with vowel type 
in the opposite sense to that of real speech so physiological links presumably 
give overriding effects (Guérin, Degyrse and Boä‚ pp. 263-277 in Carré et al., 
1977). 

The hyoid bone has been observed in continuous speech (see, for example, 

Betherel, 1975) and for isolated vowels (see, for example Rossi and Autes- 
serre, 1981). The forces acting on the hyoid bone were considered at the 
sympesium. Eight pairs of muscles are attached to the hyoid bone, and five 

pairs of ligaments er membranes: an astonishing number for this small bone. 
Through the geniohyoid, mylohyeid and digastricus muscles, the larynx is 
likely to be affected by jaw movements; and the larynx is connected to the 
tengue through the hyoglossus muscle pair. Even the soft palate is connected 
to the larynx, via the palatopharyngeus muscles, which attach to the laminae 
of the thyroid cartilage. 

Whereas it is generally accepted that longitudinal stretching of the vocal 
folds increases the stiffness and raises F„‚ the effects of vertical stretching are 
not so clear. Interestingly, the association between high FO and advanced 
tengue root with wide pharynx discussed by Honda, below, is in contrast to 
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the low Fo-wide pharynx association found by MacCurtain for Dinka (Mac- 
Curtain, 1983). 

Honda: Observed geniohyoid muscle activity associated with pitch raising 
and correlatiens between high Po and horizontal position of the hyoid bone 
suggest additional mechanisms for pitch raising besides intrinsic larynx 
muscle activity. The intrinsic pitch of vowels can be explained by the same 
mechanism of the laryngeal external frame function. The hyoid bone is 
pulled forward and downward by the geniohyeid and genioglossus (poste- 
rior fibres) muscle forces, the latter being the more important in reducing the 
anterior-posterior length of the tongue in high vowels. As a result of the 
hyoid bone Shift, the thyroid cartilage is rotated forward about the cricothy- 
roid joint, thus Stretching the vocal folds and raising FO. Tongue movements 
can influence vocal feld state indirectly (via the epiglottis) also. When the 
epiglottis is pulled upright as the tongue root moves forward, the aryepiglot- 
tic feld is stretched. Increased tension here may raise FO through increased 
stabilisatien of the arytenoid cartilages. But the (vertically) wide laryngeal 
ventricle seen for high vowels may perhaps net stiffen the vocal folds for two 
reasons: first, the vocal folds are not tightly coupled to the false vocal folds; 
secondly, the vocal folds are more compliant in the vertical direction than in 
the horizontal direction. 

MacCurlain: Because of the large number of muscle attachments, there is 
much redundancy in the positional control of the hyoid. For some speakers 
the cornu shifts horizontally. Different angles of tilt of the hyoid are seen for 
different voice qualities. 

Liberman: Emg activities f er geniohyoid and other extrinsic laryngeal mus- 
cles show a positive correlation with FO, especially in the upper quartile ofthe 
range. 

Fischer—Jargensen: Data published by Alfonso show that Fo variations for 
different vowels correlate better with the position of the jaw than with that of 
the tongue. 

6. Aerodynamics 

If the slowly changing (d.c.) components of air pressure and volume flow rate 
of air are considered separately from the acoustic (d.c.) components, these 
former are variables in an irreducible aerodynamic system comprising the 
whole respiratory tract. Since aerodynamics links actions to sounds, a single 
articulatory change results in multiple acoustic changes. With this approach, 
the average flow rate through the glottis reflects the articulation at the larynx 
and elsewhere. A less simplified approach would need to incorporate the 
effects of aerodynamic forces on glottal area directly. Average glottal area is 
not necessarily a good representation of vocal feld abduction—adduction. 
Modelling shows that where longitudinal stiffness of the vocal folds is 
increased at constant vocal feld setting and subglottal pressure, average 
airflow decrease; so that average glottal area derived from the aerodynamic 
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orifice equation would decrease (Titze and Talkin, 1979). This kind of effect 
needs to be taken into account if a model maps from average airflow onto the 
airflow waveform for the voice source. A sophisticated model of respiratory 
control needs to be developed. Should average subglottal pressure and 
glottal area be considered as two independent controlling factors er should 
average subglottal pressure, on the contrary, be treated as a dependent 
variable, to be derived from average glottal area combined with a lung 
volume control model (in which lung volume decrement or pressure in the 
alveoli of the lungs er nett expiratory force could be the independent varia- 
ble)? Models need to be able to explain why subglottal pressure falls during 
an utterance. 

7. The voice source and acoustic coupling 

The quasi-periodic waveform of volume flow rate at the glottis can be 
recovered for vowels in natural speech by inverse filtering. The complex 
shapes and structures of the vocal folds have been represented in a number of 
different ways in models. 

Flanagan described the two-mass model of the vocal folds. When each 
vocal feld was represented as a single mass the system was self-escillating but 
was unduly sensitive to vocal tract leading. Synthetic speech, obtained by 
coupling the two-mass model to  a transmission line model of the vocal tract, 
was demonstrated. This modelling was for speech synthesis, without the 
intention of duplicating fine physiological detail. With the vocal folds set to a 
suitable operating glottal area and with subglottal pressure applied, domi- 
nant acoustic effects of natural speech were produced (see Ishizaka and 
Flanagan, 1972). 

As articulatory synthesis of speech this research has remained unsurpas- 
sed. Other approaches to modelling have sought insight into the wide range of 
normal and abnormal vibration modes found in real speech. The vocal folds 
have been represented as many masses and springs, and as continuous 
viscoelastic media (see Titze, 1983). The vocal folds have been represented as 
a pair of beams (Perrier, 1982). It is hoped that this research may resolve 
some of the problems of commands for two-mass models, while providing a 
closer match to the complexities of the natural physiology (Guérin, pers. 
comm., 1982). The forces acting upon the parallel structures of the body and 
the cover of the vocal folds have been analysed by Fujimura (see pp. 271-288 
in Stevens and Hirano, 1981). 

Pant considered ripple effects seen in voice waveforms and skewing effects. 
The flow rate waveform is skewed relative to the glottal area waveform, with 
sharpening of the flow cut-off. Cut-off steepness is modified by the inclusion 
of frictional losses in the analysis. Since skewing of the airflow waveform is 
associated with inertance of air above as well as in the glottis, the skewing 
effect is different for different vowels. The effects have been modelled by 
Rothenberg (see pp. 305-328 in Stevens and Hirano, 1981). 
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Fujimura: It is interesting to consider whether the different pharynx shapes 
found for contrasting voice qualities (see MacCurtain, 1983) may influence 
the acoustic output in several ways which could be separated by modelling. 
Besides the different filter shapes, the voice source could perhaps be affected 
in two ways: through the physiological links of the external frame function of 
the larynx and in a direct, acoustic, way. 

Tizze: Yes, acoustic coupling effects would be expected: a large cross-sec- 
tion area in the lower pharynx, just above the vocal folds, reduces the 
skewing effect, while a constricted pharynx enhances it. 

Fant: In addition. differences of shape in the vestibule and lower pharynx 
may influence acoustic sources because of their effects upon the total pattern 
of airflow just above the glottis. 

8. Singing versus speech 

Sandberg: Trained singers are valuable subjects for research into larynx 
behaviour. The normal and natural way for speech and untrained singing is 
with a physiological emphasis. Covariations are allowed. For example, 
loudness and pitch generally rising and falling together gives a ‘natural’ 
effect. Singing, on the other hand, is oriented towards the side of perception, 
with more stringently controlled auditory goals. Singing demonstrates phe- 
nomena not found in speech, with more demands made on physiological 
control. For example, gastric and oesophageal pressure measurements show 
that the diaphragm muscle, found to be inactive in previous studies on 
speech, is active during professional singing. Muscle forces controlling mo- 
vement act faster in singing, giving more rapid changes in subglottal pressure 
than those found in speech (von Euler et al., 1983). The automatic results of 
physiological and acoustic coupling between the larynx and other structures 
may be unacceptable in professional singing. Singers often experience vowel- 
dependent difficulties in singing on a given pitch; these and other voice 
source effects which are revealed in singing need to be investigated further. In 
the course of their training singers probably learn to break up the habitual 
relationships between the voice source on the one hand and pitch and 
loudness on the other. Control of the voice source spectrum independently of 
loudness and pitch may not be required in speech but probably is important 
for opera singers. 

9. Inter-speaker variations 

Models ought to conform to physical constraints yet be capable of simulating 
different speaker types, whether the inter-speaker differences arise from 
anatomical and physiological differences or from the options selected. Apart 
from contrasts between speech and professional singing, two other aspects 
were discussed. 
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10. Voice source waveforms for women speakers 

Karlsson (Stockholm) showed voice waveforms obtained by inverse filtering, 
for four Swedish women speakers using a normal Fº range with normal and 
loud voice. There is a wide range of waveshape parameter values across 
speakers; greater than any inter-sex differences. 

Price: By contrast with Karlsson’s data, American women speakers gave 
voice waveshapes with a 40% shorter ‘closed’ fraction than those for men. 
The ‘closing’ time was three times as long for women, with a much more 
rounded ‘corner’. 

These differing results could possibly be ascribed to the techniques of 
inverse filtering used (from mouth flow rate with a Rothenberg mask for the 
Swedish data; from acoustic pressure for the American English). However, it 
may be that the differences are genuine cross-language ones, possibly reflect- 
ing different social attitudes and conditioning; or even simply inter-speaker 
differences. Much more emphasis on the analysis of women’s speech is called 
for. 

ll. Pathological conditions 

Hirano gave an account of pathological conditions of the vocal folds, inclu- 
ding paralysis, polyps and carcinoma. Each type of pathology creates its own 
kind of abnormal mechanical state for the pair of vocal folds with implica- 
tions for their modes of vibration. 

As acoustic and other accessible measures are related to specific patholo- 
gies, empirically based non-invasive assessment techniques will be develop- 
ed. Laryngograph waveforms differ for a small single area of vocal fold 
contact and for a small total area associated with numerous very small 
contact areas for rough surfaces (Fourcin, pers. comm., 1983). Acoustic 
analyses of speech outputs are being matched to histological examinations, 
so that changes in vocal fold cell structure may be inferred from acoustic data 
(MacKenzie et al., 1983). Within the descriptive framework of MacCurtain, 
some of the vocal tract parameters are likely to prove particularly relevant 
for the diagnosis of disorders of the larynx. . _ 

Hirano raised the question ofthe effect on source-filter acoustic interaction 
when there is no closed phase, as in some laryngeal pathologies. 

Fant: The increase in acoustic interaction between the supraglottal and 
subglottal systems affects resonance frequencies and bandwidths. The pro- 
blems of obtaining true glottal flow are increased, since frequencies and 
bandwidths must represent closed glottis conditions if inverse filtering is to 
be an exact inverse of the transfer from glottal flow to the speech wave. 

12. Quantitative phonetic descriptions 

In the time available, questions of appropriate phonetic features for the 
. 
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description of larynx behaviour in models and natural speech could not be 
considered in detail. 

Ladefoged reviewed the variety of approaches needed for larynx descrip- 
tions, from both physiological and acoustic bases. The vocal folds can be 
investigated as vibrating structures or as the voice waveshape, related to 
phonetic properties of the output speech. Material from a wide range of 
languages needs to be analysed. In some languages the phonetic properties of 
breathy voice and high F0, creaky voice and low Fo hang together; in other 
languages they ‘hang apart’ and are not found to be correlated. 

13. Conclusions 

The symposium offered a rapid scan and overview of a number of areas of 
research relevant for improved larynx modelling. Some of these areas merit, 
and are already the subjects of, more specialised discussion meetings. 

Acoustic and physiological data can be correlated with auditory phonetic 
descriptions, preferably for many different languages. The growing interest 
tn the analysis and synthesis of women‘s voices should be applauded and 
encouraged. Physical modelling of abnormal conditions of the vocal folds 
should assist acoustic differentiation of pathological states of the larynx. The 
valuable new tool of inverse filtering (whether from volume flow rate or from 
acoustic pressure) will provide voice source data. These real speech wave- 
forms can provide a means of assessment of outputs from vocal fold models 
and more natural source inputs for acoustic models of speech, whether for 
terminal-analog or for line-analog synthesis. Acoustically significant fea- 
tures of the glottal flow waveshape have been identified. These should be 
described quantitatively in future analyses, whatever additional parameters 
may be of interest to the experimenter. Future modelling can contribute to an 
increased understanding of turbulence noise source properties and of their 
interactions with the voice source. Acoustic modelling of interactions be- 
tween the voice source and the vocal tract filter is well advanced and the main 
factors seem to have been identified; the contribution of the subglottal 
acoustic filter is becoming better understood. There is a clear need for models 
of anatomical and physiological interactions between the larynx and supra- 
glottal structures, supported by physiological experiments on real speech in 
which acoustic effects such as Fo changes are recorded. Fink and Demarest 
(1978) have provided a possible appraoch to this kind of modelling. 

Unification of terminology must probably await increased understanding. 
Registers m speech. for example, may not correspond to those of singing (see 
Hollien, p. 487 in Cohen and Van den Broecke, 1983), but different voice 
qualities, phonation types and registers in speech need to be labelled audito- 
rily and related to vibratory patterns for the vocal folds (see Stevens and 
Htrano, 1981, p. 168). 
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SYMPOSIUM 4: Auditory Analysis and Speech Perception 

Chairman: A. Fourcin, London, United Kingdom . 

Panel members: A. Risberg, J.M. Pickel! and S. G. Revoile. R.]. Ritsma and 
J.W. Horst. J.L. Goldstein 

This symposium was divided into two clear parts. In the first, the five 
discussant5, who had contributed invited abstracts to the main programme, 
each presented a summary of their individual work and gave a further 
overview of its more general implications. 

In the second part, the general discussion touched on five main areas in 
which work on hearing has practical and theoretical boaring on human 
Speech processing. Several themes were common to both aspects of the 
Symposium. First, there was a bias towards the use of research with the 
hearing impaired as a means of better understanding the mechanism of 
normal hearing. Second, there was a general interest in models of hearing 
with special reference to frequency and temporal analysis and peripheral 
rather than cognitive processing. Third, the use of speech contrastive stimuli 
as an analytic - experimental - tool was discussed with particular reference to 
the use of recoded natural syntheses rather than complete natural speech. 

It is best to follow the logical rather than the temporal organisation of 
these various elements. 

Julius Goldstein gave a discussion of the possible mechanisms underlying 
our perception of voice pitch, and evaluated the broad ways in which a more 
Complete speaker—listener model would be influenced by these basic periphe- 
ral processing issues. The essential proposal is that voice pitch is mediated by 
a two- feld process. First, auditory filtering corresponding to what is experi- 
mentally found neuro-physiologically in animals (Kiang, 1965) and psycho— 
physiologically determined in man (Patterson et al., 1982), processes the 
Complex acoustic input. Second, auditory fibres close in characteristic fre- 
quency to this region of maximum place response then give a temporal 
pattern of activity which is used as an input to an ‘optimum‘ central proces- 
sor of fundamental frequency (Goldstein, 1983; Goldstein and Srulovicz, 
1983). Although temporal processing is, here, prominent in the last part of 
the peripheral sequence of operations this hypothesis does not rely on time 
Patterning as a primary basis for sound analysis. Indeed, in the overall 
discussion Hoekstra's work was often referred to as demonstrating the 
relative unimportance of any pitch mediating algorithm which did not rely 
on place analysis. The relevance of situations in which no place analysis is 
possible and yet temporal patterning elicits useful prosodic contrastive 
ability (Fourcin et al., 1983) was pointed out. ln normal listeners, however, 
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this temporal feature of auditory analysis may be of lesser importance in the 
developed adult. It was proposed, however, that it might be crucial both for 
the normally developing infant and for the congenitally hearing impaired 
(Fourcin, 1977). 

The general discussion went from these considerations relating to pitch to 
deal with timbre analysis and the relevance of different auditory models. In 
particular the ‘Stockholm’ zero crossing model was compared with Gold- 
stein’s (and, effectively, Sachs and Young’s 1982 ) model with particular 
reference to the possibility not only of analysing spectral prominences but 
also assessing gross spectral weighting. 

Current work in Stockholm has led to the ‘DOMIN’ model (Carlson & 
Granström, 1982) and whilst this has the desirable feature of delineating 
spectral prominences the point was made in the discussion that timbre effects 
coming from level variations within a spectrum were possibly not sufficiently 
well represented to cater for all phonetic contrasts. The trend, however, from 
a largely physical model to one which was substantially determined by 
observational parameters was considered essential to future progress - in 
work on both man and machine. 

The contributed papers by Ritsma and Horst (1983) and Pickett and 
Revmle (1983) related to speech processing by the normal and by the impair- 
ed auditory system. An essential implication of the auditory models discuss- 
ed immediately above is that a reduction in peripheral frequency selectivity 
will inevitably entail a corresponding impairment of speech receptive ability. 
Ritsma's presentation gave experimental evidence to show, however that essentially normal responses could be obtained even for the hearing impaired With a demonstrably degraded auditory filter bandwidth in quiet listening to 
a smgle formant changed in centre frequency with bandwidth as a control parameter. When the signal/noise ratio of the stimuli was degraded the difference between normal and hearing impaired listeners became appaient. The immediate conclusion to be drawn from these experiments is that ‘frequency selectivity primarily influences (the) speech-to-noise ratio and not (the) speech perception as such.’ In the broader context of this Symposium however, itemerges that it may be more accurate to postulate that frequency lseltectiViEy influencels the complexity of speech processing available to the is ener see particu arl the contrib ' ' - ' 1983 and by Fourcin, 1y983_ utions by Risberg, 1983, Pickett et al., 

Arne Risberg's contribution complemented the work presented by Ritsma and Horst in that he gave results relating another measure of frequency selectiVity to speech receptive ability for a range of hearing impaired subjects. Here, scores tended to be lower as selectivity decreased even though the tests were performed without added noise. The subjects with poor selectivity all complained, however, that especially in a nois situat' 
perception difficulties. Y lº“ they had Spºººh _ Risberg also discussed the relation between prosodic receptive ability and his (frequency modulated tone) assessment of frequency. Here, a fairly clear 

Auditory Analysis and Speech Perceprion 173 

correlation between low frequency discrimination ability and response accu- 
racy in stressed word identification test emerged. This finding was especially 
relevant to the topic of frequency versus temporal processing which was a 
central discussion theme and it seemed possible that, contrary to the case for 
normals as shown by Hoekstra (whose results were given special attention by 
several speakers), temporal processing might be basic to these findings (and 
this correlates with Fourcin’s report on the EPI group's work on electro-co- 
chlear stimulation with the totally deaf - where only temporal processing is 
possible - (cf. Fourcin et al., 1983)). 

Measurements of this type with congenitally hearing-impaired subjects are 
difficult to interpret, however, since response ability is conditioned by speech 
knowledge as well as sensory processing. 

Fourcin’s contribution (1983) was especially concerned with the selective 
use of simple minimal pair contrasts synthesized so that only a small number 
of acoustic elements were involved. Using auditory tests based on the interac- 
tive use of these stimuli it was possible to follow the course of speech 
acquisition in both normal and hearing- impaired children and to show that 
for different ages, and hearing abilities, different pattern aspects of the 
speech signal were of importance. The tendency being for temporal and low 
frequency components to dominate initially and to be reinforced by higher 
frequency constrastive information at later stages of development. This 
analytic use of speech material was also of value in speech aids and examples 
were discussed of the use of only fundamental frequency information in both 
acoustic and electrical stimulation prostheses. In each case quite substantial 
improvement was possible not only in lip-read receptive ability but also in 
speaking ability. 

These techniques seemed likely, in the future, to be of much wider applica- 
tions since they provide ways of training and assessment which are not 
otherwise available and link psycho-acoustic and phonetic levels of proces- 
sing. 

Pickett and Revoile (1983) presented the results of experiments in which 
natural speech was used as the basis of tests of speech perceptual ability in 
both normal and hearing impaired subjects. Initial and final voiced voiceless 
cognate consonantal contrasts were controlled, for example, in regard to 
frication; appropriate onset and offset transitions; vowel duration. Fairly 
consistent differences in overall response strategies were found between the 
two groups of listeners in regard to the use of durational and low frequency‘ 
speech pattern elements although some individuals showed marked diffe- 
rences in performance. This aspect of speech perception was emphasized also 

by Risberg and by Fourcin and for the latter arose from the intrinsic auditory 

nature of speech contrasts. When a number of potentially useful contrastive 

features exist - and this is always the case for normal speech - the listener must 
make a choice. The act of choice creates a feature sub-set which, whether 

synthesis modification of natural speech is used, may map quite differently 

from one subject to another, onto the information available in the stimulus 
presentation. 
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A final, but related, discussion topic concemed the d1men;tonah(t)ygiilä 
auditory representation of speecjh.80ne aag91gt;t)et ;):ggzs;d£ peeliärelem set of 

' h i ues cf. Pols an toop, _ _ _ _ 
222223i$5f3a3ures Ewhich would be relevant to the set of listeners mvte‘s:glglad 
ted. Another proposition was that the study of normal de_velop;nen ommt 
provide a basis for a specification and hterarch_tcal ordertng o tmp {ring 
features. Both of these approaches were recogmsed, however, as requboth 
contributions towards the better definition of the dmensrons from 
basic auditory processing and phonclogical constratnts. 
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SYMPOSIUM 5: Phonetic Explanations in Phonology 

Chairman: JJ. 0hala, U.S.A. 

Panel members: E. Fischer-Jargensen, K. Kohler, L. Goldstein 

]. Chairman’s opening remarks 

The purpose of this symposium is to demonstrate that aspects of the struc- 
ture and behavior of speech, i.e.‚ its phonology, can be explained by reference 
to phonetic facts. Although this is a position with a respectable history (Passy 
1890; Rousselot 1891; Grammont 1933) it has recently become controversial 
due to some well-articulated challenges which argue that there are important 
limitations on our ability to explain phonological facts (Lass 1980; Anderson 
1981; Ladefoged 1983). A few preliminary remarks may help to eliminate 
some misunderstandings and thus to channel the arguments on this issue into 
productive directions. 

First, it must be said that the commitment to search for explanations in 
any area of science is an act of faith. There is no guarantee that the search will 
be successful. In the history of science, failures to discover explanations are 
much more abundant than successes. Nevertheless, the appetite for under- 
standing the workings of the universe, i.e., to reduce the mysterious to the 
familiar, has been stimulated in us by the classical Greek philosophers. They 
believed that by the application of rational means of inquiry it was possible 
to penetrate the seeming chaos of the universe and to discover a system - 
some small set of primitive entities and principles - from which the behavior 
of the universe could be derived. Other philosophical stances are possible, 
e.g., a belief in the inscrutability of the universe, that humans should try to 
achieve a harmonious union with the world rather than try to dissect it or to 
force it to reveal its secrets. It seems to me there is no way to show that one of 
these philosophical positions is better than the other. Thus it seems fruitless 
to attempt by persuasion and argument to make an advocate of one of these 
views renounce their faith. 

Second, the explanations offered are partial explanations. As Hermann 
Paul (1880) noted, speech and language exist in three domains: the physical, 
the psychological, and the social. It follows that linguistic phenomena, like 
Virtually every interesting topic of scientific study, exhibit behavior that has 
multiple determinants. Our situation in phonology, then, is similar to that of 
the medical researcher who ventures to show a causal relationship between 
heavy smoking and lung cancer. Lets of factors undoubtedly contribute to 
the development of lung cancer: diet, life style, environmental factors, here- 
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dity, etc. The causal connection between smoking and cancer can only be 
established on a statistical basis where all these other factors have been 
controlled, conceivably by being neutralized by varying randomly over the 
sample studied. This is, in fact, one of the ways such epidemiological studies 
are done. Thus, faced with an individual who was a heavy smoker and had 
lung cancer, can the epidemiologist say that the person contracted lung 
cancer because of the smoking? Not with as much certainty as one can 
establish for a large sample but nevertheless with a probability that is high 
enough that people will act on his advice (by giving up smoking, for exam- 
ple). 

So, in our phonetically-based explanation for sound patterns we are on the 
safest ground when we find the same pattern in many diverse languages 
where the psychological and social forces vary in random ways. We can still 
offer plausible explanations for isolated cases but run a greater risk - an 
acceptable risk, many would maintain — of being wrong. 

The third point is to address Roger Lass’s (1980) criticism that the fact that 
we can‘t predict language change - sound change, as it concerns us — , means 
we are not a true science like the natural sciences such as physics and 
chemistry which are capable, according to him, of formulating deductive 
nomological (law-like) accounts of the behavior in their domain of interest. 
This claim is based on two misconceptions. Anyone who has ever done an 
experiment in a physics class knows that the measurements of phenomena 
never come out exactly the way the ‘laws’ say they should. This is true no 
matter how careful the operations are done. Physical laws, then, as many 
modern philosophers of science admit - and as the history of science demon- 
strates (where the laws get revised or replaced from time to time) - are a 
fiction. This does not mean that the theories of physics or chemistry don’t 
explain phenomena; they do, but, as mentioned above, they are partial 
probabilistic or statistical explanations. Furthermore the ability of the physi- 
cist, for example, to predict the future is on a par with linguists’ ability to 
predict the future. If a physicist were challenged to predict the trajectory of a 
billiard ball it would be necessary to impose a host of restrictions on the 
event: to specify that the ball would be hit (a social fact, as it were), how it 
would be hit (force, angle), the conditions of the respective surfaces of the 
stick, the ball, the table, the side cushions, etc., that there would be no air 
currents impinging on the ball, that the table would remain stationary (and 
not upset by an earthquake), etc., and even then the prediction would not be 
exact because ‘unpredictable’ factors almost always crop up, e.g., a piece of 
the ball being chipped away when it is hit. If a linguist had the luxury of being 
able to set down comparable conditions, e.g., monolingual speech communi- 
ty, no orthography, a listener learns the pronunciation of words from a 
single, non-redundant utterance, etc., then it might very well be possible to 
achieve some success in predicting language change. If physics and chemistry 
seem to do a better job at their predictions than linguists do, it may be 
because (a) their public relations effort is more intense, (b) they have been 
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practising their science for a longer time and hence have accumulated more 
useful knowledge, etc. I don’t think there are any inherent differences be- 
tween the disciplines in their potential for achieving deductively—based (but 
not nomological) explanations for phenomena. 

2. Summary of symposium papers 

As the complete texts of the symposium papers were printed in Cohen and 
Van den Broecke (1983), only brief summaries of these papers will be given 
here. These and the discussion which follows are paraphrased; use of first 

person pronouns does not indicate direct quotations. 
Ohala: Part of the ‘lore’ of phonology that has accumulated over the past 

two centuries or so has been an intuitive expectation for the favored direction 
of sound change. To the extent we can make give these intuitions an empiri- 
cal, phonetic base, we should be able to do a better job at reconstructing 
linguistic history. 

Sound changes of the sort, back velars > labials, e.g., Proto-Indo—Euro— 

pean * gwi-wo- ‘living’ (cf. English quick) > Greek bios, can be explained by 

the acoustic-auditory similarity of the two sounds. But this leaves unexplain- 
ed why the substitution is usually asymmetric, i.e., why labials do not often 
change to back velars. The answer, l suggest, may lie in the same perceptual 
factors which cause asymmetries in the confusion of letters of the alphabet in 
a visual identification task, where, e.g., ‘E’ is misidentified as ‘F’ more often 

than the reverse. Viewers may miss the ‘foot’ of the E and therefore report it 
as the letter which is graphically equivalent to the E minus the foot, i.e., an 

‘F’. Although when viewing an ‘F’ they might miss some of its features, too, 
these would not lead to an ‘E’ percept. Moreover, they are unlikely to ‘add’ 

missing features. Back velars may thus have some ‘extra’ acoustic feature 

which is absent in labials; failing to perceive this would lead listeners to think 

they had heard a labial, but labials would not be misidentified as back velars 
by the same process. 

Dissimilation, which operates in the reverse direction of the more common 

assimilation, is due, I propose, to the listener invoking - inappropriately - 

perceptual rules he has developed to discount the effects of assrmilation in 

speech. Normally these perceptual rules would operate to factor out non-dis- 

tinctive phonetic features, e.g., the anticipatory labialization of the vowel 
before a labial or labialized consonant. In the case of Latin /K‘"1'qk“'e/ > 
Italian /t_|‘inkwe/, listeners apparently took the labialization on the first 

syllable to be entirely a manifestation of anticipatory asstmilation to the 

Second /k/ and they therefore factored it out of their lexical representation of 

the word, which, of course, would be the basis for their pronuncration of it. 
Various bits of support for this hypothesis can be found in the circumstances 

under which dissimilation occurs as well as in some laboratory studies 

(Ohala, 1981). The subtle prejudice that exists against dissimilation - since it 

seems to contradict the more common and phonetically motivated process of 
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assimilation - can be dismissed: most assimilatory processes are the product 
of the speaker; dissimilation is the product of the listener ‘second guessing’ 
the speaker. 

Fischer-Jargensen: The traditional descriptive system for vowels, high vs. 
low, front vs. back, rounded vs. unrounded, and tense vs. lax, has usually 
been defined primarily in articulatory terms. This system has been criticized 
by Wood (1982), among others, for being articulatorily inaccurate or vague 
and for failing to account for certain interactions beteen vowels and conso- 
nants. Ladefoged (1980) finds a need for the traditional descriptive system 
but bases it on acoustic-auditory dimensions, not articulatory. I believe both 
of these views are wrong insofar as they discard the traditional articulatory- 
based system. Admittedly, the notion introduced by Daniel Jones (for 
pedagogical purposes) that it is the ‘high point of the tongue’ that is being 
described by these terms, ‘front, low’ etc., is open to criticism. But if we treat 
these terms as characterizing the overall location ofthe upper tongue surface 
with respect to the palate, then they are physiologically more accurate and 
they succeed, where the other systems fail, in giving an insightful characteri- 
zation of such sound patterns as umlaut and vowel harmony. In these latter 
two processes, moreover, tongue position behaves independently of lip 
rounding, which they would not do if these had only acoustic-auditory 
correlates. Certainly acoustic-auditory correlates for vowels are needed e.g., 
they play an important role in vowels’ role in sound symbolism (Fischer-Jar- 
gensen, 1978), but not to the exclusion of the quite useful traditional articula- 
tory correlates. 

Goldstein: It is a very old idea that the ‘seeds’ of sound change may be 
found in synchronic variation in speech. But since the sound changes that 
recur in unrelated languages proceed in certain favored directions, it follows 
that synchronic variation is also constrained in its directionality. A proper 
account of the latter can explain much about the former. I have explored this 
notion as it applies to (unconditioned) vowel shifts, about which the follow- 
ing two generalizations seem valid: front vowels shift only along the height 
dimension and back vowels along the height and the front-back dimension. I 
hoped to find the explanation for these patterns in the constraints on the 
conversion from articulation to sound. To do this I used a synthesizer which 
takes articulatory parameters as input, including one which specifies tongue 
body center. A variety of vowel types were synthesized and for each type, 100 
tokens in which the tongue body center was perturbed along a radius 2 mm 
from the target position for that vowel type. These perturbations were 
intended to represent the kind of variability vowels are subject to in normal 
speech. When plotted on the F, vs. F2 space, the spectra of these perturbed 
vowels showed that, as predicted, the front vowels’ acoustic perturbation 
was primarily along the ‘height’ dimension and the back vowels along both 
height and front-back. Central vowels showed no such directionality. 

Kohler: I wish to stress the need to introduce the time dimension into 
phonological analyses and to illustrate this by reference to the so-called 
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‘voiced- voiceless’ opposition in obstruents. Although usually thought of as 
an a-temporal feature at a static point in a segment chain I suggest that it is 
better characterized as a ‘fortis-lenis’ distinction which can be defined by a 
single physiological property: greater vs. lesser physiological effort and thus 
by faster vs. slower articulatory movements. This results in a host of measur- 
able phonetic differences: fortis consonants will have longer closure dura- 
tion, shorter VC transitions and longer CV transitions, etc.; lenis 
consonants, the reverse. All of these patterns can be illustrated in a detailed 
phonetic analysis of minimal pairs such as the German Ieiden vs. leiten. The 
shorter closure duration of lenis consonants may make actual voicing more 

likely. The longer closure of fortis consonants leads to a higher oral pressure 

and a passive cessation of voicing. Of course, voicing may also be actively 

controlled, and languages may differ in the ways they implement this opposi- 

tion. Sound changes of the sort p/b > b/ß, etc., suggest that the fortis-lenis 

opposition may be preserved in spite of being shifted on the fortis- lenis 

continuum. 

3. Discussion 

Fischer-Jargensen: (to Ohala) Why - in your paper: do you reject explana- 

tions for sound change based on ‘ease of articulation'? 

Ohala: It is a matter of research strategy. We know so little about the ‘effort’ 

involved in articulating sounds that it is a notion that is too easy to invoke 

and, frankly, it is a notion that has often been abused. We should exhaust the 

explanatory principles that are known and testable before usmg this ‘wnld 

card’. 

Fischer-Jargensen: (to Ohala) I think your account of dissimilation is an 

interesting one but I do not think it can explain all types of dissimilation, e.g. 

those involving n/l and r/l. In those cases too many similar sounds m a word 

-often these are borrowed words-— confuses the listener. 

Kohler: (to Ohala) I agree with that. Although I find it neat that you 

associate assimilation with articulation and dissimilation with perception, I 

do not think it can handle all cases. Examples of the sort French marbre to 

English marble seem to point to the articulatory difficulty of pronouncrng 

(what must have been) two rolled r in a short interval. 

Goldstein: (to Ohala) One thing I like about your approach is that, insofar as 

the directionality of sound change is explained, there IS no suggestion made 

that the later state is any better than the original, that is, that it somehow 

improves the language. 

Ohala: (to Goldstein) If you had specified a greater perturbation from the 
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vowel targets, say 3 mm instead of 2 mm, would you have obtained more fronting of the back vowels? 

Goldstein: A little more, but not an appreciable amount. 

Fischer-Jargensen: (to Kohler) The different rates of movement you found for fortis and lenis obstruents in VC transitions is quite well documentecl, but I'm not so sure about the CV transition. Why, in any case, should it be slower for fortis than lenis? The evidence for this when C is initial is at best equivocal and at worst does not support your claim. 

Kohler: Part of the basis for that claim was the finding by Öhman in 1966 of greater BMG activity in the lips following /b/ than /p/, however, I should perhaps have made a more careful distinction between initial CV transitions and those which are intervocahc. It was the latter that formed the bulk of my studies. 

Tore Jansen: Although I am in general sympathy with the purpose of this symposium, I am surprised at the title ‘Phonetic explanation in phonology’. This is a contradiction in terms: it is phonology that should provide generali- zations or explanations for phonetic facts. If phonetics and phonology do not always dovetail, it may be that the phonologist has di5regarded certain phonetic facts or that phonological theories are imperfect. But the basic facts, which need to be explained, are phonetic. Kohler and Fischer-Jorgensen offer solutions to the perennial problem of the relation between phonetic substance and phonological features. But trying to find a set of features which are universal, phonetically realistic, able to capture the distinctions made in all languages, etc., might be conflicting aims. A basic universal set of features may be possible but these will have to be supplemented by ‘extra’ features as needed. Ohala’s and Goldstein’s contributions are explanations for sound change, not strictly speaking, explanation in phonology. Phonologists often cite data from sound change but this data is at heart phonetic. Also, it should be kept in mind that what they address is sound change at the very initial stages. Subsequently sound change becomes embedded in the grammatical system of the language and its further progress depends more on morphology than ‘ phonology. A desirable (if long-range) goal for phoneticians working on sound change would be rank ordering of potential changes from more to less expected. 

, Lehiste: (to Kohler) I question your assumption that V + C is some kind of basic building block in phonological structure and acts as a whole in manifes- ting the fortis/lenis distinction. How would this accommodate fortis/Ienis distinctions in syllable initial position? 

« 
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Kohler: The pre-vocalic consonants behave in a different way from the 
postvocalic ones, so it will be necessary to give a different account for the 
former. 

Kenneth Stevens: Ä propos of Janson’s remarks, I think it can be said that 
phonetics has at least provided phonology with a set of distinctive features. 
What we are doing here today is trying to discover relations between those 
features. E.g.‚ there is a sense in which /u/ is a Iabial, in which /i/ 15 a eoronul 
or palatal‚ etc. We need to find out how one feature can help another and (in 
sound change) gradually take over for another. 

G. Heike: In accord with Kohler’s findings, 23 years ago} studied the 
German dialect of Cologne and found that in intervocahc posmon there was | 
no difference between stops in voicing, intensity of burst, or asprratton but 
they did differ in duration. Changing this duration by tape splrcrng could 
change a lenis stop into fortis. k ith 

Ä propos of Goldstein’s study, I would prefer to see more wor w 
dynamic articulatory models to answer phonologwal questions. The Get;rzan 
‘r’ in postwocalic position has many variants: from a uvular ml] to a g i  e. 
All variants have in common a dorso-velar closing gesture. The dynamic 
gestures in speech would make a better focus for phonologrcal theory than 
discrete segments. 

Björn Lindblom: (To Goldstein) Some work that Johan Sundberg and Idid 
some years back with an articulatory model also revealed an asymmebtry in 
the propensity of vowels to Shift along the front-back dmensron. We o serv- 
ed from X—rays that the physiological rest position has the tongue in a mor(e1 
or less front position. Thus when we made perrpheral vowels[1, e, a, (I), u] ar}: 
let them glide to  the neutral position, the front vowels changed a ong t e 
height dimension but the back vowels exhibited frontrng. 

René Gsell: On the subject of phonetic explanation for sound change, it 
should be noted that the essence of language is change. The code of the 
Speaker may differ from the code of the hearer and so there must be a shi ung 
between the realization of one and the identification of the other. Thus there 
arise allophones in synchrony which leads to phonological_change dmchrom- 
cally. But the selection of one variant as the norrn is a spe1al fact and cannot 
be explained phonetically. Phonetics only explams the birth of the variant, 
not its subsequent fate in the language. _ _ 

( to Ohala) The Shift of labialized velars to labials may be due to acousnc- 
auditory reasons but I do not agree that the Shift of palatahzed labials to 
apicals has the same explanation. 

Vicky Fromkin: From the title of this symposium I had hoped that there 
would be a great deal of discussion on phonology. ! think we ve had very 
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little discussion on phonology—only some aspects of phonology. There are 
some tremendously exciting theoretical approaches being proposed current- 
ly. It would be interesting to find out whether phonetrc ev1dence can be 1' ound 
for some of these, e.g.‚ metrical phonology and autosegmental phonology. 

Ohala: The evidence discussed for the spreading of features throughout a 
word does have relevance to  autosegmental notation. There is, in fact, qu1te a 
bit of phonetic literature already accumulated on this and other pomts which 
have a bearing on these newer approaches, e.g., Ohman (1966), but there 
seems to be little interest or attentron given to it by the proponents. The 
phonetic literature is quite vast and the data in it obtained through much 
hard work and ingenuity; it deserves to be mined for its phonological 
relevance. 
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SYMPOSIUM 6: Human and Automatic Speech Recognition 
Chairman: D.H. Klatt, Cambridge, Mass. U.S.A. 

Panel members: V. W. Zue, S.M. Marcus, M. Liberman. R. de Mari 

In general terms, the session sought to answer two broad questions: ( I) Do 
current speech recognition strategies have anything to tell us about speech 
Perception, and (2) can current theories and data concerning speech percep- 
tion guide and improve the performance of automatic speech recognition 
systems? The panel consisted primarily of scientists involved in building 
Speech recognition systems, although several panel members have also work- 
ed on problems in speech perception. The audience, on the other hand, was 
biased toward greater expertise in the areas of speech perception, as evidenc- 
ed by the questions asked during the discussion period. 

The Chairman began the—sessron by asking a number of fundamental 
questions. For example, is one of the first stages of the process leading to 
lexical hypothesization one in which a phonetic analysis is performed, or is 
the acoustic input matched directly with acoustic patterns for familiar 
Words? There are problems with either view. Performing a phonetic analysis 
means making decisions and discarding information that may have been 
useful at later stages in the process. The inevitable transcription errors that 
result are much harder to correct during lexical search. Furthermore, it is 

« difficult to specify the nature of a good phonetic representation - the best one 
is Perhaps so detailed that it is simply a recoding of the input rather than an 
information reduction transformation. On the other hand, if word percep— 
tion is direct, one has to account for Speaker differences and dialect diffe- 
rences when matching input with acoustic patterns for words, and one must 
invoke separate analysis procedures for novel words. 

Additional problems face builders of speech recognition systems and 
models of speech perception. Are some phonetic decisions easier? If so, 
Should one use these robust cues to narrow the search? Victor Zue described 
a s)’stem employing this approach. However, during the question period, he 
Was challenged on the performance of such a system (he said no data are 
available as yet) and on how to overcome an error in the initial partial 
transcription (he said lexical redundancy may permit detection and correc- 
tion of some errors). He was also asked whether such an approach is practical 
in continuous speech where there is less certainty as to the locations of word 
be8innings and endings. Zue responded that he was quite optimistic as to the 
feasibility of applying the approach to continuous speech. 

The potential advantage of search reduction via robust cues is that the 
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remaining lexical candidates may be distinguished in a sort of hypothesis- 
and-test verification scheme where the acoustic expectations can be narrowly 
specified because one is assuming a particular phonetic context. However, in 
the discussion, it was pointed out that the advantages of  verification can be 
achieved in a bottom-up fashion by precompiling this sort of knowledge into 
an acoustic decoding network for words and word sequences (e.g. LAFS). 
When a member of the audience asked exactly how this might be done, Mark 
Liberman pointed out the practical difficulties by supposing that one had a 
machine that stored the sentence response for every possible ten-second 
digitized waveform (i.e. the number of different responses would be two 
raised to the power of 10,000 samples/second times 8 bits/sample times ten 
seconds). While such a machine can be conceptualized, it will never be built 
within our universe. 

Renato de Mori described an elaborate system for speech recognition 
involving many levels of representation and multiple cues leading to deci- 
sions at any level. A member of the audience challenged whether this system, 
or any other speech recognition device, used strategies as complex as we 
know to be necessary from the literature on multiple cues to  phonetic 
contrasts (such as the voiced/voiceless distinction where Lisker has catalo- 
gued over a dozen distinct cues). The panel readily admitted that current 
systems do not approach the sophistication required to take advantage of 
this knowledge, in part because it is so difficult to program strategies that 
involve interacting decisions (a change at one place in the program has 
ramifications, often unexpected, at many other locations in the code) and in 
part because the various constants needed to  optimize such a strategy are 
usually not given and require incredible effort to discover from data. 

Mark Liberman stressed the importance of extracting an appropriate 
representation of speech in order to achieve better phonetic/lexical identifi- 
cation performance than has been obtained to date. He indicated that 
formant trajectories are good candidates, and that new strategies may result 
in improved formant-tracking performance, but that our knowledge in this 
fundamental area is still quite primitive. 

Stephen Marcus described an approach to speech recognition where words 
consist of unordered sets of spectral changes. He emphasized how remarka- 
bly well such a system works, meaning that spectral change (and/or phonetic 
change) is a concise summary of the most important aspects of the acoustic 
pattern for a word. However, he was quick to admit that this is not the 
complete story, and order information is needed to distinguish many words. 

A member of the audience, Adrian Fourcin, drew our attention to how the 
infant begins to understand language, and suggested that we might build 
machines that mimic this process. The panel was able to pick up on this point 
and stress how little we know about the role of learning (versus innateness) in 
speech perception, or how to implement strategies that tune themselves from 
experience as well as discover new rules from experience. 

A member of the audience, Mac Pickett, asked whether speech recognition 
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has progressed as a science to the point where devices could be built to be 
used as aids for the hearing handicapped. The panel was unanimous in 
concluding that the systems entering the marketplace have very limited 

capabilities, particularly with respect to dealing with many speakers or 

dealing with large vocabulary continuous speech. Only if a small vocabulary 
isolated word recognition capability was useful would it be worthwhile to 
mount an effort in this direction. 

Finally, a member of the audience, Karl Eric Spens, asked whether we 

should worry about the potential misuse of speech recognition technology, 
particularly in the area of surveillance and invasion of privacy. Mark Liber- 
man responded that the technology is too primitive, as yet, to be really 
concerned. However, it is clear that we, as scientists most closely tied to this 

technology, have a duty to  inform the public of the dangers as they arise, or 

before! _ 



Section Papers 



Section 1 
Acoustic Manifestations of Speech 



Die Hochdeutschen und Schweizerhochdeutschen Betonten 
Monophthonge 

A.K. Iivonen 
Helsinki, Finland 

]. Ziel der Untersuchung 

Als Teil eines Gesamtthemas über die regionale Variation der hochdeut- 
schen Vokalqualitäten Werden hier 15 hauptbetonte Monophthonge in eini- 
gen schweizerhochdeutschen und hochdeutschen Idiolekten auf Grund der 
F‚/F2-Representationen diskutiert. - 

2. Material, Sprecher, Formantenmessung 

Dreierlei Materialanordnungen wurden angewandt: 
]. Wörter vom Typ/tan/ (= Minimalpaare) wurden in dem Satzrahmen 

Sag nochmal. je 10mal wiederholt. Sprecher MR). Zehn Belege pro 
Vokaltyp wurden analysiert. 

2. Isolierte zweisilbige Wörter vom Typ /K(K)VK(K)9n/ wurden in Grup- 
pen von 12 Wörtern vorgelesen, wobei das erste und das letzte Wort aus 
dem Material ausgeschlossen wurden (Sprecher MM und AR). Fünf 
Belege pro Vokaltyp wurden analysiert. 

3. Isolierte Wörter desselben Typ, wie in 2 wurden so vorgelesen, dass eine 
deutliche Pause zwischen den Wörtern verlag (sonstige Sprecher). Fünf 
Belege pro Vokaltyp. 

Der erste Versuchtyp wurde angeordnet, um zu zeigen, wie gross die Vokal- 
variation in den Wiederholungen desselben Wortes im Satzrahmen ist und 
wie die Konstellation der Vokale in Minimalpaaren auf der F l/F2-Karte 
aussieht (vgl. Iivonen, 1982). Die zweite Materialanordnung und die entspre- 
chende Analyses zeigten, dass eine Reduktion der Vokalqualität deswegen 
möglich ist, weil die Versuchsperson ihre eigene Sprechgeschwindigkeit beim 
Aufzählen der Einzelwörter bestimmen kann (s. unten). Im dritten Versuch 
zeigte der Versuchsleiter dem Sprecher in einem Aufnahmestudio einzelne 
Zettel in gemischter Reihenfolge. Auf jedem Zettel stand ein Versuchswort. 
Zwischen den Wörtern wurden dabei Pausen gelegt, um den Sprecher zu 
veranlassen, während der Pause zu atmen. Wegen der Unterschiede in den 
Versuchs-anordnungen sind nur die Resultate der Sprecher GT, RT, HPS, 
US und SZ völlig vergleichbar. 

Der lnstruktion nach sollten die Gewährsleute formal, doch natürlich 
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sprechen. Sie wurden gebeten, Hochdeutsch zu sprechen, aber" einen Stil 
anzuwenden, den sie selbst in einer realen Situation benutzen wurden. Alle 
Sprecher waren Akademiker (s. Tabelle der Personalien). _ _ _ 

Die Zeitfunktion der Wörter wurde durch einen A/D-Konverter digitali- 
siert, in einem Mikrocomputer gespeichert und der FFT-Analyse unterzogen 
(s. Karjalainen, 1980). Der zeitliche Mittelpunkt der Vokale wurde bestttnmt 
und ein 30 ms langes Segment wurde um den Mittelpunkt herausgewählß 
Für dieses Segment wurde ein FFT-Kurzzeitspektrum bis 4000 Hz berechnet 

(dazu wurde ein Hamming-Fenster benutzt). Die Formanten F„ F; und F; 
wurden mit dem Kursor auf dem Bildschirm lokalisiert und ausgemessen, 
wobei die eventuelle Asymmetrie des Formanten mitberücksichtigt wurde. 
Hinter der Motivierung dieses Verfahrens liegt eine Reihe von Vorversuchen 
(u.a. Iivonen, 1982, 1983). Die auf Grund von fünf Belegen pro Vokaltyp 
gewonnenen Mittelwerte der Formanten F, und F2 wurden auf einem Koef- 
dinatensystem mit logarithmisierten Skalen aufgeführt (s. Abb. 1 und 2; 
Viereck = lange, Kreis = kurze Vokale). 

Die Vokale des Sprechers MR sind jedoch abweichend behandelt word“?- 
Sie wurden mit der LPG-Methode in Kiel (Institut für Phonetik der UniverSl- 
tät Kiel; s. Iivonen, 1982) analysiert, und ihre Mittelwerte wurden von 1° 10 
Belegen pro Vokaltyp berechnet. 

Die phonetisch-phonologischen Zeichen der Abbildungen entsprechen 
der normativen Notation (Mangold und Grebe, 1971; Kohler, l977:176)- 
nicht den tatsächlichen phonetischen Werten der Sprecher. 

3. Resultate 

In der heutigen Forschungslage können wir kaum mit Sicherheit die idiolek_- 
talen Züge vom Mundarteinfluss auf Grund der Formantenkarte unterschei- 
den. Die Normalisierung des Vokaltrakteffekts ist auch noch nicht 
befriedigend gelöst. Wenn aber viele idiolektale Formantenkarten vorliegen! 
können wir durch Vergleich die relativen Positionen der Vokaltypen feststel- 
len und auf Grund der Unterschiede und Ähnlichkeiten der relativen Positio- 
nen zwischen den Idiolekten Schlüsse ziehen, ob die Ähnlichkeiten innerhalb 
je einer regionalen Sprechergruppe als regionale Züge interpretiert werden 
können. 

Das Schweizerhochdeutsche unterscheidet sich bewusst vom Hochdeut— 
sehen. Eine völlige Übereinstimmung mit der ‘Hochlautung’ ist also nicht zu 
erwarten (vgl. Boesch, 1957, Panizollo, 1982). 

Auf Grund der Abbildungen 1 (Hochdt.) und 2 (Schweizerhd.) scheinen 
besonders folgende Einzelheiten interessant zu sein: 1. der Zug gespannt/ungespannt der langen/kurzen Vokale, 2. die Lage des F‘ in der Reihe /i, y:‚ u:/, 
3. die Lage des F. in der Reihe /e:‚ a:, o:/, 
4. die Lage einiger einzelnen Vokaltypen, d.h. die des e:/ in bezug auf /e:/, des /a:/ in bezug auf /a/, des /0:/ in bezug auf /Y/ und des /0/ in bezug auf die beiden a—Vokale. 
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Abb. ]. Elfi-Repräsentation der Vokale der hochdeutschen Sptecher. M = Mann; F = Frau; :| 
= lange Vokale; o = kurze Vokale. 

Die norddeutschen Sprecher GT, RT und MM realisieren den Unterschied 
Peripher/zentral sehr deutlich. Die gespannten (langen) Vokale bilden ein 
Peripheriesystem auf der Formantenkarte, während die ungespannten (kur- 
zen) Vokale eine zentralisierte Position annehmen und deswegen ein ge- 
schrumpftes System bilden. Dasselbe gilt auch für die mitteldeutschen 
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Sprecher MR und AR. Bei MM kommt der Unterschied in der geschlossenen 
Reihe nicht so deutlich zum Vorschein. Meine Interpretation ist jedoch,dass 
die ziemlich offene Lage der /i:, y:, u:/ bei MM durch eine Reduktion der 
Qualität bei hoher Sprechgeschwindigkeit während der Aufzählung der 
Einzelwörter erklärbar ist. AR hat dagegen die einzelnen Wörter viel langsa- 
mer und deutlicher gesprochen. 

Die schweizerdeutschen Sprecher weichen voneinander und von den sons— 
tigen Sprechern ab. US macht keinen grossen qualitativen Unterschied 
zwischen den langen und kurzen Vokalen, sondern scheint mehr nur die 
universelle Tendenz zu verfolgen: die kurzen Vokale sind etwas zentralisier- 
ter im Vergleich zu den langen Vokalen. In der Literatur wird behauptet, dies 
sei ein genereller Zug im Schweizerdeutschen (z.B. Keller, 1961:44). SZ 
produziert jedoch einen deutlichen Unterschied zwischen den Vokaltypen in 
den Paaren /e:, e/, /n: m/ und /o:, a/, weil ihre Reihe /e:, a:, o:/ ziemlich 
geschlossen ist, Teilweise handelt es sich nicht um eine Zentralisierung, 
sondern um eine F,-Distanzierung: der Öffnungsgrad der _Yokale eines 
bezüglichen Paares (z.B. /y:, Y/) variiert. Teilweise wird der Offnungsgrad 
nicht bedeutend getroffen, sondern der Formant F; (/u:, U/). 

Bei HPS ist die Konstellation der Vokaltypen auf der F‚/F‚-Repräsenta 
tion sehr symmetrisch und er kommt nahe den hochdeutschen Sprechern. 
Die Zentralisierung ist bei den meisten kurzen Vokalen deutlich (sogar bei 
/a/). /a:/ und oe/ sind aber sehr nahe beieinander (weil /a:/ des HPS 
ziemlich offen ist). 

Die Vokale /e:, a:, o:/ sind bei den schweizerdeutschen Sprechern US und 
HPS ziemlich offen, während die anderen Sprecher diese Reihe halbgeschlos- 
sen produzieren. 

Was die Lage des /s:/ angeht, kann man vier verschiedene Möglichkeiten 
feststellen: 
l. /e:/ und /e:/ sind qualitativ praktisch gleich (RT), 
2. /e:/ und /a:/ unterscheiden sich voneinander nach der Standardnorm 

(GT, MM HPS, SZ), 
3. /8/ liegt zwischen dem /e:/ und dem normativen /8/ (AR) oder 
4. /e:/ wird ‘zu offen’ realisiert (MR und US), so dass eine Hyperartikula- 

tion schon vorliegt (MR, phonetisch [ae]). 

Die Vokale /a/ und /a:/ sind bei den meisten Versuchspersonen qualitativ 
ähnlich. Nur US ist eine Ausnahme: seine a-Vokale liegen wesentlich weiter 
hinten (F; = ca. 1000 Hz). Auditiv haben seine a-Vokale ausserdem einen 
labialen Charakter, so dass sie besser durch das Zeichen [0] angegeben 
werden könnten. Die exzeptionell hohen Werte des F2 seiner Vokale sind 
Wahrscheinlich durch seine kleine Statur (und deswegen durch seinen kurzen 
Vokaltrakt) erklärbar. 

Die Vokale /o:/ und /Y/ haben bei den Sprechern GT, RT, MM, MR und 
SZ beinahe dieselbe Position. Weiter voneinander liegen diese Vokale bei 
AR, HPS und US. 
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Besonders zu beachten ist, dass bei den nördlichsten Sprechern GT u;d 

RT die Lage des /o/sehr nahe den a-Vokalen liegt. Bei_RT ist die F1; 1; 
Repräsentation aller drei Vokale praktisch identisch. PIC Kurzzellsped_“t 
zeigen jedoch, dass die Intensität des F2 in /a/ systemattsch domrmeren if , 
während F; /a/ und /a:/ dominiert. Auditiv (nach meiner eigenen W_a ‘" 
nehmung) sind /a/ und /0/ des Sprechers jedoch unterschredlrch. Dies?! 
Umstand scheint nachzuweisen, dass die F,/F;—Repräsentatton mcht_volltg 
imstande ist, die systematische Vokalqualität zu zeigen. F, betrug "‘ / a 
2603 in /a:/ 2509 und in /a/ 2564 Hz im Durchschnitt. 
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Temporal Control at the Utterance Level in German 

K.J . Kohler 
Kiel, FRG 

]. Introduction 

In German, the duration of a stressed syllable is inversely related to the 
number of the following unstressed syllables in a rhythmic foot structure 
(Kohler et al. 1982, Kohler 1982), not to the total number of following 
syllables in the sentence, as was suggested by Lindblom and Rapp (1973) for 
Swedish, This tendency is constrained by articulatory complexity (Kohler 
1982) and by a ceiling effect in the number ofsyllables, more than two having 
little influence. Temporal adjustment within the foot is both left-to— right, as 
a function of the number of unstressed syllables, and right-to-left, as a 
function of the complexity of the stressed syllable (Kohler 1982). Further 
factors that might influence the stress-timing of German are (1) F0 (e.g. in 
EINe geZEIGT vs. EINe gezeigt), (2) utterance-final position (e.g. in er zeigt 
EINe/E1Nige vs. er wird EINe/E1Nige zeigen), (3) complementary right-to- 
left adjustments between two feet, depending on the length o f the  first one 
(e.g. zeigen in EINige zeigen vs. EINe zeigen), (4) coarticulation (e.g. articula- 
tory control in -e before be- vs. -e before ge-), (5) word structure (e.g. in EINe 
ge— vs. EINige) (About the use of capitals see below.) 

2. Experiment 

To investigate the hypotheses concerning these factors a production experi- 
ment with the following sentences was run: 
a. er zeigt EINe/E1Nige 
b. er wird EINe/E1Nige ZElGen/beNENNen (zeigen/benennen) 
c er hat EINe/ElNige geZEIGT/beNANNT (gezeigt/benannt). 

Capitals indicate sentence stresses‚ realised as falling pitch nuclei on the last 
capitalized word in each sentence and as level or rising pitches about the 
starting points of the falls on the preceding capitalized word. Each of the 18 
sentences was typed on a separate card, and these cards were randomized. 
Two speakers (the author, KK and CW Q, phonetically naive) produced the 
whole set 11 and 10 times, respectively. Microphone and laryngograph 

.(Fourcin) signals were recorded simultaneously on a two-track Revox A-77 
_. tape recorder (l9 cm/s) in the Studio of the Kiel Phonetics Department. The 
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following sections of the audio time signals were determined and measured the lips are not involved in its production; this does,_however, not apply to with the help of the DISPLAY programme (Barry et al. 1982): stem ein; first the dorsal gesture. On the other hand, be is always longer than ge because unstressed syllable e/i; second unstressed syllable ge in einige; prefix be, ge. the distance the articulators have to move from the closure into the vowel The end of each utterance was located either at the disappearance of . is shorter for ge. In the sequence EINige ge- the first geis longer than the periodicity (zeigen, nennen, eine, einige) or at the beginning of the stop release second because the elevation of the dorsum is more sluggish than that of (zeigt, nannt). The data of each speaker were subjected to ANOVAs with ‘ the apex. CW begins this slowing down of the movement even as early as 
fixed effects. _ the vowel preceding the first ge: i is longer than in EINige be-, which is in 

i turn compensated for by a shortening o f  EIN, according to the negative 
3‘ Results correlation between stem and ending (cf. Kohler 1982). This adjustment is 

: also found in KK’S EINe be-/ge-, resulting in a highly significant duration !. F0 :. difference of EIN, complementary to that of e which is in turn comple The items with double stress have longer durations of EIN than the mentary to that of be-/ge-, with temporal equalization at the word level corresponding single-stressed ones in both speakers and in all cases. EIN"° 3—way ANOVAs ofthe EIN duration in the whole corpus (except for final 5- Word structure EINe/E1Nige) with the factors ‘word eine/einige’, ‘unstressed syllable In the data set ‘ElNe geZEIGT (gezeigt)/E1Nige ZEIGen (zeigen)’ two- after eine/einige’ and ‘stress’ yield a high significance for ‘stress’ in both .: way ANOVAs for the dependent variable ‘duration of the stem ein' show speakers. A rising F0 (CW) or a high level one (KK) accompanies this 3 high significance in the main effects ‘stress‘ and ‘word boundary’ for both 
t1ming difference. speakers and no significant interactions for KK. The same applies to 

2° Uttefa“°° final position ‘duration of eine/eini-’,where CW, too, has no significant interactions. Final EINe/E1Nige are considerably longer (in all their syllable compo- -‚ Neither speaker has a significant duration difference in the first unstressed nents) than the non-final counterparts (Le. single-stressed and with no syllable. There iS thus a clear tendency in b0th speakers “> signal the pr efixe5 following). TWO-Way AN 0 VAs with the factors ‘word eine/enige’ different word structures in durational patterns. This is further supported and 'sentence posrtion’ snow high significance for the latter in all the by a slower Fo fall for EINi- of EINige zeigen vs. EINe ofElNe gezeigt in dependent variables and in both speakers. both speakers. 3. Right-to-left adjustments 
InKK‘s data there is a negative correlation between the duration of final : 4° Discussion zeigen or zeigt er NENNen or NANNT and the duration of the preceding f°_°‘ 35 determined by the complexity OfEINe vs. EINige. This is in accord The timing of utterances in German is controlled at a number oflevels. The 
Wlth the finding5 from several speakers including KK referred to in tendency towards foot isochrony manifests itself not only in the well-known 
Kohler (1982). In this corpus the temporal adju5tmem between two feet “ phmomenon of weak forms but also in a foot-internal negative duration does, however, show a combined influence of ‘stress‘ and ‘ vowel quanti- adjustment according to the articulatory complexity of the beat syllable and ty’: a long vowel is more expandable under stress than a short one and a to the number of unstressed syllables following it. Coarticulation further 
5h0" vowel iS less reducible under lack of stress than a long one sothat in influences this temporal organization by producing duration effects which 
these cases the timing control by the duration of EINe/E1Nige is less enter into the negative intra-foot correlations and may thus have repercu5- 
effective. CW has no such temporal regulation in this material although ' sions over quite long signal stretches. Temporal compression is, however, 
S_he showed it in the data of Kohler (1982)_ The mechanism behind this limited by the complexity of the articulatory movements to be carried out in 
rlght-tO-left adjustment of succeeding feet is Obviously a tendency to— segmental types and in their combinations. If no elision occurs the regular 
wards foot isochrony, subsequently correcting deviations caused by too foot timing cannot be maintained beyond these constraints. Isochrony rs 
complex articulations (cf. also Lehiste 1980). further disturbed by E„ by utterance position and by word structuring. On 

4« Coarticulation the other hand, the principle still manifests itself above the foot level in 
The unstressed vowel before be is shorter than before ge. TWO-way ANO- negative inter-foot adjustments which compensate post hoc for rhythmic 
VA$ for the main effects ‘stress‘ and ‘following syllable be/ge’ on the final ‚ deviations. There is thus strong support for a stress-timing structure inter- 
vowels Of EIN€ and EINige, re5pectively‚ prove ‘be/ge’ to be highly ' vening in German between chains of syllables and utterance prosodies. significant in both speakers. This difference can be explained by coarticu- lanon: the labtal closing movement is initiated during the vowel because 
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Fl Locus and Place of Articulation 

M. Pettorino and A. Giannini 
Napels, Italy 

]. Introduction 

The aim of this research is to verify if the F| locus has a distinctive function in 
relation to the place of articulation of the consonant. The locus theory, 
formulated in the fifties by Cooper, Delattre, Liberman, Borst and Gerstman 
(1952) and Delattre, Liberman and Cooper (1955) on the basis of research 
with synthetic speech restricted to the labial, dental and velar steps, was 
formulated in order to account for the fact that in a CV context all the 
transitions of the second formants of the vowels tend to one point on the 
frequency scale as a function of the place of articulation of the consonant. 
The F, transition, on the contrary, is connected with the manner of articula— 
tion of the consonant, because it always shows the same rising trend for all 
the CV contexts depending on its voiced character. The onset of this transi- 
tion is fixed at about 240 Hz but in order to  get the best degree of perceptibili- 
ty of the three consonants under consideration, this value can be lowered on 
the frequency scale. We must notice that notwithstanding the restriction to 
the labial, dental and velar places of articulation, Delattre (1955t773) and 
Stevens and House (1956z584) tend to generalize, the former affirming that 
the locus of the first formant is at 240 Hz ‘for all the voiced steps”, the latter 
fixing F , locus at zero Hz ‘for all stop consonants’. 

According to the acoustic theory developed by Chiba and Kajiyama (1958) 
and Pant (1960) these statements are explained by the fact that these places of 
articulation occur in proximity to an anti—node of velocity, all of them taking 
place in the oral cavity. In particular Pant (19601210) finds that F, decreases 
if the oral constriction is narrowed, in accordance with the statements of the 
above mentioned works, but on the other hand, that Fl increases if the 
constriction located in the posterior half of the vocal tract is narrowed. 

From the mid-sixties a series of studies tend to criticize Delattre’s observa- _ 
tions about F, transitions, because in these studies no unique locus for every 
consonantal class is found. In particular Öhman (1966:167) underlines that 
‘the terminal f requencies of the formants in VCV utterances depend not only 
on the consonants but on the entire vowel context“, so he concludes that ‘the 
stop-consonant loci are, therfore, not unique'. In our opinion this conclu- 
sion is not justified because the apparent plurality of loci, found by spectro— 
graphic analysis of eal speech, is only the effect of the plurality of places of 
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articulation within the same consonantal class. However, the distinctive 
function of Fl transitions, as cues of manner of articulation has never been 
questioned. These experimental studies have been confined to the functional 
role that the oral articulations play inside the systems of western languages. 
However, a language system having a large variety of pharyngeal and glottal 
articulations, as for instance Arabic, allows the verification of the impor- 
tance of Fl transitions for the identification of the place of articulation of the 
consonant. 

2. Analysis 

The spectrographic and radiographic data gathered in our previous study 
Giannini and Pettorino (1982) on Iraqi Arabic showed that the shifting of 
place of articulation from the velarized dental /1/ to  the pharyngealized 
dentals /tds;/ is reflected by the raising of F, locus from 250 Hz to 600 Hz, 
whereas F2 locus remains in both cases at 1000 Hz. Furthermore, the differ- 
ence between the uvular fricatives /hg/ and the pharyngeal fricatives /h‘/ 
correlates with the raising of the Fl locus from 500 Hz to  1000 Hz, whereas F; 
locus remains at 1400 Hz in both cases. 

The spectrographic analysis shows that the articulation of / ‘/ is realized as 
a voiced pharyngeal fricative only in an intervocalic context and as a voi- 
celess stop in other phonological contexts. This is also noticed by A1 Ani 
(1970) but, even though he associates /‘/ with the glottal stop /’/ ( 1970: 59), 
he purposely avoids to define the place of articulation of /‘/ (1970: 62). 1fwe 
compare the spectrograms of /‘/ with those of the glottal stop, we can notice 
that they are articu'lated differmtly because even though both of them are 
voiceless steps, they show a very different trend in the formant transitions. In 
fact, the formants of a vowel next to a glottal stop, that is a vowel with an 
abrupt ending or beginning, have neither positive nor negative deviation 
from the target value of the vowel. As regards /‘/ , however, both F, and F: 
show noticeable deviations, whose points of convergence have been spectro- 
graphically located at about 1100 Hz and 1500 Hz, respectively (Fig. 1). Fl 
locus at about 1100 Hz is related to a constriction occurring in the proximity 
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FIG.1 F1 and Fa loci  of /‘/ 
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FIG.2 

Of the node of velocity that is at the glottal level; F, locus at about 1500 Hz rs 

related to a constriction occurring at a point intermediate between a node 

and an anti-node of velocity. As shown in Fig. 2 these acousuc data, from an 

articulatory point of view, correspond to a constriction occurring at_2.5 cm 

above the glottis. The closure must be effected, therefore, by the ep1glottrs 

which, lowering on the arytenoid cartilages, closes the laryngeal openmg, it 

is, in other words, a laryngeal stop. The acoustical and rad10graphrc data of 

this study confirm the hypothesis formulated by 1.aufer and Condax (1979) 

Who, from a fibroscopic analysis, assert that /‘/ rs not characterized by the 

retraction of the root of the tongue towards the posterior wall of the pharynx 

but by the action of the epiglottis acting as an artrculator. 

3. Conclusions 

In Conclusion, our data show that there is a fixed relation_between_F, locus 

and place of articulation but that is is arbitrary to give to this acousttcal cue_a 

specific distinctive function, as this function varres in relation to the pair 

under consideration. However, the case of /‘/ shows that if we limit our“ 

attention to a single articulation, avoiding any reference to parrs constrtut;d 

a Priori, both F, and F2 loci come out to be indrspensable elements fort  e 

identification of the place of articulation of the consonant. 

References 

Al Ani, S. (1970). Arabic Phono/ogy. The Hague. 
Chiba, T. and Kajiyama‚ M. (1958). The Vawel. II: Nature and Structure. Tokyo.952 s 

Cooper. F.S.. Delattre, P.C.‚ Liberman. A.M.. Borst, J.M. and Gerstmanz.4L.gé;l606). ame 

exl:'eriments on the Perception— of Synthetic Speech Sounds. ln: JASA, . - . 



204 Acoustic Manifestations of Speech 

Delattre, P.C.‚ Liberman, AM. and Cooper. ES. (1955). Acoustic Loci and Transitional Cues 
for Consonanls. In: JASA, 27, 769-773. 

Fant, G. (1960). Acoustic Theory of Speech Production, The Hague. 
Giannini, A. and Pettorino M. (l982). The Emphatic Consonants in Arabic. In: SLR IV. Ist. 

Univ. Orientale, Napoli. 
Laufer. A.  and Condax, LD. (l979). The Epiglottis as an Articulator. In: ”PA, 9. 50-56. 
Öhman. S.E.G. (1966). Coarticulation in VCV Utterances: Spectrographic Measurements. In: 

JASA, 39, 151-l68. 
Stevens, K.N. and House, AS. (1956). Studies of Formam Transitions Using a Vocal Trac! 

Analog. In: JASA. 28. 578-585. 
“

&
.

 



The Influence of Voice Sound Level on the Duration of French 
Long Vowels 

D. Rostolland et C. Parant 
Paris, France 

]. Introduction 

De nombreux travaux ont déjä été consacrés aux variations de la durée 
vocalique (revues bibl. in Pant et Tatham; 1975, Di Cristo; 1978, Rossi 
1981). Cette durée est une grandeur parfois difficiie ä mesurer et souvent trés 
difficile a interpréter, car les variations temporelles sont régies par des 
facteurs issus de domaines d’analyse variés: acoustiques (bruit ambiant), 
physiologiques (habitudes articulatoires, niveau, débit) et linguistiques (ä 
l’échelle d’un phon‘eme, d’une syllabe‚ d'un met, etc.). Les travaux publiés 
concernent généralement la voix parlée au niveau normal et la langue an- 
g1aise. En présence de bruit le niveau de la voix peut étre tr‘es supérieur, ce qui 
entraine des modifications acoustiques et phonétiques (Rostolland, 1979 et 
1982). 

Dans une étude récente, nous avons cherché l’influence de l‘effort vocal 
sur la durée des voyelles br‘eves (Rostolland et Parant 1983). Nous présentons 
ici les résultats concernant les voyelles suivies des constrictives les plus 
a1longeantes. Nous cherchons dans quelle mesure la durée augmente, par 
hypoth‘ese, avec le niveau vocal. L'ouverture de la voyelle et le point d’articu— 
1ation de la consonne subséquente sont considérés comme 2 paramétres. 

2. Méthode 

Des séries de monosyllabes sont prononcés a 4 niveaux sonores: voix nor- 
male (N1), forte (NZ), tr‘es forte (N3) et voix criée (N4). Cés niveaux de parole 
correspondent a des niveaux de bruit que le sujet entend au moyen d’écou- 
teurs. Les mots sont du type C] V C2 et places en position accentuée dans une 
courte phrase. On a choise C1 = /k/, V = /a,i/ et C2 = /v 2 3 r/. A chaque 
niveau, on enregistre le sujet qui prononce en tout 20 fois chacune des 8 
phrases mais qui ne répéte a la suite que 2 phrases identiques. On mesure les 
durées sur des tracés logarithmiques‚ sonagraphiques et osciliographiques. 
La comparaison de ces 3 techniques permet de lever les ambiguités dans les 
cas de segmentations difficiles. 
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3. Résultats 

Chez les 2 sujets S l  et SZ, les differences de durée de la voyelle /a/, dues au 
niveau sonore d’émission, sont significatives entre NlN3 et N3N4. En for- 
cant la voix, la durée de /a/ augmente jusqu’au niveau de la voix très forte et 
en criant la durée diminue, sauf avec /r/ chez Sl .  Mise à part cette consonne, 
la variation de durée est comparable chez Sl  et S2 (les durées de /a/ sont plus 
longues chez SI, de 10 ms). 

Les differences de durée de /i/‚ dues au niveau, sont significatives entre 
N2N3 et N3N4 mais pas entre NlN2 (sauf avec /r/ chez SI). Forcer la voix 
augmente la durée de /i/ entre la voix forte et la voix très forte avec, ensuite, 
une diminution tr‘es nette au niveau crié, comme avec /a/. La variation de 
durée est comparable chez SlS2, mais la diminution à N4 est plus marquée 
chez S2 (les durées de /i/ sont plus longues chez Sl,  de 35 ms). 

La comparaison des durées de /a/ et /i/ a un niveau donné montre que 
chez SZ /a > V a NN2N3 et /a = i/ a N4. Pour SZ, on observe donc un 
regroupement des dureés vocaliques, en voix criée. Chez S 1/ a = i/ à NlN2 et 
/a < i/à N3N4: il n’y a pas de regroupement des dureés à N4. 

En ce qui concerne les differences de durée dûes à la consonne finale, on 
observe que chez Sl SZ et pour /a‚i/ : 
— aux 4 niveaux, /v/ est la moins allongeante et les effets de /z 3/ sont très 
voisins sauf chez S l  avec /i/, à NlN2. 
— à N4 les durées sont identiques devant /v z 3/. Elles sont plus longues 
devant /r/ , sauf chez S l  avec /i/ où le regroupement a lieu pour l’ensemble 
/v z 3 r/. 
- à N3, les effects de /z 3 r/ sont tr‘es voisins sauf chez SZ avec /i/ où /r/ est la 
plus allongeante. 
Chez S l  et aux 4 niveaux, la consonne la plus allongeante est /z/‚ avec /a/ et 
/i/ sauf a N4 avec /a/ et les effets de /z‚r/ sont identiques avec /i/ sauf à Nl. 

Chez SZ et aux 4 niveaux, la plus allongeante est /r/ avec /a/ et, surtout, 
avec /i/. Le tableau donne la durée moyenne en ms, de /a,i/ devant /v z 3 r/ 

' aux 4 niveaux d’émission. Les valeurs sont arrondies à l’unité la plus proche. 
Les dispersions sont < 10% dont 78% des cas pour S l  et dans 91% des cas 
pour SZ. 

Niveaux N l  N2 N3 N4 

/a/ /i/ V/a/ /i/ /a/ /i/ la/ /i/ 

S l  /v/ 224 240 253 245 267 276 229 261 
/z/ 254 275 281 295 298 318 242 283 
/3/ 259 258 288 264 292 302 24 1 272 
/r/ 233 256 269 281 283 31 1 281 275 

SZ /v/ 236 205 249 210 257 231 209 193 
/2/ 249 224 253 237 274 258 202 209 
/3/ 260 229 262 240 278 256 21 l 201 
/r/ 269 257 272 267 290 283 225 227 
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4. Discussion 

On sait que la durée intrinsèque d’une voyelle augmente avec son ouverture 
ou sa tension. La durée dépend aussi du mode phonatoire de la consonne 
suivante: par exemple, les voyelles accentuées sont en général plus longues de 
25 à 35% devant les consonnes voisées (House et Fairbanks, 1953; Denes, 
1955; Peterson et Lehiste, 1960; House, 1961; Klatt, 1973). Même en voix 
parlée normale, la durée est un indice difficile à interpréter car plusieurs 
causes agissent en sens contraire: une voyelle ouverte est plus ouverte lors- 
qu’elle est brève et une voyelle est d’autant plus tendue qu’elle est fermée 
et/ou longue (Durand, 1946; Delattre, 1966; Carton, 1974; Di Cristo, 1980; 
Rossi, 1981). 

C’est à propos d’une étude de la force d’articulation consonantique, que 
Delattre s’est intéressé à la durée vocalique. Devant l’impossibilité de mesu- 
rer objectivement et directement cette force d’articulation, une méthode 
indirecte a été proposée par cet auteur. Etudiant les consonnes en fin de 
syllabes accentuées fermées (terminant des groupes rythmiques de longueurs 
voisines), Delattre a émis l’hypothèse que la durée de la voyelle précédent la 
consonne était un indice de la force d’articulation consonantique. Avec la 
voyelle / a/ , Delattre a mesuré des durées comprises entre 116 et 428 ms. Les 
voyelles br‘eves sont suivies de consonnes sourdes et les longues de consonnes 
sonores: /p t k/ < /b d g/ et /f s I/ < /v z 3/. Le mode d’articulation 
influence la durée vocalique dans ce sens: /p t k/ < / fs  Il et /b d g/ </v z 3/ 
mais le lieu d’articulation ne semble pas jouer un role important (p = t = k). 

Delattre aurait, le premier, établi une relation entre l’effort nécessaire pour 
articuler la consonne C2 dans des mots C 1 V C2, et la durée de V: la voyelle 
s’abrège par un effet d’anticìpatìon de l’effort articulatoire subsequent. 
(Delattre 1939, 1940, 1941, 1962). Ces travaux repris par Belasco (1953) et 
Malécot (1955) conduisent à remplacer l’ancienne division entre consonnes 
fortes, abrégeantes /p t k/ et faibles, allongeantes /v z 3 r/ par une division en 
3 et 5 groupes et même 8 (p t k, f l ,  n s m I, b d g 13,j, V3, z, r). La cause 
elle-même de l’allongement vocalique n’est pas absolument claire: s’agit-il 
d’un seul facteur, la force d'articulation consonantique ? ou de trois facteurs, 
le voisement, le mode et le lieu d’articulation ? (Belasco 1953, House et 
Fairbanks 1953, Lehiste 1970, MacNeilagc 1972). 

En voix parlée normale, et en francais, Delattre (1939) a mesuré avec la 
voyelle /s/ devant /v z 3 r/ des durées comprises entre 370 et 420 ms. Devant“ 
les spirantes sourdes et les occlusives sonores, /e/ mesure 220 et 270 ms. Di 
Cristo (1980) a trouvé pour /a/ et /i/ devant /z/ des durées de 215 et 185 ms. 
Devant les obstruantes sourdes, il trouve avec /a/ des durees de 88, 121 et 155 
ms selon le corpus utilisé; les valeurs correspondantes pour /i/ sont de 72, 96 
et 122 ms (la durée de /ì/ devant /v z 3/ serait de 108 ms). Pour la langue 
anglaise, nous avons effectué de nombreuses comparaìsons mais nous n'indi- 
querons ici que les valeurs extrêmes du tableau comparatif: devant /v z 3 r/  
les durées de /o, ae, o/ vont de 304 a 400 ms, et celles de /i/ de 183 a 360 ms 
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(House et Fairbanks 1953, Peterson et Lehiste 1960, House 1961, Sharf 1964, 
Harris et Umeda 1974, Klatt 1973 et 1975, Umeda 1975). 

Très peu de travaux concernent la durée des voyelles émises à des niveaux 
supérieurs a celui de la voix parlée et les méthodes expérimentales sont trop 
différentes pour permettre des comparaisons quantitatives. De manière 
qualitative, nos résultats confirment ceux de Hanley et Steer (1950) et de 
Fónagy (1980) qui ont trouvé un accroissement de la durée entre les niveaux 
N1N2N3. Fònagy avait déjà observé une limitation des durées à haut niveau 
(vers N3). En rapprochant la présente étude de celle que nous avons faite sur 
la durée des voyelles brèves, on voit apparaitre l’influence de facteurs liés soit 
à l’articulatìon de la voyelle elle-même, soit à la coarticulation consonanti- 
que subséquente. 

4.1. Durée intrinseque: niveau et ouverture vocalique (¡acteurs internes) 

L‘hypoth‘ese de départ - allongement avec augmentation de niveau - est 
vérifiée entre N1N3, pour S l  et SZ/a,i/ (l’augmentation relative de durée est 
plus importante pour les voyelles br‘eves — 28% de Nl - que pour les voyelles 
longues - 14%) mais pas entre N3N4, puisque la durée diminue au niveau 
extreme (de 7 a 16% de N3). 

L’ouverture vocalique entraîne généralement une augmentation de durée 
(/a > i/), pour les voyelles br‘eves, chez S l  et SZ. Entre N1N2N3, l’augmenta- 
tion est de 22,5% chez S1 et de 27,5% chez SZ. A N4, les durées de /a/ et /i/ 
sont identiques. Pour les voyelles longues, et entre NlN2N3, on note une 
augmentation plus faible chez 52 (8,5%) et même une diminution chez S l  
(3,5%). A N4, on observe un regroupement des durées de /a/ et /i/ chez S2, 
mais cette tendance n’apparait qu‘avec /r/ chez Sl .  

4.2. Durée extrinsèque: mode et lieu d’articulation consonantique (¡acteurs 
externes) 

On consid‘ere ice l’effet cumulé du voisement et de l’ouverture consonanti- 
que. A Nl, /a/ devant /v z 3, r/ est plus long que devant /p t k /  de 45,5% chez 
S l  et de 68% chez S2. Entre N1N2N3, les augmentations sont de 41 à 54%, 
respectivement. A N4, les augmentations sont moindres: 37 et 36%. Avec /i/ - 
on trouve des augmentations plus grandes: à Nl, 74, 5% chez S l  et 102% chez 
SZ et entre N lN2N3, 79 et 81% respectivement. A N4, les augmentations sont 
moindres: 48 à 34%. 

L‘influence du recul du lieu d’articulation, chez Sl  et S2, est plus impor- 
tante pour les longues que les brèves: a Nl, les rapports '3/v' sont de 12,8% 
avec /a/ et de 13, 2% avec /i/ tandis que les rapports ‘k/p’ sont de 8 et 4,5%. 
A NlN2N3, les rapports moyens sont 10,5 et 14,5% (longues) et 8,5 et 7% 
(br‘eves). A N4, les rapports seraient plus petits pour les longues (3 et 6,5%) 
que pour les brèves (7,5 et 9%). Les valeurs maximums de ces pourcentages 
d’augmentation — en fonction du recul du lieu d’artìculation - sont: 15,6% 
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pour les longues (3/v chez Sl  à Nl avec /a/) et 17% pour les brèves (k/p chez 
S l  a N4 avec /i/). Si l’on considère le rapport ‘r/v’, le maximum est 27% 
(chez S2 a N2 avec /i/). Aux 4 niveaux, la consonne la moins allongeante est 
/v/ , la plus allongeante étant soit /z/ (Sl)soit /r/ (S2). Nous ne trouvons pas 
que l’influence du lieu d’articulation soit faible (House et Fairbanks 1953) ou 
négligeable (House 1961) mais trouvons que la durée vocalique est plutôt 
proportionelle au recul du lieu d’articulation (Lehìste, 1970; MacNeilage, 
1972). 

La présente étude confirme des résultats que nous avons obtenus avec les 
brèves, en particulier le fait que la durée diminue à haut niveau. Tout se passe 
comme si le sujet anticipait un effort articulatoire non plus à l’échelle des 
phonèmes mais à celles des mots. Des expérimentations sont en cours afin de 
vérifier certains résultats avec plus de locuteurs. 
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Bavarian -a- Vowels: Experimental Investigations on the 
Comparability of the First Two Formants and of Phonetic 
Transcriptions 

Klaus G. Schweisthal, Stephan Forstner, Kurt Ketten 
Munich, PRO 

1. Object 

In contrast to the current Standard pronunciation of German it is a noticea- 
ble characteristic of several Southern Bavarian dialects that there are no 
central —a- sounds in monophthongs. 

Gn the other hand one can postulate a front phoneme /a/ with at least tw0 
variants [a], [ae], and a back phoneme /n/ lacking in Standard German 
which has about four allophones [o], [z], [o], [u]. This situation led us to 
hypothesize that the back variants in stressed syllable position occur only “‘ 
words which have been in the language since the time of Old German Of 
Middle High German, while the front variants in stressed syllable position 
occur only in later words e.g. loan words and foreign words in a way similar 
to the relatively late occurrence of the i-Umlaut in Bavarian dialects. 

2. Method 

2.1. Word List Used in the Tests 

Three groups of twelve nouns all containing the letter -a- in stressed syllable 
posrtron and also occurring in Standard German were selected, mainly from 
"“ Bay°"s°h°s Wörterbuch' (Schmellerz 1872-1877, 1973). In the first 
$'°“P the twelve nouns were first recorded in the Old High German period, 
i81'2ä second "‘ the Middle High German period, and in the third from 
shi ex aeml'lllgh Gferman onwards. Each group had six examples of long -a- and 
m t P eso Sh0ft -a- ( in the standard pronunciation). A further require“ 

en on the list was that the mdividual words could be combined to form 18 
39ml_>ounds ex15tmg m Standard German. Furthermore it was necessary to 

rstr1bute expected front variants (short and long) systematically OVGr the 
ii;st and the second position in the compounds, for example ‘NagellaCk, and ax1fahrer , Garagenwagen’ and ‘Lampenkabel’. 

2.2. Recording of the Speech Data 

In 0 - far ;‘3°;Lz;äuce the rnlluence of Standard spoken and written language ” 
e we used plc“”° Puzzles as an elicitation technique. The 
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compound had to be guessed and spontaneously uttered from the pictures of 

the individual parts (eg. the picture for ‘Nagel’ - nail, then the picture for 

‘Lack’ — varnish, and then the compound ‘Nagellack’ - nail varnish). The 

compounds had to be uttered in the standardized context (‘Das ist ein 

glaub’ ich’ - this is a I guess) in order to avoid list effects and to keep the 

accentuation reasonably constant. 
Requirements for the Native Speakers: Born in the village where the 

recording was made; had spoken the dialect since childhood; no lengthy 

absences from the region; no higher education; dialect spoken as a matter of 

course at home; more than 30 years old. 

Eight male speakers from Upper Bavaria; four speakers from the south 

and four from the north. 

2.3. Digital Data Processing 

The recordings were digitalized (sample rate 20 KHz) and segmented using 

a segmentation routine available on the Institute's PD? 11/50. Five consecu- 

tive pitch periods were segmented individually from the central portron of 

the -a-vowel in the individual words and in the compounds. An analysrs 

program then calculated the fundamental frequency, the first three formants 

with their bandwidths and the length in milliseconds. For the production of 

the test material a waveform manipulation program was used to double 

every period because we imagined that a sequence only five periods long 

would be too short for a transcription to be possible. 

2. 4. Transcription 

Each new sequence of ten periods was presented five times to the subjects 

over loudspeakers. The subjects (all trained listeners) were instructed to note 

tOtlgue-height and tongue-p05ition (front - back) on two scales With seven 

steps each (Fig. 1). 

2.5. Cambined scales 

A system of coordinates was tried out. On the ordinate the seven steps ofthe 

transcription used for the evaluation oftongue-position and at the same nme 

the measured values of F; are entered. _ 

The abscissa shows the seven steps of the transcription of tongue-hetght 

_ and at the same time the measured values of Fl (Fig. 2)- For the definition Of 
the formant scale we followed suggestions of Ungeheuer (1962) and Ladefo- 

ged (1971). We restricted ourselves to the vowel system forming the subject °f 
our investigation. For each speaker the average of five Fl/FZ measurements 
was entered on the system of coordinates, together with the average trans- 
cription results of ten trained listeners. The areas enclosed by the dashed lmes 

were assigned the corresponding transcription symbols. In this way we also 

obtained a readily understandable aid for courses in expenmental Ph°“°t‘cs° 
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3. Results and Discussion 

3.0. To date a representative sample of 16 words from the total 36 (and thus 
eight of the 18 compounds) from five of the eight male speakers have been 
analysed. The speakers all had average fundamental frequencies between 100 
and 120 Hz. 
This gave a total of 160 -a-productions. The percentages given below relate to 
this total. 

3.1. The following average formant frequencies were assigned to the trans- 
cription symbols on the basis of the combined scale: 

[ae] 550/1650; [a] 680/1500; [a] 640/1250; 
[a] 530/1250;‘ [0] 650/1000; [:>] 550/ 900; 
[o] 450/ 850; [u] 410/ 800. 
Comparison with Delattre’s (1965) formant charts shows that the Bavarian 
F; values for front -a- realisations are much higher than the Standard 
German values, while the F. values of the back -a- productions are generally 
somewhat higher. The relatively low F, values for [u] can be explained by the 
influence of nasalization. 

3.2. Complete agreement between measured and heard results was found in 
78.2% of the cases. A difference of one step along the tongue-height scale was 
found in 18.3% and a one step difference in tongue-position in 32%. If one 
combines [a] and [ae] (Delattre 1965) the number of complete agreement 
rises to 885%. The rate of agreement could probably be improved still 
further by calibrating each speaker’s formant scale on the basis of the 
formant values for his individual neutral vowd [a]. 

3.3. In only 25% of the cases [et] was measured and was transcribed in 4.3%. 
Most of the occurrences of [a] were in the test word ‘l-larfe’ - harp (three 
Speakers) which is attested as early as the Old High German period. Centrali- 
zed [2] was measured and heard in 2.5% of the cases especially in the second 
position of the compounds (secondary stress). 

A total of 95% of the test words were categorized on the basis of the 
measurements and transcription as either front or back. _ 

Running counter to the hypothesis -a- in ‘Kafl'ee’ received a back realtsa- 
tion in all cases (18 X [a] and 2 X [D]). The hypothesis would predtct an 
[a]-realisation since “Kaffee” has entered the language relatively late. The 
reason for the discrepancy is probably that it has been psychologrcally 
domesticated by daily use. 
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Über akustische Faktoren der Distinktiven Perzeption im 
Deutschen 

L. Valaczkai 
Szeged, Hungary 

]. Einleitung 

In der vorliegenden Studie wird die Perzeptionsrelevanz der Frequenz, der 
Intensität sowie der Bandbreite von Formanten der deutschen akzentuierten 
Vokale auf Grund der distinktiven Oppositionen erörtert. Die Untersuchung 
erstreckt sich auf die Bewegungstendenzen der Frequenzwerte von F „ F2 
und F3 als akustische Faktoren der distinktiven Opposition; ferner auf die 
Reaktionen der Grundfrequenz, der Intensität und der Bandbreite von For- 
manten auf diese Bewegungstendenzen. 

2. Die Formanten. 

Die Rolle der Formanten in der akustischen Perzeption wird unterschiedlich 
eingeschätzt. Ladefoged und Broadbent (1957: 98-104) bezweifeln die Identi- 
fizierung der Vokale lediglich auf Grund der absoluten Frequenzwerte. Otto 
von Essen (1966: 155) hält einen von zwei Formanten ‘für die Erzielung einer 
vorgegebenen Vokalfarbe’ für ‘unbedingt notwendig‘, ‘der andere rundet 
den Klang nur ab, sättigt ihn’ Wängler (1976: 20) spricht zwar die Wichtig- 
keit der ersten beiden Formanten nicht expressis verbis aus, jedoch teilt er die 
F requenzw€rte der ersten beiden Formanten mit. Nach Lindner (1969: 
172-173) ‘haben nicht alle Formanten gleichen Informationswert. 

2.1.Bewegungstendenzen von Frequenzwerten der Formanten (Hz) 

2.1.1. Die Tendenzen von F . 
/i:/ 272 —— /e:/ 398 -* /e:/ 623 - /o:/ 850 
/I/ 436 —° /e/ 509 -° /0/ 702 
/y:/ 272 —— /a:/ 390 
/u:/ 281 -* /o:/ 445 — /u:/ 850 
/U/ 354 —— /o/ 500 
/o/ 500 - /a/ 702 

Die jeweiligen distinktiven Oppositionen sind auf Grund der senkrechten 
Bewegmg der Zunge, und in Verbindung damit des Kiefers, von oben nach 
unten zusammengestellt worden. Die Bewegung des ersten Formanten zeigt 
in den Reihen distinktiver Oppositionen eine eindeutig stergende Tendenz. 
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Abb. l. Die spektrale Verteilung der Formanten. 

2. 1.2 Die Tendenzen von 1“, 
/i:/ 2245 _ /e:/ 2425 -— /e:/ 2000 - /a:/ 1286 
/I/ 2590 -° /s/ 1838 _ /a/ 1409- 
/y:/ 2056 -- /o:/ 1797 
/Y/ 1818 - /a:/ 1613 
/u:/ 747 - /o:/ 852 -— /a:/ 1286 

Die Tendenz der Werte von F, ist nicht so eindeutig wie die von F.. In den Oppositionen der ersten vier Reihen ist sie fallend, in der fünften Reihe stei- gend. 

2.1.3. Die Tendenzen von F, 
/i:/ 3575 - /e:/ 2975 -— /e:/ 2772 
/I/ 2954 -° /e/ 2863 -° /a/ 2590 
/y:/ 2511 -° /0:/ 2404 
/U/ 2681 —- /a/ 2648 
/o:/ 2618 _ /a:/ 3136 

Die Tendenz der Werte ist in den ersten vier Reihen fallend, in der fünften steigend. Die Bewegungstendenzen der Werte von F2 und F3 stimmen in diesen Oppositionen überein. 
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Das proportionale Verhältnis der Werte der Formanten 

Laut Fl : F2 Fl : F3 

/i:/ l : 9,3 I : 13 
/e:/ 6 7,4 
/e:/ 3,2 4,4 
/I/ 5,9 6,7 
/s/ 3,6 5,6 
/a/ 2 3,6 
/u:/ 2,6 ' 
/o:/ 1,9 5,8 
/0:/ 1,5 3,6 
/U/ 3,2 7,5 
/a/ 1,7 4,9 
/y:/ 7,5 9,2 
/a:/ 4,6 6,1 
/Y/ 4,1 6 
/o:/ 3,7 5,9 

Die Frequenzbereiche des ersten Formanten von /i:/ -— /y:/ und /I/ - /Y/ 
sind gleich, und im Falle von /e:/ — /o/ ist der zahlenmässige Unterschied so 
gering, dass er ausser acht gelassen werden kann. Trotzdem stehen diese 
Vokale in distinktiven Oppositionen, deren Grundlage man also in der Ent- 
fernung und im Unterschied der anderen Formanten sehen kann. Durch 
diese Feststellung wird die Auffassung bestätigt, die die oppositionelle 
Grundlage der akustischen Perzeption vor allem in der spektralen Verteiling, 
im proportionalen Verhältnis der Formanten sieht. 

3. Intensität und Bandbreite 

Der Zusammenhang zwischen der Frequenz und der Bandbreite der For- 
manten wird ebenfalls unterschiedlich beurteilt. Nach Tarnóczy und Vicsi 
(1975: 341-342) erhöhen sich die Werte der Bandbreite parallel zur Erhöhung 
der Frequenzwerte. Fujimura und Lindquist (1971: 541) haben dagegen eine 
solche Regelmässigkeit nicht gefunden. Aus unseren Untersuchungen geht 
folgendes hervor: Die Werte der relativen Amplitude sowie der Bandbreite 
reagieren zwar schwach auf die erörterten distinktiven Oppositionen, trotz- 
dem kann ein Zusammenhang den Bewegungstendenzen der Werte der Fre- 
quenz, der Intensität und der Bandbreite der Formanten nachgewiesen 
werden, wenn auch die Tendenzen der Werte der Intensität und der Band- 
breite nicht so eindeutig sind wie die der Frequenzwerte der Formanten. Zur 
Ermittlung von klaren Tendenzen müssen Messungen auf einem umfang- 
reicheren sprachlichen Korpus vorgenommen werden. In der folgenden 
Tabelle bezeichnen Al  und A2 die Intensität von F, und F2, Bl und B, die 
Bandbreite von F ‚ und Fz. 
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Werte der Intensität (dB) und der Bandbreite (Hz) 

/a:/ /o:/ /u:/ /e:/ /e:/ /i:/ 
A. 13,5 24 27 18 20 123 
B, 63 79 90 100 100 0 5 
A, 14 14 14 14 10 - . 
B, 138 - - 93 100 63 

Sowohl in der dunklen als auch in der hellen Oppositionsreihe ze1gen d1e 
Werte von F, eine fallende, die Werte von A1 und B , eine steigende Tendenz. 
Zwischen F. einerseits, Al und B1 andererseits besteht also 111 den Bewe- 
gungstendenzen der Werte ein umgekehrtes Verhältnis. In der dunklen 
Vokalreihe ist die Tendenz von F; fallend, in der hellen Reihe stergend. DIC 
Werte von A2 sind in der dunklen Vokalreihe gleichbleibend, in der hellen 
Reihe fallend. Die Werte von B, ergeben in der hellen Vokalreihe eine leicht 
fallende Tendenz. Die zuverlässige Beurteilung von A, und B, bedarf "0011 
einer weiteren Untersuchung. 
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An Analysis Method for High Quality Formant Synthesis 

P. Badin and G. Murillo 
Grenoble, France 

1. Introduction 

Presently there are in France several laboratories cooperating in a Speech 
Communication Research Group (GRECO) that is supported by the French 
National Scientific Research Center (CNRS) and that is working on the 
constitution of a data base of French sounds. Within this framework, our _ 
aim is to carry out an analysis on a corpus of French sounds, in order to 
generate high quality synthetic speech. 

Nowadays, a relatively large number of commercially available systems 
produce very intelligible speech. However, even if this speech is quite easy to  
understand, it is not very difficult to detect its synthetic nature. Moreover, it 
becomes more and more clear that the quality attained is not much improv- 
ing anymore. 

The great progress realized up to now in synthetic speech quality has been 
essentially based upon research using perception criteria: the acoustic cues 
contributing to sound perception have been determined exclusive from test 
veriiications of a priori hypotheses. The famous ‘locus’ theory developed at 
Haskins Laboratories (Delattre, 1958), for example, was elaborated from 
Perception tests of synthetic speech rather than from objective measures on 
the loci’s values. Even if the synthetic sounds generated by the Pattern 
PlaY-Back were mediocre, this approach permitted considerable progress in 
phonetie knowledge. In fact, this work had been principally focused to 
determine the cues which allow us to perceive one sound as phonetically 
different from another one, regardless of its relation to production phenome— 
na. 

Since the elements contributing to speech quality are highly complex, and 
because the equipment employed was rather rudimentary, we consider that 
this approach is not adequate for research on speech quality and naturalness. 
Besides, the properties of sound perception are not yet mastered: because of 
this, perceptual compensation or masking effects caused that some acoustic 
cues are not important for intelligibility — but that might be important for 
quality - could be disregarded. Moreover, in order to easily mampulate the 
SYmhetic sounds, it is very important to possess reliable references: a product— 
ion model and the results of an objective analysis. 

We believe that, in order to generate very high quality synthetic speech, we 
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must propose a more fundamental approach which takes into account the 
speech ‘production’ aspect, since this is the only way to point out all the 
acoustic details that might be important from a perceptual point of view. We 
define a production model and we go back to the classical Analysis-by-Syn- 
thesis method proposed for the first time by Bell et al. (1961), but we use more 
elaborate tools for the analysis and for the comparison as well as for the 
synthesizer. 

2. Method 

1. Analysis-Synthesis method principle 

The method's goal is to carry out an accurate analysis of natural speech, 
usrng a production model. We shall distinguish two levels: the structure of 
the procedure (i.e. the algorithm surveying the set of operations) and the 
strategy for its use. 

a. Analysis-Synthesis structure 
We use the classical Analysis-by-Synthesis scheme: we aim to determine the 
evolution of the production model's control parameters that will permit us to 
obtain synthetic speech as close as possible to the original. 

The algorithm is divided into two steps: 
1. The first one consists of an automatic analysis of the original signal. Poles, 

bandwidths, Fº and signal energy are computed. Besides that, sonagrams 
and DFT of the signal are drawn; finally a graphic display of the speech 
waveform is also made available; 

2. The second step is a feedback procedure: starting from the data acquired 
in step I, the evolution of the synthesizer control parameters is determin- 
ed; the synthetic waveform is computed and compared to the original in 
order to edit again the control parameters. This procedure is repeated 
until a correct result is obtained. The comparison is threefold: time, 
spectrum and perception-wise. Parameter acquisition and editing are 
done by means of an interactive graphic program. 

b. Strategy 
It is clear that parameter acquisition and correction cannot be done for all 
parameters in one single step because of their large number. Once we have acquired the basic parameters (energy, Fº, formants and bandwidths), a first synthetic waveform is computed. This signal may be redrawn on outline, based on data in the literature, in order to get a first approximate result. 
Immediately after, the stationary zones are refined and verified using mostly the perceptual method (see below). After this, transitions are refined using all helpful analysis data, and proceeding by linear interpolation between the values of the zones surrounding the transition region, every time that analy- sis results are blurry. For each of these operations the basic parameters 
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(energy, Fo, formant frequencies) are adjusted first. The rest of the control 
parameters will serve to refine the results. At this moment, the whole 
utterance is checked by ear for verification: if the result is not satisfactory, the 
faulty segments are searched by the perceptual comparison method and 
readjusted until the whole utterance is considered correct. A long experience 
in applying this Analysis-Synthesis method shall permit us to increase the 
performance of the methodology we have described. 

2. Tools employed 

The production model we have chosen is a parallel type formant synthesizer 
with a mixed source (periodic signal and noise source) where a 19 parameter- 
updating is done every 5 ms (this structure is derived from the synthesizer by 
Klatt in 1980). We have opted for the formant configuration versus LPC 
synthesis because the former provides a direct acoustic interpretation of the 
control parameters. This technique, together with DFT spectrum analysis 
and sonagrams, makes is easier to edit the synthesis parameters by hand. 

For the first evaluation of formants we decided to carry out an LPC 
analysis by the autocorrelation method (Markel and Gray, 1976). Pole and 
bandwidth values are obtained from the predictor coefficients of the analysis 
model. Even if this method is not highly accurate, particularly concerning 
bandwidths, it has the advantage of being fast and completely automatic. 
The quality of the results is good enough to provide the raw data for control 
parameter determination. _ 

In an Analysis-by-Synthesis-like method, a most important point is the 
one dealing with the original versus synthetic comparison: we use a threefold 
criterion for this comparison. The first one is spectral matching. The second 
one is a comparison in the time domain : the waveform is displayed on a 
graphics screen and thus the transition zone boundaries of certain parame- 
ters such as noise source energy or voiced source spectrum are determined. 
The third criterion is the most important one: it takes care of the perceptual 
comparison ; as proposed by Holmes (1979), it consists of a ‘repeated 
listening to natural and synthetic speech in immediate succession’. The 
synthetic sound may be composed of a complete synthetic utterance or of a 
‘synthetically patched natural utterance’ (i.e. the natural utterance in which a 
certain section is replaced by the homologous synthetic one). In this way, it 
can be determined if there is an unsatisfactory section. This procedure 
enables one also to locate the different defects that might appear when an 
utterance is listened to as a whole. 

3. First results - Discussion 

We have begun to apply this method to the synthesis of a certain number of 
CVCVC sounds containing French voiced fricativcs and stops. About twen- 
ty persons listened to a binary comparison-based preference test m which 
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natural, formant synthesis and LPC synthesis homologous utterances are 
presented for comparison. The results confirm the high formant synthesß 
quality and the relevance and efficacy of the method. _ 

The method’s exploitation remains at present laborious for the Operator. 
work is in progress in order to make a more interactive system and - It!?"- 
than anything else - to free the operator from jobs not requiring decision 
taking. The problem is to find a compromise between the operator's dec151on 
freedom and the system exploitation heaviness. 

This method will further permit a build-up of a dictionary of sounds of a 
language, and will provide an efficient tool for the determination of acoustlc 
cues of speech. 
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Voxton, Russon: Systems Generating Impersonal Hungarian 
and Russian Speech by Rule 

K. Bolla 
Budapest, Hungary 

]. The structure and use of Voxton 

The physical constituents of the sound substance of speech are organised in 
two ways in linguistically relevant structures. One results in the segmental 
and the other in the suprasegmental structure of speech. A speech synthesi- 
zing system generating impersonal speech by rule, named Voxton, consists of 
three main parts : a) a collection of sound sections, i.e. the data base realizing 
the basic units of the acoustic structure; b) the operational computer pro- 
grams; and c) a code which organizes the phonetic elements and structures of 
the sound stream. 

A sound section can be defined as a homogeneous segment of the acoustic 
structure of the stream of speech sounds which can be isolated by considering 
changes in the acoustic constituents. The number of acoustic parameters 
determining the structure of a sound section is between 1 and 23. Four types 
of elements can be differentiated according to the acoustic quality of the 
sound section: pauses, elements with voiced structure, elements with noise 
structure and elements with mixed structure. The data of 550 sound sections 
are included in the Voxton speech synthesizing system. Of these elements 27 
are used to synthesize the vowels and 89 are used to synthesize the conso- 
nants. Sound sequences are realized with the help of ‘transitional sections’, 
which are largest in number: 414. Not only do transitions have a role in 
forming the acoustic structure, they are also important in speech perception. 
Voxton can be used to deal with this question in depth. Temporal variation, 
i.e. the phonetic realization of long-short oppositions, is achieved by dou- 
bling one of the sound sections making up the relevant speech sound. 
According to its position in the word, each speech sound can be synthesized 
in three variants, with different qualities corresponding to word-initial, 
word-medial and word-final positions. 

The phonetic code of Voxton consists of the identifiers of the sound 
sections and the ‘call signals’ of the speech sounds. The identifiers indicate a) 
which speech sound the section belongs to; b) its status in the structure of the 
speech sound; and c) its position in the sound sequence.“ The computer 
automatically selects the sound sections from the data base and combines 
them. The sound transitions are also built in automatically according to the 
structural code. The sound sequence called by the phonetic symbols corres- 
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ponds to the segmental structure of Hungarian speech. The speech sounds in 
the sound sequence are realized on a monotone with their characteristic 
quantity and intensity. The appropriate suprasegmental structure is built up 
in a separate step. This can be carried out quickly after the data characteri- 
zing the intonation pattern, the dynamic structure, the tempo and the rhythm 
are fed in. It is possible to change the intonation pattern of a single segmental 
structure as needed; an infinite number of suprasegmental variants can be 
made (see Fig. 1). Each synthesized sentence or clause is given an identifica- 
tion, which makes repetitions, storage, repeated use and the production of 
longer texts more effective. 

2. A brief description of Russon 

Russon is a synthesizing system suitable for artificial production of the 
phonetic form of Russian speech. Its minimalized and optimalized data base 
contains the data of 265 sound sections from which 87 different speech 
sounds (35 vowels and 52 consonants) and moreover 4 pauses of different 
duration can be produced. The 87 speech sounds also include the positional 
variants of the sounds. Russon can be used in two variants: in a phonetic and 
a phonematic speech generating system. In the first case we use the phonetic 
characteristics of speech sounds in structuring the text, while in the second one, we describe the text or sequence of sounds to be synthesized with the phonemes of the Russian language. E.g.: 
- phonetically: [SA“DY CV’IETUT V’IESNO’J’] # 00 - phonematically: /SADI’ CV’ETU’T V’ES+NO’J'+/ # 13 According to the phonetic code and phonotactic rules built into Russon the following steps take place: a) the building up of speech sounds from the proper sound sections, b) the selection of realizationS/allophones of the phonemes used, c) the distinction of stressed and unstressed positions, d) the recognition of phonetic positions of vowels (apart from the word-stress, the modifications arising from the word-initial, word-medial and word-final positions; furthermore the patalized and pharyngealized consonantal sur- roundings are to be implemented, e) the assimilation of consonants accor- ding to their voiced/unvoiced quality, 0 the assimilative palatalization of consonants, g) the alternation (lengthening) of duration of sounds, h) the recognition of focus in intonation in the phases and phrases of speech, i) transitions of the selected intonational constructions in the sound sequence. An Fo matrix is used for the automatic synthesis ofthe intonation of Russian speech, (see Fig. 2). 

3. The Common Features of the Two Speech Synthezísing systems 
We mention only the most important aspects. Both are built on the same hardware (a RDP 11/34 computer and an OVE III speech synthesizer).ItS software consrsts of an RT—ll operating system and programmes written in 
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FORTRAN IV. The mode of producing speech based on rules is that of 
formant-synthesis. It is suitable for producing any kind of Hungarian or _ 
Russian text. The length of the texts which can be synthesized at one time is 5 i 
s. The prescribed succession of sounds starts speaking with a delay of 30 s. 
The real speed of the speech is between 0.1 sounds/s to 25 sounds/s, but it 
can be altered between 6 sounds/s to 20 sounds/s. Voxton and Russon are 
phonetic systems i.e. their constructions and functions folow the phonetic— 
phonological systems of the Hungarian and Russian languages. There are . 
three levels represented in its construction: a) the physical—structural level of " 
the acoustic characteristics of speech, b) the so-called empiric phonetic level, 
c) the abstract phonological system-level of the language. These parts, which + .  

______ _______ _ 4 _] ," \ \ m — 1 '  are well separable, easy to survey and stand in close connection with each 
__ _ '— > - —'J other, constitute our phonetic synthesizing system as a structurally and 
_:"_‘f'_j'°f _ _ _ :‚ u"r'-m ‘ " “ j  „_‚3-- —— __ functionally arranged whole. Any component of the acoustic structure can 

' ' ' j “ easily be changed within wide limits. The sound elements with their specific 
duration, pitch and intensity take part in the building up of the segmental . 
structure. The formation of the suprasegmental structure of sounds is possi- ;‘—. 
ble in three different ways: a) we manually give the FO, AO, AC, T and tempo ' ;_i 
values by TON, ERC, [DO and IRA commands, b) by the automatic ' 
building of the intonational model chosen from the F0 matrix and c) by the !. 
automatic transition of intonational structures from the patterns of intona- ‚_ 
tion. The intelligibility of the speech produced by Voxton and Russon can be @ 
said to be good. 
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Relative Importance of Parameters in Voice Similarity 
J udgment 

R. Brown 
Singapore 

The field of auditory speaker recognition is concerned with the ability of 
human listeners to recognise a speaker’s identity from hearing a sample of his 
speech. It involves a pattern-matching technique; on hearing the sample, the 
listener abstracts a representation of the voice which he then compares with 
an internalised reference pattern. Research in the field has concentrated on 
specifying those acoustic features which compose such voice patterns. Many 
experimenters have manipulated one feature in isolation, or isolated the 
glottal or vocal-tract contributions to voices (laryngograph, vocoder, inverse 
filtering, whispering, using an electrical larynx, etc.). However, results from 
such experiments indicate that each of the features investigated in isolation 
contributes something to speaker recognisability. Of greater relevance, there- 
fore, to not only experimental, but also everyday speaker recognition is a 
statement of the relative importance of features. 

The task in the present experiments is one not strictly of speaker recogni- 
tion, but of voice similarityjudgment, on the principle that the more similar a 
pair of voices are judged to be, the more difficult they will be to  differentiate 
in a speaker recognition experiment, and vice versa. Synthetic voices were 
used, produced on a PAT synthesiser (Anthony and Lawrence, 1962). Stimu- 
lus samples consisted of various combinations of high and low values for the 
eight parameters below. The control sample, with which stimulus samples 
were paired for comparison, contained mid values for all eight parameters. 
With the exception of parameters 3, 6 and 7 below, these mid values were 
taken from a live utterance by the author. 

]. Formant (F) range. 
High: approx. 30% increase in control value 
Low: approx. 30% decrease in control value 

2. F mean. 
High: 15% increase in control value 
Low: 15% decrease in controle value 

3. F bandwidth. 
High: 150 Hz. Control: 1002. 
Low: 50 Hz. 

4. Fundamental frequency (FO) mean. 
High: 20% increase in control value 
Low: 20% decrease in control value 

. .
.

.
.
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5. F., range. ‘ 
High: approx. 45% increase in control value 

Low: approx. 45% decrease in control value 

6. Larynx amplitude mean. _ _ 

Agreed auditory categorisations of loud, moderate and quiet (owrng 

to lack of instrumentation) 
7. Whisperiness. _ 

Agreed auditory categorisations of extreme, moderate and sltght 

whisperiness 
8. Tempo mean. 

High: 10% increase in control value 
Low: 10% decrease in control value 

A homogeneous set of listeners were required to judge the simtlarrty of parts 

of voices (the control followed by a stimulus) on_a 100-p0mt scale razgmg 

from SIMILAR (0) to DIFFERENT (100). A short-term memory tas wa 

set between the randomised trial presentations. Two rephcates of a one—933; 

ter replicate factorial design were employed, presentmg 8 listenel{sfw1tt ria1 

trials each. A second experiment was carried out employmg a fu hac : ve 

design with 16 listeners, 16 trials per listener and the first four of t e a olt 

factors, selected on the basis of the results of the first experrment. The refs_u 5 

of the second experiment are therefore more reliable than those of t3e rast. 

Table 1 indicates the main effects and the 6 most important secon -or ‘er 

interactions of the factors. These are expressed as shifts along the lOO-pornt 

. . - - - ' ‘ ex eri- 
Table I. Main effects and second-order interactions In the 2 voree srmrlartt)‘ Judgment P 

ments 

Experiment 1 Experiment 2 

Main : ects 

F fang? 1.87 4.65" 
F mean . 5_ssn -7.93„ 

F bandwidth —4.48" —10.07" 

F.. mean -3_52° -4.96 

Fe range -2.23 
Amplitude mean 1.76 
whisperiness 0.54 

Tempo mean -6.40" 

Second-order interactions “ 

F range/F mean „ -4.99" i i i "  

F range/ F bandwidth -1.85 _ll22 

F range/F0 mean -1.46 1.30 

F mean/F bandwidth -0.37 _2-48' 

F mean/F., mean 0.80 -l-77 

F bandwidth/F„ mean 0.13 - - 

‘ Significant, p < 0.05. 
" Signil'ieant, p < 0.01. 
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response scale (positively towards the DIFFERENT end, negatively towards 
the SIMILAR end). Main effects represent half the average difference in 
response between samples containing the factor at the high level agamst the 
low. Second-order interactions indicate the effect of having both factors at 
the same (high or low) level. 

There are three main conclusions: 
1. There is justification for the adoption of a design implying a linear r_nodt_äl 

whereby a listener’s response for a particular factorial combinatron ls 
expressed as the sum of the mean response for that listener, the values of 
the appropriate main effects and interactions and an error factor. Al- 
though listeners differed in the average level of performance, their reac- 
tions to changes in the factors did not differ significantly. _ 
F mean, F bandwidth and F() mean were consistently found to be signifi- 
cant. The reverse in polarity between the two experiments for P mean and 
for F mean/F range is, however, worrying. 

. Tempo mean, found to be significant in Experiment [, deserves further 
1nvestigation as a speaker-characterising feature. 
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l. Introduction 

Intonation as a means of expressing thoughts and emotions has an important _ 
role in understanding the message conveyed by speech. Therefore it is ;' 
necessary to study its components, to describe them systematically, and to . ; 
use results of the analysis in practice. Hungarian and foreign studies show a ; 
great diversity of opinions about intonation. Phoneticians do not have a 
uniform view of the term itself. _' 

These different views can be divided into two large groups: the first one ' : 
gives a “narrow” and the second one gives a “broad” interpretation of 
intonation. Intonation in the narrow sense refers to the tune as produced by 
changing the fundamental frequency. According to this view intonation is 
determined by a single component, and the interrelated acoustic parameters _ ’ 
(i.e. the elements based on intensity and temporal factors) which accompa— ?; 
ny — or more exactly covary with -the changes of the fundamental frequency ‘! ’ 
are examined independently, as secundary phonetic features, usually called 
suprasegmental, prosodic or sometimes phonetic features. 

In the second interpretation — which has been recently gaining ground - 
intonation is a phonetic subsystem of more than one acoustic component 
which is determined by the changes of fundamental frequency, intensity and 
temporal components (quantity, tempo, rhythm) and elements of sound 
quality. However, it has to be noted that there is no agreement among 
phoneticians about the definition of the elements which constitute intona- 
tion - sometimes not even on opinions concerning the intonation system of 
one and the same language. 

In my study the terms “intonation” and “speech intonation” are used 
sS’flonymously with the term “phonetic construction” as defined by_Kälmän 
Bolla. In this sense intonation - like speech sounds - is a complex unit of 
many components. Speech sounds can be characterized acoustically by 
determining their pitch, intensity, length and spectrum. Phonetic structure is _ 
also determined by these factors. Thus, as a result of the nature of its ;; ‚_ 
constituents, intonation is a linguistically relevant independent phonetic 
subsystem which can be viewed and described physically. 

This paper presents the results of analysis and synthesis of Polish assertive, 
interrogative and negative sentences. The goal of the analysis was to study 
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four elements of the intonation of speech (tempo, rhythm, tune, intensity). 
The synthesis was the verification of the data measured during analysis. 

The recordings were made in the Acoustic Phonetics Laboratory of the 
Polish Academy of Sciences in Poznan. The corpus consisted of 150 sen- 
tences - simple, complex and incomplete - which were compiled as to fit the 
goals of the analysis. The recordings made with Barbara Klusinska were used 
in the experiment. The measurements were carried out with an FFM 650 
Fundamental Frequency Meter, an IM 360 Intensity Meter, a 34 T four- 
channel mingograph, a PDP 11/34 computer and an OVE III speech synthe- 
sizer. 

2. Results 

The analysis of the intonation patterns of the sentences yielded the follow- 
ing results: 

]. Polish affirmative sentences have a characteristic relatively steady 
rhythm, a relatively narrow register, a steady slightly falling and a slightly 
rising—falling tone, i.e. there is no abrupt change in the fundamental frequen- 
ey. 

,/ \ / _ \ 
\ / \ ‚  \ 

[na pra- vo] [on pra- t_su— je] 
(to the right) (he works) 

I measured 9.3 sounds/s as the average tempo of the examined Polish 
affirmative sentences. The tempo of the affirmative sentences was the slowest 
in relation to the types of interrogative and imperative sentences. The rhythm 
of the statements could be described as even, the duration data of the 
syllables compared to each other did not show any bigger change. The Pit°h 
of fundamental frequency fell on the first or second syllable of the sentence. 
The values of FO are less as compared to interrogative and imperative 
sentences, while no abrupt change of FO can be observed. The direction of 
ehangein intensity of affirmative sentences can be increasing—d€creasing and 
1ncreasmg-equal—decreasing, their dynamics changed slightly according to 
the degree of change in intensity. Fundamental frequency and intensity 
usually occurred in parallel. 

2. The question word questions and the yes-no questions examined are 
similar in the sense that compared to the imperative sentences their register is 
wider and their rhythm is usually accelerating—decderating. The intonatioh 
pattern of the two types of interrogative sentences is different: the question 
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word type is characterized by a rapidly falling—slightly falling-slightly nsmg 

tone or a rapidly rising-rapidly falling—slightly fallrng tone; yesm_o ques- 

tions, on the other hand, are realized on a slightly falling-raptdly nsmg tone 

or on a slightly rising-slightly falling—rapidly rising tone. Thus the abrupt 

change in the fundamental frequency is at the beginmng of the sentence in the 

former case, while it is at the end of the sentence in the latter one. 

/\ 
/ ' \ / ‘  

v 

[fktu-rim do- mu] [do ko-go Q}"°f n’ij' ] 

(in which house?) (who are you callmg up?) 

\_ ‚/ \ \ / /  
[on pra-tsu- 

(does he work?) 

. ‚ _  . _ ‚ . -  
t s é ]  

e [tIu-jej' ru3 n 1 _ __, 

] (do you feel the difference?) 

The tempo of yes-no questions was 994 sounds/s, which IS qt1lfil; 5322 

the affirmative and imperative sentences, but it is slower than in qkening 

word questions. Their rhythms are variable, they are generally qulica 5 on 

and slowing down. The changes of fundamental frequency were a 3voyl the 

the last syllable of the sentences. The changes of mtensrty o;\:m;rrpS „able 

first and/or the second syllable, the minimur;i values £ell on t e as y . 

The d namics of the sentences showed slig t c ang . . 

Amhng the examined types of sentences the tempo of —thehqltl;sägglxäg 

Questions was the quickest, it was 10.8 sounds/s. Then;1 r { es_with the 

down, more rarely equal/quickening-slowmg. The Fo-pitc hva; u tand/or on 

exC'=ption of the one word questions - always occurred ont e 1rs 
. . n- 

the second syllables of the sentences. The change of mtensrty and fundame 
_ _ . . "t 

tal frequency took place in parallel. The direction of the change in mtensr y 

was mainly decreasing. _ . . 

' a chan m 
3. lmperative sentences are characterized by a wrde regtster, g g 

rhl/thm and a rapidly rising—slightly falling, rapidly falling—slightly fallmg or 

a level-rapidly rising—rapidly falling-shghtly fallmg tone. 

\ l \ 
[on pra- tsu- je] [tgo za IFI'é- fitpe] 

(he does work') (what lunch it is!) 
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The average tempo of the imperative sentences was 9.5 sounds/s, which is 
higher than that of affirmative sentences, but it is less considering the types of 
the two questions. Their rhythms are strongly variable, generally quicke- 
ning—slowing. The place of changes of F0 and intensity varied but they 
generally fell on the first syllable, and usually occurred in parallel. Accor- 
ding to the direction of change in intensity the exclamations were decreasing, 
strengthening—decreasing, equal—decreasing or strengthening-equal-de- 
creasing. 

3. Conclusion 

Intonation patterns characterizing the different sentence types are produced 
by considerable variation of the value changes of the components. Thus, the 
changing acoustic components produce different patterns which have lin— 
guistically different functions. Thus, as a result of the nature of its consti- 
tuents, intonation is a linguistically relevant independent phonetic 
subsystem which can be viewed and described physically. 

Comparing the intonation pattern of Polish and Hungarian sentences, I 
have found that the greatest difference is in the yes-no questions. The 
Hungarian intonation pattern in this case is usually slightly falling while it is 
rapidly rising in Polish. There is a greater similarity between the Hungarian 
and the Polish assertive and imperative sentences. The register of the Polish 
native speakers is wider, but there are no marked differences in the tempo of 
speech. 
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Recognition of a Spanish VV Sequence 

J.A. Gurlekian and H.E. Franco 
Buenos Aires. Argentina 

]. Introduction 

The fact that Spanish vowels are accurately identified in isolation and in 
context seems to present a suitable basis to explore the relevance of some 
dynamic information cues relative to steady state information cues. In this 
paper we will attempt to define some interactions of such types of acoustic 
information which consider listeners’ responses to each of the speech-like 
sequences synthesized. 

The Spanish language presents a relatively simple vocalic system with only 
five categories, while duration is phonologically not distinctive. The five 
vowels are phonetically monophthongs and they possess a known perceptual 
stability in running speech. 

Recognition of natural and synthetic Spanish vowels in isolation is based 
on frequency bands sustained along preferred targets. Using mixed speakers, 
identification scores of 100% were obtained for natural sounds (Guirao and 
Manrique, 1972) and 100% for synthetic stimuli generated along the Fl—Fz 
plane (Manrique and Gurlekian, 1976). In these experiments no type of 
training was necessary. . 

On the other hand changing spectral cues have been claimed to be respon- 
sible for high identification scores of vowels in other languages. English 
listeners in particular seem to improve recognition when this type of infor- 
mation is available. This occurs principally in vowels with consonant context 
(Strange et al., 1976; Gottfried and Strange, 1980) and it also occurs in 
diphthongized vowels, (Assman et al. , 1982). Strange and Gottfried (1980) 
obtained the lowest error rate in the identification of the isolated English 
vowels /0/ and /e/. Although recent experiments have shown that spectral 
changes, as provided by consonant context, are not an essential condition for 
vowel identification in the English language, higher identification scores are 
obtained for all isolated vowels, when listeners’ training and task conditions 
are considered (Macchi, 1980; Diehl, 1981; Assmann, 1982). In a consonant 
context situation Spanish listeners preserve high identifiability of natural 
vowels, in spite of the fact that steady state cues are altered, showing that a 
dynamic spectral pattern, clearly a non-essential cue, may interact with 
stationary cues like those stated at the isolated emission level. 

With this perspective, steady state cues which completely define the Span- 
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ish vowels in isolation will be presented for identification with additional 
dynamic information defined with relation to a context vowel. In the first 
experiment we expect to determine the effect of the spectral distances to 
different context vowels on the same initial frequency resonances of the 
vowels under study, and the effect o f  vowel duration, as a variation of the 
steady state cue, on the Spectral distance to the context vowel. In the second 
experiment we explore the relevance of the temporal sequence on the identifi- 
cation of the vocalic pairs presented in Experiment 1, with the stimuli 
presented backwards. In a third experiment the effect of three different 
constant levels of fundamental frequency is analyzed in terms of the identifi- 
cation scores for the three different tested vowels. 

2. Experimental Procedure 

The sound /a/ with formant transitions is considered the ‘context’ or affec- 
ting vowel, based mainly on the hypothesis of perceptual stability of this 
central sound. This selection allows us a simpler and wider control of the 
formant transitions, resonances and durations of the vowel context in the 
synthesis process than the control required for a consonant environment 
where the perceptual stability of the affecting context might be lost and 
therefore confuse the listeners in their responses to the affected vowel. The 
vocalic segments under study consist of ‘ol‘: a good example of an isolated 
vowel /o/ (100% identification) and two vowels used as control ‘02’ (80% 
identification as lol) and ‘o3‘ (50% identification as /o/) obtained from & 
/u-o-a/ Spanish vocalic continuum presented for identification in a free 
choice condition (Manrique and Gurlekian, 1976). Two /a/ vowels are 
synthesized, both with formant values taken from the same continuum- 
These values can be considered as those produced in isolation by two 
different vocal tract lengths, one is called ‘normal' /a/ or a(n), and the 
second corresponding to a shorter vocal tract (viz. higher resonances) is 
called ‘elevated’ /a/ or a(e). The vocalic segments are all combined as /o-a/ 
sequences through linear interpolation. Also, for each combination, we 
reduce the duration of the first vocalic segment systematically, thus imitatin8 
a speaking rate effect as it occurs in running speech. 

In Experiment 1 the stimulus variations are: (1) duration of the first vocalic 
segment which ranged from 7.6 msec to 110 msec in steps of 25.6 msec, and 
(2) formant values, indicated in Fig. 1. The fundamental frequency was held 
constant at 130 Hz. The duration of the transition portion was also held 
constant at 70 msec for all the stimuli and the duration of the second vocalic 
segment was fixed to 110 msec. The stimuli were generated by a formant 
synthesizer designed by Klatt (1981). Three test tapes were generated. Each 
of them consisted basically of two VV sequences. One was made with a 
particular /o/ structure and the ‘normal‘ /a/ . The second VV sequence was 
composed of the same /o/ structure and the ‘elevated‘ /a/ . From these two 
sequences, five new stimuli were generated through digital segmentation of 
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Figure 1. Acoustic patterns of the synthetic stimuli. 

the first vocalic segment. This made a total of 10 stimuli which were then 

rePeated at random five times for each identification test. Interstrmulus 

intervals were always 5 sec. Ten native speakers, graduate students of the 
University of Buenos Aires, were asked to identify each sequence in the tests 

as the combination of two Spanish vowels. _ _ 

In Experiment 2 the synthetic waveforms of Exp. la, lb, Ic were digitally 

reversed, and the same identification was requested. 
In Experiment 3, the stimuli consisted of three basic VV sequences made 

With the three /o/ versions and the normal /a/ only. Each of these sequences 
have alternative constant fundamental frequencies of l30 Hz, 230 Hz and 

330 Hz. Three values of the duration of the vocalic segment (o-u/ was tested 

in different sessions. Again the subjects were asked to identrfy the stimuli as 

the concatenation of two Spanish vowels. . 
Both /oa/ and /ua/ are meaningless sequences in Spamsh and they appear 

as syllables with similar frequencies of occurrence. Also, when they appear m 

CVV sequences before /a/, /0/ and /u/ seem to lose then opposrtronal 

Character and to remain in free variation. 

3. Results 

The results of the experiments are presented as identification_scores of the 
/oa/ sequence in every case. For each of the /0/ vowels tested m Exp. la, lb 

and lc there are two identification functions in Fig. 2, showmg the effect of 

Spectral distances (different slopes) to a(n) or to a(e) upon different dura- 

, “?"?" 
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Figure 2. Average percent [oa] identification fo . r the v0calic sequences defined in Fig. 1- The differences to 100% correspond to /ua/. 

tions of the /0/ segment. Higher identification as /u/ is observed when greater spectral distances occur between the v0calic segments in the identifi' canon functions, as shown in Fig. 2. Identification scores for 01, 02 and 03 at the maximum duration tested closely correspond to the percentages °btained in the isolated identification of this same segment in the previous WOrk °f l\4angue and Gurlekian (1976). At shorter durations of the /o-u/ segment’ identification moves progressively to /u/. These results indicate that: (I) recognition of a vowel like /0/ in isolati0n can be changed towards /u/ when affected by the spectral distance to a cont9"t vowel, despite the fact that formant values and the duration of the vocahc segment remain unchanged, (2) as a second and Stronger °ffeCt’ shorter_durations reduce the information of the steady state cue recipr°°a"y mcr°?$mg the influence of the context vowel and the associated transition5- sThradmg relations can be established for both a higher spectral distance and a so:;tä: t<2;1tr:täion of the v0calic segment and formant frequencies Of the 
tic.läesul/tsjrfom Experiment 2 (Fig. 3) show lower percentages of identi_fi°“' as 0 or 01 and 02 versions than those obtained in Exp. 1. This “‘ an 
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Figure 3. Average percent /ao/ identification for the v0calic sequences presented backwards. 
The differences to 100% correspond to /au/. 

indication that the temporal distribution of the acoustic cues: resonance 
frequencies of /a/ plus transitions that can be considered adequate to /u/1n 
running speech, and confiictive resonance frequencies for /0/ er /u/ may 
interact asymmetrically according to responses in Exp. ]. and Exp. _2where all 
Spectral and temporal parameters are the same. We have hypothesrzed that a 
Preassignment occurs in the perceptual process as the listeners find some 
tl’Pical speech pattern and this first decision is highly responsible for our final 
Phonological assignment. In Exp. 2 a clear acoustic pattern of /_au/ is 
available at first, then a conflictive pattern of /u-o/ appears that dim'inishes 
the listeners‘ final responses. When the stimulus is in reverse order as in Exp. 
1, a Weaker preassigment occurs but is less influenced by the context vowel. 
In Exp. 3 it is observed that for each fixed duration the increase of fundamen- 
tal frequency produces a significant increment of /u/ responses as shown in 
Table I. These responses may indicate a tendency for normahzatron ofvocal 
tract resonances using fundamental frequency as a factor of normahzat1on. 
In the Spanish vowel system, areas of / u/ , /0/ and /a/ are alrgned m a radial 
direction in the I-'‚-F2 space. Due to the proximity of /u/ and /o/ areas, a 
partial overlapping occurs between them when considermg emrssrons from 
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Table I. Percent of /oa/ responses 

Duration of the /o-u/ segment F„ Vowel versmn 
(msec) (Hz) 

01 02 03 

110 130 100 77.5 25 
230 100 42.5 
330 55 20 12 5 

58—8 130 97.5 77.5 2.5 
230 77.5 12.5 . 
330 57.5 12.5 25 

7.6 130 52.5 27.5 g 
230 42.5 0 
330 27.5 2.5 0 

. . tal different speakers. Since there IS a correlation between the fundamerf:len 
frequency ranges and the different vocal tract lengths for ch1ldren. W°c e of 
and men, the results suggest that listeners have used F., (in the absefl . . . or higher formant mformatton) to ass1gn the same formant pattern to /0/ 
/u/ . ' 
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A Phonetically Based Data and Rule System for the Real-Time 
Text to Speech Synthesis of Hungarian 

G. Olaszy 
Budapest, Hungary 

]. Introduction 

Synthetic speech becomes more and more the focus of scientific, industrial 
and other applications. Speech synthesis by rule is a language-oriented task 
that means that the acoustical structure and the rules for building speech 
sounds, sound combinations and longer building elements have to be re- 
searched for every specific language. 

The research of formant synthesis of Hungarian by rule has been done at‘ 
the Institute of Linguistics in Hungary since 1979. During this research work 
We used a self developed analysis by synthesis method (Fig. 1.) to establish 
the data of the frequency, intensity and time structure of Hungarian speech 
sounds, sound combinations and longer sequences in such a form that the 
results could be used for the automatic building of words, and sentences by a 
COmputer and could be converted into speech by a formant synthesizer. For 
the analysis we used a Sound Spectrograph 700 and an Intensity Meter 
IM360, for the synthesis an OVE III Speech Synthesizer controlled by a FDP 
11/34 computer. 

0"'0 
synthesis 

Sound spectrograph 
FDP 700 MAN „,34 ove — < “||.| 

Intensity meter / . 
IM360 | ' 

Fig. !. Schematic diagram of the analysis-by—synthesis method used. 

The software of the above mentioned synthesizing system was developed 
and made by Gabor Kiss (Kiss and Olaszy 1982). 

2. Results 

Our latest result (April 1982) is a Hungarian speaking real-time text to speech 
SYnlhesizing system (named UNIVOICE), by which_we can convert any kind 
of text into speech in real time. The system works wrthout any vocabulary. It 
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can be used from a typewriter keyboard. The typed text will be spoken by the 
synthesizer immediately after giving the full stop (or !, ?) at the end of the 
sound sequence. Keyboard operations can be replaced by an ASCII code 
stream of the letters of the required text. Using this form of operation the 
system ‘utters’ the previously coded text automatically. As far as we know 
this is the first real-time text to speech synthesizing system that accepts 
Hungarian spelling rules and converts written text immediately into speech. 

In order to determine the intelligibility of the system’s output, perception 
tests were carried out by the author (see Gösy and Olaszy 1983). On the basis 
of test material collected by the linguist-phonetician M. Gösy, 70 subjects 
were asked to test syllable, word and sentence size units generated by means 
of UNIVOICE system. According to the test results the synthetic speech 
proved to be well understandable. 

In this paper I give a short description of the data base of the UNIVOICE 
system and some rules used to build up the speech from the elements of the 
data base. 

Synthesis by rule demands a data base that contains the necessary building 
elements of a language to be synthesized, and a computer program that can 
handle the data base according to the rules given. 

The aim of our research work was to create a real-time text to speed! 
system for Hungarian. Practically we had to place the data base and the 
program as well in the central memory of the computer. It means that we had 
only limited place for both of them (our PD? has 28 K word memory). Thus 
attempts had to be made to find the minimal number of building elements of 
the Hungarian language and the optimal number of speech sound parts. We 
can dothis minimalisation and optimalisation only when we know the exact 
acoustical structure of the language examined and the technical operation of 
the synthesizer we use. This implies that — on the one hand - research had to be 
done to discover the frequency, intenSity and time structure of the Speech 
sounds‚_mherent sound parts, sound combinations, transition phases etc. in 
Hungarian. On the other hand specific technical and physical knowledge was 
necessary for finding how the acoustical data of the human speech can be 
used by an electrical system of a limited scope. Man produces speech with a 
brologrcal system, we have to do it with a technical one. 

3. Discussion 

For Hungarian we found that the minimalised and optimalised data base of 
the language for OVE III contains 370 speech sound elements. This data base was developed in 1980—81 (Olaszy 1981, 1982a). The 370 elements are not speech. sounds or sound combinations but they are speech sound parts. Mmtmahsation of this data base implies that one sound part (element) can have the function of representing not only one speech sound but provides 
mformatton at all places in sound sequences where the acoustical structure Of this sound part meets the phonetically necessary requirements. This results in 
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sound parts that can be used at several places of the synthesized sound 
sequence and of course, there are those as well that can be used in the 
building process at only one position. Doing this process several times the 
number of building elements in the data base can be still further decreased. 
Finally we get the minimal number of building elements (in our case 370) that 
are necessary to build up any kind of words, sentences etc. 

Optimalisation means that one has to find the optimal number of sound 
parts in the synthesis of a speech sound or sound combination. The more 
sound parts are used the better the sound quality is, and consequently the 
greater the memory demand. For example we can build a [b] sound from 
two, three, four or more sound elements. If we do it from two, the quality of 
the sound is bad, if we do it from three is becomes better and so on. 

In the UNIVOICE system one speech sound and its transient phase 
consists of 3 or 4 sound parts. These sound parts are enough to realise the 
frequency, intensity and inherent time structure of the Hungarian speech 
sounds and sound combinations. One sound part is built from 1-5 microele- 
ments having the duration 4—50 ms. In one microelement the frequency and 
intensity data are constant. We can realise the formant and the intensity 
movements by making changes in the frequency and intensity data step by 
step in the microelements. 

Using the UNIVOICE synthesizing system one can generate Hungarian 
speech sounds, syllables, words, words having no sense (for example for 
medical purposes), sentences and longer sequences as well. Non-Hungarian 
speech can be generated as well (English, German, Dutch, Finnish etc.) if we 
write the text phonetically using Hungarian letters. Of course the sound of 
any non-Hungarian language will be a little Hungarian-like because the 
UNIVOICE uses Hungarian phonemes only. 

Hence by the synthesis process nearly every sound element of the data base 
can be linked to any other depending on the written text. This kind of 
Operation demands that the 370 speech sound elements had to be planned in 
the way that if any of them comes into contact with an other — by the building 
of speech — the acoustical connection of them would be smooth without any 
transients, formant frequency shifts. 

This data base for the real-time text to speech synthesis of Hungarian was 
developed for the OVE III speech synthesizer but it can be adapted for other 
formant synthesizers (for example MBA 8000) as well. 

The program of the UNIVOICE system was developed and written by 
Gabor Kiss. How does it work? If we type a text on the keyboard of the 
terminal the program converts the letters to phonemes and phoneme combi— 
nations, after that it finds out which sound elements - from the 370 — are 
necessary to build the text, picks these elements from the data base and puts 
them into the appropriate order, determines the necessary melody pattern 
according to the punctuation marks typed at the end of the text and finally 
sends this data group to the input of the synthesizer. 

The first demonstration of the UNIVOICE occurred at the 8th Cello- 

‘
.

.
 

„
„

.
.

.
;

 
:

,
 

_ 



246 Speech Synthesis 

quium on Acoustics, Budapest on the 6th of May 1982, where a 3 minute 
synthesized Hungarian speech was played to the audience (Olaszy 1?82b) 

A later version of UNIVOICE made it possible to make changes in the 
time structure of the typed text, melody patterns can be added at will and the 
intensity structure can be varied as well. For these changes the user only has 
to give some commands containing the data of the required time, melody or 
intensity structure. 

4. Conclusion 

Summarizing we can state that apart from a theoretical data base and_f}lle 
system, a practical working model has been developed for synthesrzm_g 
Hungarian of a good quality. The elasticity and speed of the system makes lt 
useful for various industrial and other purposes. 
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Semi-automatic Synthesis of Intonation for Dutch and British 
English 

H.W. Zelle, J.R. de Pijper and I. ‘t Hart 
Eindhoven, the Netherlands 

]. Aim 

The aim of the work reported here is to develop computer programs with 
Which arbitrary utterances of restricted length in Dutch and English could be 
provided with acceptable pitch contents. 'The full melodic range of the 
language should be available. An additional requirement is that the amount 
of input data should be restricted to a minimum. This implies that the 
program should have built-in ‘knowledge’ of the mies and restrictions 
governing the internal structure of the pitch contours, and of accepted and 
forbidden combinations in each of the languages; 

2. Background 

We must make a distinction between Dutch and British English in view of 
differences in progress in our analysis of the intonation of the respective 
languages. Our earlier analysis of Dutch intonation has incorporated a 
corpus of considerable extension, which makes us confident enough to state - 
that we have, in our ‘grammar of Dutch intonation’, incorporated practically 
all melodic possibilities. These results have been described in ’t Hart and 
Collier (1975). 

De Pijper’s analysis of British English intonation has primarily concentra- 
ted on the most frequently occurring pattern of that languagej in addition, it 
aPl>eared possible to give explicit recipes for the construction of each of 
Halliday’s (1970) seven Primary Tones (cf. ’t Hart and de Pijper, 1983). There 
are reasons to doubt the adequacy of Halliday’s analysis of the main features 
into precisely these seven categories. However, this is not the issue here. The 
examples recorded on Halliday’s tape remain examples of fully acceptably 
intonated British EngliSh; this has been verified by de Pijper in listening 
eXperiments with native British subjects, (de Pijper, 1983).‘ 

The results of these analyses is a reptesentation of both Dutch and English 
intonation in fully standardized form. In this only the perceptually relevant 
Pitch movements come into play, in the shape of straight lines, with standard 
sPecifications of the size, slope and position of these movements in the 
s)’llable. On perceptual grounds, we have found no reason to apply a 
Smoothing of these straight line contours. 
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3. Input data 

It is assumed that an arbitrary speech file is stored on disk, in the form of 
formant, LPC, or channel vocoder parameters. These data may be derived 
from analysis of natural speech or obtained by diphone concatenation or 
allophone synthesis by rule. The experimenter has to provide the following 
additional data: ' 
1. The temporal location of the vowel onsets of the syllables that should 

receive a pitch accent; 
2. The location of syntactic boundaries to be marked intonationally; 

2a. In cases where this marking is required to be done by means of a 
continuation rise: the location of the last voiced frame before the 
boundary; 

3. A code indicating the type of basis intonation pattern underlying the 
desired contour: 

4. The choice made between a great number of optional variation possi- 
bilities. 

Ad 1. 
We do not have a sufficiently complete set of rules from which we can derive which words should be pitch-accented. Neither do we have rules for lexical stress of polysyllabic words. In the case of speech produced by diphone concatenation, the vowel onsets of all syllables are automatically available- 

Ad 2. 
In I)utch, the two most frequently occurring intonational markings for mayonsyntactic boundaries are the postponed, or non—final fall, and the con— tmuatron rise followed by a (silent) fall. For the former, an indication of the frame number of the word boundary is sufficient. For the latter, the occur- rence of a voiceless stretch immediately before the boundary would prevent its audibility. Therefore, the program also requires the location of the end of voremg. 

The program for British English does not yet incorporate the feature of 101mng two sub-contours together by means of boundary markers. But since a contmuation rise is one of the possibilities of that language as well, the same measure Will have to be taken. 

Ad 3. 
For British English, there are 
from 1 through 7, where 6 
Halliday’s terminology). 

For Dutch, there are nine basic 
is the ‘hat—pattern’ with choice 
continuation rise. Pattern 2 is th 
continuation rises at so-called p 

Halliday’s seven Primary Tones, numbered 
means Tone 13, and 7 means Tone 53 (i“ 

patterns in the program’s menu. Pattern 1 
of one to four pitch accents, but without 
e same, but with the option of one or more 
rimary boundaries. In no. 3 the final Pit°h 
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accent is given by a rise, and in no. 4 the only one by a fall, the contour 
beginning high. No. 5 is the ‘cap-pattern’, with the typically ‘scooped’ use, 
no. 6 is the ‘valley-pattern’ with gradual rise of ‘inclination’, nos. 7-9 are 
patterns with one or more half-falls (‘call contours’‚ ‘terrace contours’, or 
contours in which the half-fall serves as a boundary marker). 

Ad 4. 
Examples of optional variations are: postponing non-final falls to mark 
(secondary) boundaries, final rise, gradual fall, high onset. The program 
offers these options only if the intonation grammar allows these var1atrons m 
the chosen pattern. Other options are: excursions other than standard (= 6 
semitones), final frequency other than standard (= male 75 Hz, female 180 
Hz). 

4. Generating the pitch contour 

All pitch movements called for by the choice of the pattern and by the 
options are to be superimposed on the declination line. The slope of this Inne 
is calculated from the automatically derived utterance durauon With (D in 
semitones per second and t in seconds): 

D = -8.5/t for t >5 5 and D = -ll/(t+l-S) for © S “30116“, C°‘“°‘ and ’t Hart, 1982). 

The program deteets pauses within utterances (operationally defined as 
stretches of more than 250 ms during which the amplitude remams below a 

given threshold). During such pauses, declination is stopped and non-final 
falls are made 1 semitone smaller, such that a kind of ‘declmatron resettmg 
takes place. Together with the standard (or chosen) final frequency, the slope 

defines the initial frequency. If a high onset is chosen, the mmal frequency is 
6 semitones higher (in the case of standard excursrons). If pauses have been 

detected the initial frequency is adapted accordingly. . 

Fig5_ 1—3 show some examples. Fig. ] refers to an Englrsh_sentence (fror: 

Halliday's tape), Figs. 2 and 3 to a Dutch sentence, spoken without and Wit 

a Pause, to show the effect of automatic declination resettmg. _ h 

For each pattern, the grammar dictates the nature and order of the p1tc 

movements, as well as their position with respect to the vowel_onsets (or 

voicing offsets) of the syllables involved. As a consequence, the mput data 
are suffrcient for the program to generate the entire pitch contour. 

5. Results and Applications 

For Dutch intonation, the adequaoy of the grammar has been tes}t\ed 8“; 
large corpus earlier, and that of the fully standardrzed_styllzat'°ns as ee t 
demonstrated on many occasions. For British intonation, the developmen 
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Fig. 1. Example ofthe sentence ‘He’s never taken Jane on any of his visits though‘, as spoken with 
Tone 53 (dashed), and as intonated artificially by means of the program (solid line). Necessary 
input data were: Tone: 7; Tonic (vowel onset of ‘Jane‘): 96; Pretonic (vowel onset of ‘never‘): 32; 
Secondary Tonic (vowel onset of ‘visits'): 187; End of voicing: 250. 
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Fig. 2. Example of the Dutch sentence ‘Wie het Fonetisch Congres bezoekt / en Amsterdam wil 
zien // hoeft maar een half uur in de trein te zitten' (Who the Phonetic Congress attends / and 
Amsterdam wants (to) see // needs only a half hour in the train to sit) spoken (dashed) and 
intonated artificially (solid line). Input data were (free options omitted): Pattern: 2; No. of 
accents: 4; Flat hat between accents 1 and 2: no; Flat hat between accents 2 and 3: no; Flat hat 
between accents 3 and 4: yes; Frame no. accent l: 96 (vowel onset of ‘Congres'); Frame no. 
boundary: 157 (end of ‘bijwoont‘); Primary boundary?: no; Frame no. accent 2: 204 (vowel onset 
of ‘(Amster-)dam‘); Frame no. boundary : 256 (end of voicing of 'zien‘); Primary boundary? 
yes; Frame no. accent 3: 302 (vowel onset of 'half'); Frame no. accent 4: 356 (vowel onset of 
'trein'). 
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Fig 3 The same sentence as in Fig. 2, now spoken with a pause, givmg rise to automatic 

declination resetting. 

of a grammar is still under way; on the other hand, testing of the acceptability 

of the stylized contours has been carried out very thoroughly With native 

users of the language (’t Hart and de Pijper, l983)._ h . 

Everyday application in the laboratory has been m speech (re-)synthe51s 

activities where no original Fo curves are available, such as m dip one 

Synthesis, or in experiments in which the course of F0 IS. a controlled expert- 

mental variable. The obvious advantage of the program 15 that expertmegiters 

no longer have to be instructed in the grammar. of intonation before emg 

able to actually produce acceptable synthetic pitch contours. 
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Section 3 
Acoustic Analysis and Coding of Speech 



On the Acoustic Characterisation of the Oral and Nasa! 
Vowels of French 

M. Eskenazi and J.S. Liénard 
0rsay, France 

1. Introduction 
The manner in which the vowels of any given language have been characteris— 
ed up to the present has not fundamentally changed from the ideas put forth 
by Peterson and Barney (1952). lt has dependecl on the quality of pnonologi- 
cally and phonetically different vowels in that language as well as the relation 
Of the vowels to one another in the acoustic dimension. Thus, the vowels of 
Japanese (there are five phonetically distinct entities (Komatsu et al., 1982)) 
could possibly be characterised by the type of information obtained from 
formant tracking. This implies that the phenomena offormants crossing one 
another, suddenly disappearing, or the apparition of a ‘nasal’ formant would 
be extremely unlikely to occur in Japanese. In French, there are generally 
considered to be ten oral vowels and three nasal vowels (for a typical Parisian 
Speaker) - /a/, /o/, /o/ /e/, /e/, /i/ /y/, /u/‚ /o:/, /a/‚ /ä/, /ä/, /ö/. 

Despite this heavily populated vowel space, and due to the fact that there 
are no diphthongs or 'lax’ vowels in French (so they may be considered to be 
‘steady state’), we shall show that these thirteen vowels may be sufficiently 
characterised by a relatively reduced amount of information in the frequency 
domain. This continues the work described in Liénard (1979). Articulatory 
representations, such as LPG, are not employed; rather an attempt is'made to 
Put to use the limited knowledge that presently exists on the manner in which 
the car perceives sounds in the time and frequency domains. _ _ 

After a description of the databases used, we explain the manner in which 
the speech signal was filtered and smoothed. A description of the Simple 
Statistics used to represent the dispersion of the vowels follows. The separa— 
tion obtained, and the results of a first trial of unknown speaker vowel 
recognition are then presented as well as the explanation of a module that 
dyflamically enlarges the base. 

2. Databases 

Several databases were made up: two to test the filtering, the spectral 
smoothings, and the statistical dispersions, and three to be used m the 
unknown speaker vowel recognition experiments. 
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A. Two test data bases 

In order to explore different filtering and statistical approaches, and to 
confirm the dispersion results, two databases were constituted; one in 
context, and one of isolated vowels. 

Both databases were recorded on a NAGRA IV S, with a BEYER M69N 
microphone. In the first there were 30 speakers, male and female, each 
recorded once (several repetitions of the list of sentences; the ‘best’ candidate 
for each vowel being retained). The frame sentence was, ‘J’ai dit six fois’ 
(/3adi sifwa/). The frame word always began with /t/, and ended either 
with one of the thirteen vowels mentioned above (example: thé /te/), or a 
consonant prolonging the duration of one of these vowels (example: these 
/tez/). The speech signal for each of the sentences was visualised, and the 50 
ms portion to be used was indicated by hand (joystick). 

The second, isolated vowel, database included ten speakers. These speak- 
ers pronounced the series of vowels three times at each recording session, and 
the ‘best’ candidate for each vowel was retained. Seven speakers (six male 
and one female) were recorded in two sessions (therefore two tokens of each 
vowel were present for each speaker); the other three speakers were recorded 
ten different times. The 50 ms portion of the vowel was obtained automati- 
cally : the starting point of the signal was detected, and the portion of interest 
was determined, after intelligibility tests, to begin at a fixed distance of 200 
ms from this point. 

B. Three recognition databases 

For the unknown speaker recognition tests, three isolated vowel databases, 
alike in all ways except for the speakers included therein were constituted. 
Each included ten speakers, five male and five female, and were recorded on 
a REVOX B77, with the same microphone. There was only one recording 
session per person, but this time, of the five repetitions of the list that were 
requested, the three ‘best’ candidates for each vowel were retained. The 50 ms 
portions were excised in the same manner as above. 

3. Filtering and Spectral Smoothing 

Within 50 ms of speech and considering the possible use of a Hamming 
window, at least two, and as many as six, whole periods of the signal are 
present. This portion of vowel therefore seems to be correct as a base for 
obtaining a representative power spectrum. ln all cases, the signal was 
preemphasized. 

A. Filtering , 

In order to obtain the desired spectrum, two filtering methods were tested. 
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For the first database, 32 fourth order filters (characterised according to a 
Bark scale) were used. Satisfactory vowel groupings were obtained; however, 
to confirm these groupings, and to lighten the computing load, an FFT 
(translated to a Bark scale) was also tried. Results on the same database were 
quite comparable. The two filtering methods were then tried on the second 
database, and after results were found to again be quite comparable, the FFT 
was chosen for use in further tests. 

B. Spectral Smoothing 

Directly after the FFT and the transformation of the resulting spectrum into 
32 values separated according to a Bark scale, the linear values were transfor- 
med to quasi-logarithmic (base two segment approximation) ones. The 
statistical treatment described below was used on this original unsmoothed 
32-point spectrum to determine whether the smoothed spectrum conveyed 
different information in this context. Recognition tests of the first of the three 
recognition databases on known speakers showed comparatively high error 
rates. 

Spectral smoothing was carried out with two goals in mind. First, the 
original spectrum still conveys a considerable amount of information, part of 
which may be considered to be redundant for our needs. Smoothing elimi- 
nates accidental peaks and valleys, but respects the general distribution of 
energy in the spectrum. Second, inherent differences in amplitude variations 
from one vowel to another are not taken into account. Smoothing may be 
carried out in several stages, allowing us to subtract an extremely smoothed 
spectrum from a less smooth one (both coming from the same original 
vowel). The result is a series of 37 values for each vowel (K = 1 to 37) 
representing the degree of curvature of the spectrum over a wide (~1000 Hz) 
range. The values are independent of amplitude and therefore an /a/ pro- 
nounced very softly will not be confused with an /i/, nor a loud /i/ with an 
/a/. 

The combinations of smoothings found to give an optimal characterisa- 
tion of the spectrum was: ' 
l. three—point averaging, with the central value weighted at 2 
2. 24-point weighted smoothing 
3. 9-point straight averaging 
4. substraction of 3. from 2. 

Figure l illustrates the evolution of three spectra from their original forms to 
the results of 4, where only an indication of the degree of curvature (c) of the 
spectrum remains. 

The original vowels were also treated in another manner: normalising 
amplitude before FFT, and then proceeding up to 2. Results of known 
speaker vowel recognition tests were slightly less satisfying than the proce- 
dure described above. Further tests are being carried out using this ap- 
proach. 
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4. Statistical Classification 

: The simple statistic tools chosen reflect the distance, at a given K, between 
..°‘ ? the C values for different vowels (each ‘vowel’ now becoming a composite of 

all of the speakers in the given database). 
First, the mean C value (m), and standard deviation (0), for all the 

-_ _ . _ speakers for a given vowel were calculated at each K along the spectrum. We 
"\l_ ; then calculated a dispersion value for all of the pairs of vowels at each K: 

| . -  .| . ? S(k‚i‚j)=in‘—ni 
_i' Ui'l'0j 

' A general indicator, (I(k))‚ of the dispersion of the vowels at each K, can be 
found by taking the mean value of the sum of the S(k,i,j) distances: 

:. .. 
I(k) = 1 / 1 3 2 [ 2  2 S(k| iej) ]  4 

Figure 2 shows the Ik values for the second and third databases: the higher f 
the value, the better the general dispersion. '; > 3 

Figure 3 shows the general dispersion of the vowels at K = 30 for database - > . 
3. It may be noted that such vowel pairs as /a/ and /i/ , and /a/ and /e/ have 

4°" 

" 
. 

\ 
' 

\ 

' 
| 

‚.
. 

‚..
- 

„
{

 
'

—
"

‘
j

 
\ 

.’ 

(4
) 

a
m

p
h

t
u

d
e

-
m

d
e

p
e

n
d

e
n

t
 

„„
_

‚_
‚ 

\ 
. 

. .
v

.
-

_
.

_
i

r
l

-
_

—
_

W
'

 

’ 
‚ 

F
i

g
 

1 S
\

g
n

a
\

 
e

v
o

l
u

n
o

n
 

f
r

o
m

 
(

0
)

 
t

h
e

 
o

n
g

t
n

a
l

 
p

o
w

e
r

 
s

p
e

c
t

r
u

m
 

t
o

 

\ 
l .  

' 

r ‘ l ; 

\ 

_i 

'— 
. 

' 

°. 

. 
_ ' 

. 

0 

z „ \" 5 .2«-- ‘ ° 
-.;-r 

„| € . ' - \  

' !  
“ 

‘ — — - — .  . . - .  . — — - . — o _ - _ _  ... 

. : 

° 

. . .  . ___—.. --*-——"" ' “ M  & 

Ä—\ 

" 
; _ _  ' r ü ' ‚ ]  * l | - | ' ' i 

} 

Fig. 2. lk values for the second and third databases (dashes = database 2). 
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& A, 
. . __ - = o f Fig. 3. General dispersion of the vowels at K = 30 (x ax1s = C, y AXIS — vowels, 2 “'s N ° speakers). 

well separated dispersions and cannot be confused with one another. At 
other values of K, the relations of the vowels among each other are d1fferent 
and, for example, at K = 14, /a/ and /u/, and /u/ and /i/ are well separated. The information contained in adjacent K’s is quite similar, due to the smoothings. However, it would be interesting to see if an unknown vowel from an unknown Speaker could be identified by superposition of certa1n Ks. or by trying to ‘fit’ the unknown spectrum against the 13 representatlve vowel curvature spectra obtained from the original database. 
5. An Experiment in Vowel Recognition 

Using the first of the three test datab standard deviation of each vowel at unknown vowel from an unknown 5 then compare its value at each K to base. The distance between the given K is calculated as: 

ases to obtain the mean value and the 
each K, we can filter and smooth a new 

peaker (in the two other databases), and 
the mean values of the 13 vowels m the 

unknown, and a vowel mean value, at any 

Icu — m„l 
UV = ___— 

av 
lue at a given K, and v is the mean value of The shortest Duv distance should thereff’rc e. At K = 30, there is not enough inf0rm£\"°n most likely vowel would be; however, a gr°lip candidates, almost always Shows the vowel m question, and its closest fnei ghbours‘ in the acoustic vowel space (for exa$' plc, an unknown /a/ will often engender /o/, /ä/, /o/‚ and /a/ as can “ dates). 

where 11 is the unknown vowel va any one of the 13 base vowels. indicate a likely vowel candidat to make a decision on what the of the three to four ‘closest’ 
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We proceeded to  test these distances on the whole of the speet3rum. 'I;1;a; ;sj, 
taking the sum of the distances for all of the KS for each of the hvowel“;own 
seeing which vowel has the lowest cumulatrve drstance from (; e unnl half 
(the best ‘tdtal spectral fit’). Other tests were carr1ed out to ad {“in}; o yj one 
of the Ks (K = 2, K = 4, K = 36), one third, one fourth, one 1 t ,;n {' the 
sixth of the Ks. Results are shown in Table I. Although so i'nucI fest 10 
information has been taken out of the signal, the correct vowe ;s 221f one 
the unknown 45-50% of the time; it may be noted that when on y um,“ € 
third, etc. of the Ks are used for comparison, the error rate does ;10 d nasgal 
by more than a few points; one feature used for 1dent1fy1ng ara an values 
vowels could only necessitate the retention of SIX m values zn s1:; Zee if the, 
New tests are presently being carried out on these same data;1 asesn Fi um 2 
error rate decreases when only a few select Ks(the peaks s lo:vnr:s TEL-‚le ", 
for example) are used for the cumulat1ve distance calcu a 10 . 
shows the confusion matrix for the total spectral fit. 

' wn vowels) Table [. Results of the vowel recognition exper1ment (as a percentage of 780 unkno 

TCS! Correct vowels proposed as place candidate (%) 

lst 2nd 3rd Ist or 2nd Ist, 2nd, or 3rd 

88.1 ‘Total Fit‘ 49.1 27.3 11.7 322 87.8 
1/2 of the Ks 48.6 27.6 H.;! 75.8 89.0 
1/3 of the Ks 49.9 25.9 13.2 75-3 87.4 
1/4 of the KS 48.2 27.1 12. 75—1 87.4 
US of the Ks 48.7 26.4 12.3 75.8 87.2 
l/6 of the Ks 50.3 25.5 11. . 

Table II. Confusion matrix for the total spectral fit 

confused with: 

unknown i 72 6 
vowel y 1 64 10 2 l | e 21 13 39 4 1 10 1 4 

1 46 13 
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6. A Module to Dynamically Change the Statistics 

The results of our recognition experiment may possibly be ameliorated in 

two ways; first, different manners of superposing the different Ks are being 

tried, second, the base of speakers is being enlarged to become more statisti- 

cally representative, and therefore, used for unknown speakers with a de- 

crease in error rates. 
In order to enlarge the base for any vowel with any number of already 

known, or unknown speakers, we have developed a module that automati- 

cally changes the mean value, and the standard deviation value of the desired 

vowel. Information on the present status of the number of speakers in the 

base, the mean value, and the standard deviation, can be obtained at any 

time. Tests are now being carried out on the enlarged statistical base (now 
including all of the speakers in the second of the three test data bases). 

7. Conclusions 

We have shown that the ten oral and three nasal vowels of French may be 
characterized with quite a small amount of generalised information. This 
observation is in keeping with the work at LIMSI (Gauvain et al., 1983) 
which centers on the belief that the transitory parts of speech convey more 
information and therefore that less needs to be retained for the stable parts. 
Further work is being carried out on the enlarged statistical base (this base 

will soon be enlarged to encompass children5’ voices and whispered speech). 
Tests of the robustness of this representation are also being Undertaken on 
vowel portions automatically taken from CV, VC, and C(C)VC syllables- 
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Effective Implementation of Short-Term Analysis Pitch 
Determination Algorithms 

W.J . Hess 
Munich, FRG 

]. Introduction 

The problem of pitch determination counts among the most delicate pro— 
blems in speech analysis. A multitude of pitch determination algorithms 
(PDAs) and devices have been developed; none of them works perfectly 
(Rabiner et al., 1976). A survey of the state of the art was presented in an 
earlier paper (Hess, 1982). In this survey the PDAs have been categorized 
into two gross categories: ]) time—domain PDAs, and 2) short-term analysis 
PDAs. The time-domain PDAs determine pitch (this term stands for funda— 
mental period, fundamental frequency, or the elapsed time between two 
consecutive pulses of the voice source) directly from the signal as the elapsed 
time between consecutive laryngeal pulses. The short-term analysis PDAs, 
after subdividing the signal into a series of frames, leave the time-domain by 
a short-term transformation in favor of some spectral domain whose inde- 
pendent variable can be frequency or again time (in the latter case the 
independent spectral variable is called lag in order to avoid confusron). 

The short-term analysis PDAs are further categorized accordmg to the 
Short-term transform they apply (Fig. 1). The main possibilities are correla- 
tion, ‘anticorrelation' (i.e„ the use of distance functions), multiple spectral 
"“"—WM: (cepstrum), harmonic analysis (frequency-domain PDAs), and 
maxMum-likelihood analysis. In the following we will deal only With three 
examl>les: l) autocorrelation (pertaining to the the correlation PDAs), 2) 
maximum-likelihood, and 3) harmonic analysis. 

2. Basic Computational Effort, Spectral Representation and Measurement 
Accuracy 

In general the short-term analysis algorithms perform a short-term transfer- 
mation of the form 

X = W x, (1) 

In this equation, X is the spectral vector, x is the signal vector and Wis the 
transformation matrix which represents the properties of the short-term 
transformation. For a frame of N samples (the transformatron mterval) the 
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basrc computational complexity of the short-term transformation is in the order of N2 if the number of multiplications serves as the basic reference In prmcrple the computational complexity given in (1) is valid for all three types of algorithm we are going to deal with. The discrete Fourier transform which IS applied in frequency-domain PDAs and (not necessarily but possi- bly) m autocorrelation PDAs, clearly follows ( l). Of course one always tries to use the fast Fourier transform (FFT) whose basic complexity is in the order of N .IdNI, where Id represents the dual logarithm. If the autocorrelation function IS directly evaluated (without using the Fourier transform) it can also be brought into the form (1). The maximum—likelihood PDA ir; squarmg operations with the same basic complexity. The question is now how to decrease the computational load when imple- mentmg these algorithms. With very complex hardware on-line performance can be obtained even if the algorithms have not been optimized. On the other 

volves 
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hand, if the same results can be achieved with reduced effort, it is always 
worthwhile to think about such implementations. This shall be done in the 
following, first from a rather global point of view, later in more detail for the 
three algorithms cited. 

The following actions to reduce the computing effort appear possible. 
1. Replace multiplications and divisions by additions or table lookups; 
2. Replace multiplications by logical operations due to sophisticated pre- 

processing; 
3. Decrease the sampling rate in order to reduce the length N of the transfor- 

mation interval; 
4. Discard redundancies and irrelevance before the spectral transformation, 

again in order to reduce N; _ 
5. Confine the operating range of the calculation to samples that are actually 

needed; and 
6. Adaptively change the frame length K depending on the current funda- 

mental frequency F0 and/or the actual value of the trial period p within 
the short-term transformation. 

Actions 5 and 6 are not possible when a FFT is applied; there all spectral 
samples are computed simultaneously from a constant-length transforma- 
tion interval. 

With respect to the representation of the relevant information on pitch in 
the spectral domain, the spectrum (in the following the output signal of the 
short-term transformation will always be labeled ‘spectrum’ regardless of 
whether it represents a Fourier spectrum, an autocorrelation function, or a 
maximum-likelihood estimate) is heavily oversampled. If we limit the measur- 
ing range to 50-1000 Hz, then for the PDAs which operate in the lag domain 
(autoeorrelation, maximum-likelihood) a sampling rate of 2 kHz in the 
spectrum would be sufficient in order to correctly represent the information 
on pitch, i.e. to satisfy the sampling theorem. For a frequency-domain PDA 
a Spectral resolution of less than 25 Hz would be necessary in order to 
correctly represent all the harmonics of a signal at the lower end of the 
measuring range as separate peaks. These crude sampling rates, if applied, 
would be sufficient to represent the relevant information on pitch in the 
spectral domain, but they are not at all sufficient to measure pitch accurately 
enough. The most critical judge with respect to measurement accuracy is the 
human ear; data by Flanagan and Saslow (1958) as well as the prevailing 
theories on pitch perception (e.g., Terhardt, 1979) suggest that errors of less 
than 0.5% are still perceived. To satisfy this requirement, we Would thus need 
a spectral resolution of less than l Hz for a frequency-domain PDA and a 
sampling rate of more than 50 kHz for a lag-domain PDA. Since all these 
PDAs involve nonlinear processing (usually squaring and averaging), it is 
not sure whether interpolation in the spectral domain after the nonlinear step 
will yield correct results. Hence, in order to obtain a reasonable spectral 
resolution, frequency-domain algorithms usually perform voluminous FFTs 
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on long transformation intervals (more than 200 ms) which consist of a short 
frame (30-40 ms) appended with zeros, and a number of autocorrelation 
PDAs compute the autocorrelation function with the full sampling rate of, 
say, 10 kHz although they compute it from a speech signal that has been 
low-pass filtered with a cutoff frequency of 1 kHz. So the basic problem is to 
find solutions that allow for the spectral resolution necessary for an accurate 
measurement, but cut down the computational effort as far as possible. 

3. The Autocorrelation PDA 

The breakthrough in the autocorrelation PDA came when Sondhi (1968) discovered that adaptive center Clipping greatly improved the performance of this PDA which hitherto had suffered from a strong sensitivity to domi- 
nant formants. Dubnowski et al. (1976) then found that an adaptive three-le- 
vel quantization did not significantly degrade the performance compared to 
““ Signal that was only center clipped. With this three—level quantization, 
hOWever, it became possible to evaluate the ACF without any multiplications since the input signal of the so quantized signal can only take on values of +], 
0, and -l. It became even possible to replace the adder in the ACF evaluation 
10810 by a simple up-down counter so that for this PDA the problem of 
computational CompleXit)' can be regarded as solved. Actions 4 and 6from the above-mentioned list, which appear possible and promising, are “° longer necessary under this aspect. 

4. The Maximum Likelihood PDA 

The maximum-likelihood PDA (Noll, 1970; Wise et al., 1976) emerged from the task to optimally separate a periodic component x(n) from Gaussian none gn(n) in the signal a(n) = x(n) + gn(n) with the finite duration K. The mathemat1cal formulation leads to a comb filter with the trial period P, and the best estimate of pitch is given when p optimally matches the harmonic structure; in this case the energy of the output signal of the comb filter is maxrm12ed. Computing the energy of this signal however, involves squaring‚ and the number of the pertinent multiplications is in the order of s„‚ when Pmax is the longest period possible within the measuring range. To reduce the computational effort, one can exploit the fact that the only multiplications needed are squaring operations, which can easily be implemented by 3 table—lookup procedure. Since the maximum-likelihood PDA is rather noise resrstant, the input signal can be crudely quantized, and the table can be ke?t rather small. Another possibility of reducing the computational effort is obtamed when one succeeds in replacing the squaring operations by Other' less costly arithmic operations 
' 

. , such as the eak—to- eak am litude ofthe output1 Signal of the comb filter. This is indee P ? p mstea 0 the energy hardl aff 
. ‘ a -  

jah et al_‚ 1980), y ects the performance of the PDA (Ambfl‘alr 
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5. Harmonie Analysis, Frequency-Domain PDAs 

All frequency-domain PDAs (e.g. Schroeder, 1968; Martin, 1981) need a 
Fourier transform to enter the frequency domain. This is preferably done 
using the FFT although, for special applications, it might be profitable to use 
the conventional DFT and to compute only a few spectral samples (Du1fl’lllls 
et al., 1982). In the following, the considerations will be confined to the case 
where the FFT is used. Let an arbitrary frequency—domain PDA need a 
spectral resolution of 5Hz. This usually meets the requirements With respect 
to accuracy since it is mostly possible to obtain the est1mate of FO from a 
higher harmonic and thus to reduce the inaccuracy of the_measurernent due 
to quantization by the harmonic number of that harmomc._The ea51est way 
to implement such a PDA is to take a segment of the input Signal (30-40 ms), 
apply a suitable time-domain window, extend the segment by zeros, and 
apply the corresponding FFT to obtain the spectral resolut10n(a 2046-pornt 
FFT would be necessary when the sampling frequency of the input Signal is 
10 kHz). This procedure however, is in no way optimal With respect to_the 
Computational effort. Table I shows the different possibilities of Optimiza- 
tion. The basic computational complexity of the FFT is in the order of N Id N 
(line ‘no optimization’ in Table I). Using sophisticated programmmg that 
avoids multiplication for such samples where the real and imaginary parts of 
the complex exponential values used in the transform are zero or have a 
magnitude of 1, the number of multiplications can be reduced by almost 
30%. A reduction of 50% is achieved when one takes account of the fact that 
the input signal is real (and not complex). With programmmg alone one can 
thus save 64% of the multi lications. _ _ _ 

Further reduction of the ämputing effort is only possible With additional 
digital filtering. First, the relevant information on pitch in the speech Signal is 
contained in the frequency components below 2.5 kHz. In contrast to 
lag—domain PDAs the accuracy of the frequency-domain measurement rs n;t 
influenced if the sampling frequency of the time-domam signal is reduced y 
a factor of 2. The computational complexity, however, IS reduced by more 
than 50%. . . 

A last possibility of optimization is given by interpolatwn in the frequencly 
domain. There are two possibilities of increasing the spectral resolu;ron. 2) 
appending many zeros to the input signal and applymg a long FF ' (?ble) 
al—’P€nding few zeros to the input signal, applymg the shortest FFT pass;l , 
and interpolate in the frequency domain using a digital filter with zero p asel 

response (Le. a linear-phase nonrecursive interpolatron filter m a ;;ncausa 
realization) until the required spectral resolution is achieved. äse :::: 

Possibilities are equivalent as long as the interpolaüon rs perforhme Q:; “_ 
complex spectrum, but they are rather different with respect t o t  eir cc;xapm_ 
tational complexity. Applying all these optmtzatmns together, in ourcl r in 

PIC, brings down the computational effort by as much as one er e 
magnitude. 
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css COSt.ly amhm'° °Pefati0n5‚ SUCh as the peak-to-peak amplitude of the output Signal of the comb filter. This is indeed possible; taking the amplitude instead of the e - - - jah et al., l980')‘.°r83' hardly affects the performance of the PDA (Ambrkatra 
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Table I. Comparative evaluation of the effort necessary to compute an FFT spectrum for frequency-domain pitch determination under various aspects of possible 

algorithmic optimization. Assumed sampling rate: 10 kHz, frame rate: 100 Hz, required Spectral resolution: 5 Hz 
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Optimizing operation FFT Number of multiplications Saving %: 
Length (%) &? 

FFT Other Total g 
Operations &. 

@ 
No optimization 2048 45056 - 45056 0 33: 

Optimized FFT Programming . 2048 32776 — 32776 29 0% 

Exploit the fact that the input signal is real: perform spectral rotation, shift imaginary part of the @“ 

signal against time, and decompose spectrum 1024 _ 20480 2048 22528 50 U) 

All programming optimizations 1024 14344 2048 16392 64 R 

Downsampling to 5 kHz 1024 20480 200 20680 56 R 

Downsampling and programming optimizations 512 5942 1224 7166 84 =" 

Limit transformation interval to 51.2 ms and upsample spectrum by factor 4 in the frequency 
domain . 512 9016 6144 15160 66 

Time-domain downsampling, limitation of transformation interval, and frequency-domain 
upsampling 256 4096 3272 7368 83 

All optimizations applied together 128 1032 3528 4660 89 
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6. Conclusions 

A number of proposals to efficiently implement the short-term transforma- 
tion in short—term analysis PDAs have been reviewed. The problem of 
computational effort arises from the fact that, for reasons of measurement 
accuracy, the spectral function (autocorrelation function, Fourier spectrum 
etc.) must be heavily oversampled. The pr0posals range from efficient pre- 
processing (combined center and peak clipping in an autocorrelation PDA), 
which avoids multiplications, to the use of signal amplitude instead of 
energy, and from the use of table-lockup procedures to the optimal combina— 
tion of the FFT and interpolation by digital filters. If the PDA is carefully 
implemented, the gain in computing speed can be considerable. 
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Analysis and Validation of Higher Pole Correction Function 
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]. Introduction 

The concept of higher pole correction is connected to the all-pole modelling 
of speech production. Primarily it is used in the cascade terminal analog 
realizations where only the first few formants are included. The contribution 
of the higher formants to the lower frequency region is modelled by a higher 
pole correction (HPC) function to get the formant peaks in the spectrum to 
the proper levels. The modelling of HPC is usually (Fant 1959) determined 
by two independent parameters: the area of mouth opening and the physical 
length of vocal tract. The mouth opening determines the size of the radiation 
inductance which lowers the formant frequencies. This effect of the radiation 
inductance can be considered as a change in the physical length, 1, to give an 
‘effective’ length l: = l + Al, where A1 = 0.8*SQRT(Aº/1r) and A() is the area 
of the mouth opening. The term Al  is also called end correction. Henceforth 
the higher pole correction concept will be discussed only in terms of the 
effective length. 

In the derivation of the higher pole correction function for any vowel 
sound it is assumed that the higher poles are located as they are in the lossless 
neutral vocal tract and that the higher poles have infinite Q-values (band- 
widths of higher poles equal zero). Also the possible effects of cross-modes to 
the lower frequencies have not been discussed. The above derivation by Fant has been generally used. However, there have been no validating studies to 
verify the assumptions mentioned and the consequent effect on the accuracy 
of the HPC function. 

In this study the true volume velocity transfer function is measured for 
acoustic tubes of different shapes. Then the corresponding transfer functions are also calculated by a computer simulation of the transmission line (TL) model. By a comparison of the physical measurements with computer simu- 
lation results, the validity of the lip radiation impedance in particular, and 
the TL model in general, are studied. The computational TL model is then 
used as a reference system to study the HPC function in s- and z-domains. 

2. Acoustical Measurements 

To simulate vowel production, a straight uniform hard-walled tube of plexi. 

, _… _ ‚_„_-4‚.;„__._;_._'ä—z£ ___… ..... ...-..— 
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glass was mounted into a spherical baffle with a radius of 9 cm. The tube was 
17 cm in length and 2.95 cm in inner diameter (area 6.84 cmº). The ‘glottal’ 
end of the tube was totally closed with a hard wall and the open end was 
mounted exactly on the surface of the baffle. Electrical sparks were used as 
excitation at the glottal end. The measurements were carried out in an 
anechoic room (Laboratory of Electroacoustics, Helsinki University of 
Technology). A real time spectrum analyzer was directly connected to the 
microphone amplifier to document the volume velocity transfer properties of 
the artficial vocal tract. 

One measurement for the neutral tract is shown in Fig. l. The correspond- 
ing transfer function calculated from the TL model (see sec. 3 for details) is 
superposed on the same figure. One can note that the match is fairly good up 
to about 7 kHz. One typical measurement for the nonuniform tube with the 
result from TL simulation is given in Fig. 2. In this case a three tube model 
was obtained by placing a block of 8.5 cm length into the tube, starting 2 cm 
from the ‘lips’, yielding a constriction area of 1.77 cmº. This profile produces 
a response similar to the vowel /e/ . Also in this case the TL simulation gives a 
good match to the physical measurements. These examples illustrate the 
validity of the TL model and the radiation impedance model used as a 
computational reference system in this study. 

Since the TL model which describes only one-dimensional wave behavior 
in the tract, still gives a good match to the acoustical measurements, we can 
infer that the cross-modes in the measured physical model have only little 
effect on the lower frequencies. Thus it seems reasonable to leave out the 
cross-modes in the HPC derivation. 

It can be noted from Fig. 2 that the formant frequencies have moved away 

Fig. I. Frequency response of the a) physical model b) TL model. 
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Fig. 2. Frequency response of the three tube model a) physical moclel b) TL model. 

from their neutral positions. Also, even in the case of a neutral tube (Fig. 1) 
the bandwidths are increasing towards the higher formants due to the larger 
radiation losses. How these factors affect the HPC function will be seen in the 
following analysis. 

3. HPC Function in the S-Domain 

As known, by assuming one-dimensional wave behavior in the vocal tract, its 
sound transmission properties can be described by applying the theories of 
transmission lines, The acoustic transfer functions are then given by the 
hyperbolic functions, which means that the model cannot directly be used for 
the time domain simulations. Therefore some approximations are needed to 
develop a corresponding lumped parameter model with rational transfer 
function (Skilling 1951, Flanagan 1972). However, in this study only the 
analysis in the frequency domain is needed and so the original TL model can 
be used in its full mathematical accuracy without any approximations. All 
frequency dependent losses (viscous friction, heat conduction, radiation etc.) 
can also be calculated from their original equations with the correct frequefl' 
ey dependency. The lip radiation impedance was approximated by a piston in 
a Sphere model and calculated from the exact serial expansions given by 
Morse and Ingard (1968). 

Vocal tract profile data for Russian vowels estimated from X-ray pictures 
by Pant (1960) were used in the TL model to calculate the corresponding 
volume velocity transfer functions. Values for the first five formant frequen' 
cies and bandwidths were estimated for the vowels /a/, /o/, /u/, /i/, and 
/e/. . 
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Transfer functions for analog cascade resonant filters with the estimated 
formant parameters were calculated and substracted (in log. magnitude 
form) from those given by the TL model. Smoott rising curves correspon- 
ding to the true HPC were achieved by these means. The HPC functions for 
the five formant model were then calculated by using Fant’s formula and the 
known effective lengths. The error curves are shown in Fig. 3. The error is 
typically very small below 4.5 kHz, and then grows rapidly. This is mainly 
due to the sixth formant of the tract which usually has a lower frequency than 
assumed in the derivation of the HPC function. 

The s-domain simulations confirm clearly the validity of the HPC function 
given by Fam. The function is seen to be an accurate and useful tool to be 
used in the all-pole modelling of the vowel tract transmission. In the analyzed 
five formant case the 3 dB point in the error curve is typically located between 
4.2-4.6 kHz. Although the two assumptions made during the derivation of 
the HPC function are not confirmed by acoustical reality, the HPC function 
is seen to be quite insensitive to the absolute positions of the higher poles. 
Only their average density has to be known. The results are also in harmony 
with the fact that the bandwidth of the formant has primarily a local effect 
only. These general notes are also valid in the following analysis made in 
z-domain. 

4. HPC Function in the Z-Domain 

Gold and Rabiner (1968) have published a comparative study on analog and 
di8ital all-pole models. They compared the digital and analog transfer 
functions for ten English vowels. The models had three controllable for- 

! r l l 1 l l l 1 J_ 
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Fig. 3. Difl'erence curves in the analog domain between the calculated, true HPC function and 
Fant's formula. 
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mants together with two or seven fixed higher poles corresponding to the 5- 
and 10-pole systems analyzed. As a result it was reported that the 10-pole 
analog system with HPC function and the lO-pole digital system without any 
HPC are ‘extremely close’ to each other, and it was also said that: ‘This 
strongly indicates that higher poles of the vowel tract transfer function are 
automatically and more or less correctly taken into account by the repetitive 
nature of the digital formant frequency response. We also note. that this 
intrinsic correction is actually more accurate than the quite good analog 
higher pole correction used in our computations. These results are generally 
valid for all the vowels’. 

To have a closer look into this question a cascade all-pole model was 
compared with the TL model as in the previous s-domain study. Also five 
formants of the vowels were used and the sampling frequency was fixed at 10 
kHz. This sampling frequency gives an optimum aliasing effect for a neutral 
tube of effective length 17.5 cm. 

The results of the simulation are collected in Fig. 4. The difference between 
the TL model and the digital model is largest when the effective length of the 
tract differs most from the length fixed by the sampling frequency (17.5 cm). 
In this simulation one of the largest errors appeared for vowel / u/ . This case 
is illustrated in more detail in Fig. 5, where the TL transfer function is shown 
together with the digital one. It can be noted that due to the large effective 
length of the actual vocal tract the digital model has approximately missed 
one formant (the 6th one). If we had the possibility to control the sampling 
frequency we could achieve a fairly good match between the models. 

One can clearly see from the above results that the digital 5-pole model 

4 l l l | | 

0 1 2 3 4 k H z 5  
Fig. 4 Difference curves in the digital domain between the calculated TL model tratl$fer 
function and the all-pole digital model. 
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Hg. 5. Log. spectrum of /u/ : a) TL model b) digital 5-polc model (aliased speetrum). 

without any HPC does not give as accurate results as the corresponding 

analog model with HPC. Our result contradicts the conclusions made by 

Rabiner and Gold. However, their study was limited in the following sense: 

they did not compare the terminal analogs directly with the more _reahstrc 
distributed parameter transmission line model because as they mentioned, it 

is ‘quite difficult‘. They have chosen some artificial values for the higher 
poles and compared the digital models directly to the analog one. The higher 
poles chosen led to vocal tract models with a fixed effective length of 17.5 cm, 

Whereas in reality the effective length of the vocal tract var1es. 
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Estimating Vocal Tract Area Fuhctions: A Progress Report 

F. Lonehamp, J.P. Zerling, J.P. Lefévre 
Nancy. Strasbourg. Le Mami! St-Dem's, France 

At the previous International Congress of Phonetic Sciences, Pant remarked 
that ‘very little original data on area functions had accumulated. The 1960 
Russian vowds have almost been overexploited’. A quantitative estimate of 
the variation in the cross-sectional area of the vocal tract is necessary to 
relate in a cogent way articulatory and acoustic data. Articulatory synthesis 
which promises high-quality elocution, requires accurate knowledge of area 
functions. The dearth of cross-dimensional, as opposed to sagittal, measure- 
ments is related to difficulties in using photographic data and to the potential 
hazards of tomographic X-ray exposure. Also, with any method, it is difficult 
to assess the accuracy of the recovered areas, as we lack normative values. 
We believe that several techniques should be used concurrently to provide a 
measure of consistency. We report preliminary results for one subject using 
two different procedures. 

l. Area function determination from the tract impulse response 

This first technique was originally devised by Sondhi and Gopinath (1971). 
The area function is determined from measurements of the vocal tract 
response to an impulsive acoustic pressure wave. The experimental set—up is 
shown in tig. l. Following work mainly at the Electrical Engineering Dpt. of 
Laval University at Quebec, where the experimental data for this part of the 
study were gathered, area functions have been published for all French 
vowels. except the heavi labialized [u] and [y] (Tousignant et al. 1979; 
Lefévre et al. 1981, 1983). The procedure is summarized in tig. 2 with 
numbers illustrating the following steps: 
— 1. The acoustic impulse input signal e(t) and its response s(t) after reflec- 

tion in the vocal tract are both sampled. 
— 2. From the delay and magnitude of s(t), the major reflection coefficient 

(and hence the area value) is located and estimated. 
- 3. Due to the band1imited nature of the signals, smoothing of the area 

discontinuity with a transition is necessary. 
— 4. Using the transmission line model, the tract response is obtained 

through convolution of the input signal with the impulse response of 
the vocal tract computed from the reflection coefficients. 

— S. Finally, the residual signal obtained by subtracting the calculated 

u
f“
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response from the measured one can be further analyzed by repeating 
the procedure from step (2). 

The area function is thus determined in 10 to 20 passes. 
The known advantages of this method (Tousignant et al. 1979; Sondhi 

1979) include absolute area estimates and recovery of true length. Draw- 
backs do exist however: exertion of suitable muscular tension; auditory 
feedback not available for the subject to check on his articulatory posture. 
Lip and jaw positions may not be natural while insuring airtight closure at 
the mouthpiece. To try to control for these last two effects, and to provide for 
a new test of accuracy, the subject was instructed to phonate as soon as the 
response measurements had been taken. All results reported here show a 
good correspondence between formant frequencies computed from the reco- 
vered area functions and measured from the tape recording of the session. In 
other cases, discrepancies were noted. But it is impossible to tell whether the 
recovered functions are incorrect or whether the subject changed his articula- 
tory posture between measurement and phonation times. Although plausible 
area functions have been reported for ‘constricted’ vowels (Le. [i] or [o]) for 
another subject with a seemingly larger and longer vocal tract (Lefévre et al. 
1983), only ‘open’ vowels such as [5] or[cr.] yielded reasonable area functions 
(cf. Sondhi and Resnick 1983). In all cases, total length and the location of 
the cavities seemed correct; only their volumes were not. Results for an [a] 
taken is shown in tig. 3. The dotted line refers to the area function for another 
[8] by the same subject, derived from the second technique to be described 
below. Although discrepancies occur at the glottis and in the month region, 
the general shape is similar. Length values are within 0.4 cm. While the 
tokens are different, the formant frequencies are close (see caption). Measu- 
red and computed frequencies match satisfactorily. The area function is 

10[ cm" L-—-o G 

[€] 
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Figure 3. - Area functions for 2 [e] tokcns _ acoustic impulse response ‘ measured formants: 550-1670-2450—3430;c0mputed formants: 545-1630-2500-3450; - - “= sagi"“' ‘° “°“ °°“"°“‘°"‘ measured formants: 580-1650-2512—3520; computed formants: SBS-165046203360- 
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rather different from the one reported in Lefévre et al. Fig. 4 illustrates 4[ce] 
tokens with close spectral contents. In this case, the area function derived 
from the X-ray data for another token, shown in the insert, looks very 
different. The areas are [c]-like in shape. Phonetic description of French has 
interestingly pointed out the acoustic similarity of [oe] and [a] sounds. We 
cannot rule out the use of two different tract configurations for the same 
vowel sound. Clearly, simultaneons X-ray and impnlse measurements would 
have to be made. 

2. Conversion of X-ray sagittal measures to area functions 

In this second approach, we sought to optimize the numerical coefficients of 
a set of functions relating vocal tract sagittal dimensiohs to area values, by 
simultaneously minimizing the discrepancy between measured and calcula- 
ted formant frequencies on a set of vowels. A similar approach has been 
reported by Maeda (1971). Length and sagittal widths at 1 cm intervals were 
taken from an X-ray film for the vowels [i, e, a, :) u] in an [ob-b] context 
(Zerling 1979). The first 4 formant frequencies were computed through 
autocorrelation LPC from the synchronous sound recording. The teeth, 
uvula hump and epiglottis were ignored. Being more distinct, the midline 
groove for [a] and the side tongue outlines for [i] were traced in the upper 
pharynx zone. A crucial choice is the form and number of functions relating sagittal to area values. As reviewed in Wood (1982), most authors favour a power function for the month. The pharynx and larynx regions are modelled 
usually as a number of ellipses. the cross-dimensions of which (ci) are set to a 
constant value. After a long series of pilot experimenß, we selected 3 power 
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figure 4. Area function for 4 [te] toltens. Insert shows area from X-ray data. Measured and computed formant frequencies: _ 560-1275-2425-3310, 545-1296-2426-3330; — — —: 535- 1230-2620-3425, 540-1220-2520-3395; 525-1355-2420—3 . . 530-1345-259u3450. 530-1360-2530-3300. . 670' 535'1340'2500'3650' 
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functions ( A (area in cm’) = ai .xbi ; x: sagittal width in cm) for the month, 
uvula and upper pharynx, and the lower pharynx (epiglottic region). Only 
the laryngeal tube was modelled as an ellipse. As the width of the pharynx 
never exceeded 2.7 cm, Wood's ‘cosine’ function was not used. Formant 
frequencies were computed from the estimated area functions using the 
transmission line approach (Liljencrants and Pant, 1975). Radiation Iosses 
were modelled as an extra section at the lips. Using recent simulation data by 
Maeda (1982), we were able to express FW as a function of uncorrected F. 
values (Fin) in the well-known correction formula (F ‚= \/F0)2+ F ]11”) for wall 
vibration effects: F0) = 0.042F‚u + 187. As no simple formula is available, no 
correction was made for the effect of open glottis. A random search proce— 
dure was used to simultaneously optimize the 7 coefficients for the 5 vowels. 
As [i, e, a] gave consistently closer matches, they were more heavily weighed 
in the decision metric. As a final step, the first (lip and/or teeth) section was 
slightly adjusted to further improve the fit. The coefficients, error (%Fi) and 
absolute mismatch values in Hz (A Fi) are given below: 
— month: a= 1.95; b= l .53 - uvula and upper pharynx: a=3.00; b=l.40 - lower 
pharynx: a=2.40; b=1.23 - larynx: c=l.6. 

%. AF. %1=2 AF, %1=‚ AF, %F. AF. 
li] -3.0 10 -o.9 19 -1.5 44 -1.3 45 
161 0.5 3 0.0 1 4.5 96 -4.6 163 
[al —o.s 3 2.0 26 -o.9 22 1.3 45 
[=] 4.9 29 4.7 52 -8.1 21 1 1.4 47 
[ul —4.9 18 8.1 70 —7.0 177 -o.7 25 

Figs. 5 and 6 show the area functions for the 5 vowels. The month coefficients 
are almost identical to the values reported by several authors (see Wood, 
1982)- They also check with values derived from a plaster cast made on the 
subject. The upper pharynx values are slightly above those for ‘level 1 
rePorted by Gauffm and Sundberg (1978) especially for large sagittal values 

(ie. 8.5 cm2 vs 6.8 cm2 for a 2.1 cm width). The lower pharynx values (‘level 
2') are also larger (Le. 5.3 cm2 vs 3.2 cm2 for a 1.9 cm width). The larynx tube 
appears rather narrow. It may be worth noting that the laryngeal tube mamly 
controls the frequency of F., which was not corrected for the effect of the 
open g10ttis phase during a period. _ _ . 

It is not clear whether ‘the relationship of lateral to cross-d1mens1ons1s 
affected by the phonetic nature of each vowel’ and whether a tongue gesture 
fa°t°f‚ computed from the sagittal shape and related to the h1gh/low and 
front/back features, is necessary to convert sagittal to area values, as sugges- 
ted by Maeda ( 1971). While it is true that the formant fit is sometimes poor, 
the mean error is only 2.5 %. We have recently tested the 5 followmg vowels 
Ü. e, oy, a, te], from a new X-ray film, using the coeffic1ents g1ven above. 
Mean percentage errors for the first to the fourth formants are 7.3, 9,7, 6.1, 
and 7.5 % respectively. These larger errors indicate that the set of coefftc1ents 
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Figure 5. Area functions from the conversion of sagittal widths of x-ray data: vowels [i, e, a]. 
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Figure 6. area functions from the conversion of sagittal widths of x-ray data: vowels [a a u] 

is not optimal. But the possibility exists that forcing area values to be a monotonically increasing function of the sagittal widths generates ‘ seudo- area functions’ with too strong a constriction in the larynx area A mu’ltista e optimization procedure as developed by Charpentier (1982-) combiniî table look-up for initial estimates and an optimization algorithm mi hî seem a better approach. But in this case, only one vowel can be dealt with ft a time, as there are no constraints on the respective shapes of a set of vowels Also, in order to have more acoustic variables than articulatory ones one has to resort to measures of formant bandwidths or amplitudes the rele’vance of which is doubtful. In our approach it can be checked that no sharp disconti- 
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nuity exists for contiguous sections computed with different functions (i.e. at 
the junction between the mouth and upper pharynx functions) and that the 
area variation is physically compatible with the variation in sagittal width at 
most or all points along the vocal tract. 

Further work, including simultaneous X-ray and acoustic impulse measu- 
rements as well as sagittal to area values conversion for a larger set of vowels, 
is definitely needed to better estimate area functions. 
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Real Time Fundamental Frequency Analysis Using the 
Spectral Comb Method 

P.] . Martin 
Toronto, Canada 

1. Introduction 

Although reasonably good real-time fundamental frequency visualizers are 
now eommereially available, it is difficult to conduet a phonetie analysis of 
prosodic parameters when speech material is recorded in a noisy environ— 
ment. Indeed, most Fo analyzers are designed to work with a relatively high 
Signal to noise ratio, which rules out their use in certain cases such as the 
analysis of spontaneous speech recorded in a noisy street. This is due to the fact that these instruments rely on methods of analysis which take into account fundamental frequency as the only parameter. 

More reliable methods based on the analysis of the short-time spectrum of 
the speech signal are now available due to the develo ment ' ' _ of mex ensrve 
highspeed hardware. p P 

2. The Spectral Comb Method 

Most methods of pitch extraetion from the short- time spectrum are based on detectmg the periodicity of F„ harmonics in the Spectrum. The eepstrum (Noll, 1969), for instance, computes the Fourier transform of the logarithm of the power spectrum. Other methods are based on a more direct search for periodieity m the spectrum. Schroeder (1968) uses a histogram of subharm0- mes denved from spectral peaks, and FO is considered as being the smallßst common multtple of the periods of its harmonic components. Harris and Weiss (1963) examine a high resolution Fourier spectrum and retain 83 fundamental frequency the most numerous equal spacings of adjacent peaks. Sreemvas and Rao (1972) use only selected high quality peaks and com?“te their approxrmate highest common factor to obtain the pitch value. Sluytef, K_otmans and Leuwaarden (1980), in order to account for possible phase distortion of the peak harmonics in the spectrum, use a minimum distance 3:33: to reeogmze harmonic pattems, and derive pitch value from these 
The spectral comb method (Martin, 1981) is also based on short-time spectral analysrs. Although it is similar to other spectral compression techni- ques,relrabthty rs due essentially to the fact that both the frequency and the amplitude of each harmonic component are considered in the evaluation of 
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F0. More precisely, the comb method uses the cross eorrelation between the 
short-time spectrum /F (m)/ and a spectral comb function P (a) ‚w), with 
teeth of deereasing amplitude and variable intervals. The maximrfm of this 
erosscorrelation function is obtained when the comb’s teeth coincide with 
the harmonic peaks of the spectrum, i.e. to the harmonic pattern which has 
the largest sum of its harmonic amplitude. 

Although presenting some similarities with the method based on Gold— 
stein's work (Goldstein, 1973), by Duifhuis et al. (1978), the spectral comb 
method differs from the harmonic sieve approach by using information 
pertaining to the amplitudes of the harmonics rather than using a minimum 
distance eriterion in order to select the appropriate Fe. 

3. Hardware Implementation 

After analog-to-digital conversion, (4 kHz sampling frequency), the speech 
signal is split up into overlapping segments of 32 ms duration (128 samples). 
The speech samples of each segment are multiplied by 64 X 128 complex 
Fourier coefficients stored in a 16 k byte FROM, and aecumulated into a 125 
ns cycle time 12 X 12 multiplier-accumulator chip. (Gaussian windowing is 
performed on the trigonometric functions themselves, rather than on the 
speech signal). The module of the real and imaginary frequency values is 
computed from a table, and the logarithm of the module stored inthe 
memory of a small mieroproeessor system (8085). These values range from 0 
to 1024 Hz, with a 16 Hz resolution. An algorithm determines the spectral 
peaks above a threshold situated 40 dB below the maximum amplitude of the 
spectrum. These spectral peaks are ‘rewritten‘ as parabolas whose peaks 
coincide exactly with the interpolated spectral peaks in order to obtain a 
modified power spectrum /F' ((D)/ with reduced energy between the harmo- 
nic components. The modified spectrum is then erosscorrelated with a comb 
function with teeth of deereasing amplitude (law n"/-) 

C (www) = 2 n"/' (nmp - m) 

the erosscorrelation function 

1 (top) = 2 n"/' /F' (mp)/ 

is thus the sum of equally sampled values of the modified power spectrum /F' 
(m)/ which are weighted according to the amplitude of the comb’s teeth. 

The eomputation of 1 (top) is performed by the mieroproeessor using a 
large table of coefficients containing all the possible parabola sampled values 
of 128 possible amplitude levels. Fast eomputation can thus be realized 
performing only sums and no multiplications. The final F., value is obtained 
by looking at the maximum of the erosscorrelation function 1 (top). 

The voiced-unvoiced distinetion conducted by using an index compares 

ii 
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the maximum value of I (m ) to the value obtained with a comb function 

shifted by cap/2. This ratio indicates the relative energy of the detected 

harmonic structure compared to the weighted sum of noise components. 

4. Visualization 

The F„ values are displayed on a color monitor, together woth the intensity 
curve (which is measured independently). The display converter generates a 
color video signal containing both curves and alphanumeric information 
pertaining to display duration and frequency scale. Two cursors allow 
alphanumeric readout of frequency, intensity and duration values at any 
point along the curve. 

Pitch visualization would be of even greater usefulness in phonetic re- 
search if the user were able to segment the speech signal on the screen and 
identify each segment. Although the speech signal can sometimes be segmen- 
ted by simply looking at the information given by the intensity and funda- 
mental frequency curves, one needs still more information in order to 
perform an accurate segmentation. 

_ Usually, this information is provided by the speech wave. Since the resolu- 
tion of the display (256 dots horizontally) does not allow for displaying the 
speech wave itself, the envelope of the signal is displayed, instead. FO analysis 
rs. pertormed in real time, and any length of speech (up to 9 s.) may be 
displayed on the screen. Two cursors can be moved along the time axis in 
order to segment the speech signal according to the cues provided by the 
envelope. Numerical information pertaining to the segment defined by the 
two cursors includes the amplitude of FO (in Hz), and intensity (in dB) 
var1atrons, the time duration of the segment, as well as the average and the 
standard deviation of both the pitch and the intensity between the cursors. It 
18 also possible to obtain absolute values of FO and intensity at any point of 
the curves. With this equipment, an accurate analysis of speech data can be 
reahzed quite rapidly, and can even be performed interactive in the plc“ 
sence of an mformant if desired. 

5. Conclusion 

A new reliable real-time pitch-visualizer has been presented using a noise 
resrstant F„_ tracking algorithn. The instrument allows real-time display °f 
both mtensrty and fundamental frequency, together with the envelope of the 
speech srgnal.. Numerical readout of F., and intensity is provided which 
makes the instrument easy to use for practical phonetic analysis. ’ 
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Jitter in the Singing Voice 

R.A. Rasch 
Utrecht, the Netherlands 

]. Introduction 

In the musical tones produced by the singing voice, frequency variations are 
always present. They can be grouped into three categories: (l) trend (slow, 
gradual changes), (2) vibrato (periodical variations with a frequency of 5 to 6 
Hz mostly), and (3) jitter, to be defined as small-scale period-to-period 
fluctuations with a random or pseudo-random character. The vibrato of the 
singing voice has been studied extensively, beginning with Seashore (1932), 
but this is not the case with jitter. J itter has been studied in connection with 
pathological speech (Lieberman, 1963) and from a point of view of hearing 
theory (Le. Pollack, 1968; Cardozo and Ritsma, 1968), but only very few 
studies are available that deal with the jitter of any musical tones, and they 
are mostly concerned with the tones of stringed instruments (e.g.‚ Cremer, 
1973 and Mc1ntyre et al., 1981). A few data about the singing voice are given 
by Bennett (1981). As far as my knowledge goes, the jitter of the singing voice 
has not been studied systematically. Still, jitter is present in the singing voice 
to a significant extent, as will be shown in this paper. 

Jitter (si) is quantitatively defined as the standard deviation of period 
duration (sp) when there is no vibrato or trend: 

[s]- = sp = (E(pi-fi)2 / n)%‚ 

in which p| is the duration of the i-th period, p the mean period duration, and 
11 the number of periods. This measure can be made more meaningful m a 
musical context by interpreting the standard deviation as a musical interval 
which can be converted into cents*: 

' The cent scale is a logarithmic transformation of the interval as frequency ratio: 

[1 = 1200 log; q/p cents, 

where q/p is the frequency ratio, and 1 the interval size in cents. One cent is 1.000578/1, the 
octave (2/1) is 1200 cents. a semitone in equal temperament (2""/1— " 1.'059) 1s 100 cent. 

..
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‚ 
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[ J  = 1200 log2 („si/5) cents, 
which measure we will use throughout this paper. 

When vibrato and trends are also present, the situation is a bit more 
complex. The amount of jitter (s., now defined as the standard deviation of 
period durations as far as due to jitter) can be derived from the variances of 
period durations (sä ) and of the time differences of successive periods (5 $ )in 
the following way: 

2 2 [ 2 (l--rv)sp - %s d 
sj = — ,  

rj - rv 

in which r j  and r are the autocorrelations of successive period durations due 
to jitter (ri) and to vibrato/trend (r ), respectively. For a vibrato, this 
autocorrelation equals cos (2 nf /f), in which F is vibrato frequency and f 15 
mean signal frequency. When vibrato/trend' 15 sufficiently slow compared to 
the period durations and the variance due to vibrato/trend is not too large, 
then the amount of jitter is well approximated by: 

sd 
s. = _ ’ 
’ (2 - 2rj)% 

which means that, when r. can be assumed to be constant, jitter is about 
proportional to the standard deviation of the time differences of successive 
periods. For the singing voice, r j  can be assumed to be about zero. 

2. Measurement Procedure 

Musical tones sung on Dutch syllables in an anechoic room were recorded on 
tape. Period durations were measured be feeding the filtered fundamental 
component to a Schmitt trigger that produced pulses at every positive zero 
crossing. The onset times of the pulses were measured by a 10 MHz clock and 
stored in computer memory. Further analyses were done with help of com- 
puter programs. Diagrams with instantaneous frequency (as the reciprocal 
of period duration) could be plotted on a graphic terminal (see Fig. 1). 

3. Results 

We will present here the results of measurements of the jitter in h-vowel-t 
syllables sung by two professional singers, a bariton and a soprano. They 
sang nine different vowels on various fundamental frequencies in three 
modes: straight (no vibrato), neutral (small vibrato), and strong vibrato. 
Mean jitter of the nine vowels (Le. averaged per vowel over the three singing 
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Figure [. Frequency per period as a function of time. The tone is A2 (220 Hz), sung with vibrato 

by the hariton. The duration of the fragment is 500 msec. The number of periods is “°- The 

vowel ts lu/ In Dutch han, with an amount of jitter of about 10 cents an d a vibrato depth of 

about 60 cents. 

modes) has been presented as a function of vowel in Figure 2, with signal 
frequency as parameter. Generally spoken, there is a frequency effect. LOW 
tones have more jitter than high tones. But there is a vowel effect as well. 
Vowels with a low first formant frequency F1 (like Dutch hier and huu‘) Show 
relatrvely small amounts of jitter, while vowels with a high Fl (like Dutch 
haar and hat) show relatively large amounts of jitter. 

I want to propose here the hypothesis that the jitter differences between 

vowels are due to the interaction between the vocal cords and the vocal tract. 

The vocal cords and the vocal tract may be seen as two coupled oscillators. In 
prmerple, the vocal cords are driving, while the vocal tract is driven, WN“h 
rmplres a certam phase relation between the oscillations of the two syStem5' 
i-lowever, because of the coupling the vocal tract may also have a driving 

impact on the vocal cords, which implies a phase relation that is surely “‘” 
the reverse of the one just mentioned. It seems plausible that these conflictiflg 
phase relattons can be the cause of a small phase instability in the transmitted 

wave from the vocal cords to the vocal tract, which, as a matter of fact. 
becomes apparent in the produced sound signal as a small frequency instabi' 
t y. 
' The phase lag 9 of a driven oscillator relative to a driving one is mOSt 

Simply given b_y Got 9 = Q(F./F„—F„/F‚), in which Q refers to the damping °f 
the driven oscrllator, F., is the frequency of the driving oscillator and F. iS the 
resonance frequency of the driven oscillator. When we use the Fl values given 
by 9015 et i“' (1973) and Nief°P et al. (1973), the correlation between the 
amount of _utter and the quantity F,/I<‘„-F„/1'<‘l appeared to be 0.89 for the 131 
and 220 Hz bariton tones and 0.85 for the 220 Hz soprano tones. For the 
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Figure 2 Amount of jitter as a function of vowel. Parameter rs signal “W“ Y 
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ordered after their first formant frequencies, from low to high. We used da a g 

(1973) and Nierop & al. 0973). 

° ' akes less sense 

highest soprano tones, the calenlatron of such a correlatron m , 

‘ ' ' ' hat the 

since the FO then is in the neighbourhood of the F„ v;hligfrtelägfatszhbtiatthat‚ as 

Singer adapted the F, in one way or another to the“ 0° 's at some minimum 

long as F0 is around or above Fl the amount of J‘“°f}‘l an F substantially 

base-line level of about 2 to 3 cents*. The vowels wrt "ner 1F or the 392 Hz 

(more than 100 to 200 Hz) higher than the FO have moge(£ Hztones only with 

tones, this is beginning with hat (F. 578 HZ)» f°fltlhe 

haar (F. 986 Hz), for the 880 Hz tones not at a . fthe 98 Hz bariton tones 

The large, vowel-independent amounts of yttter o se aration between 

may be due to the surpassing of some crttrcal frequency P 

E, and F.. 

4. Conclusion 
-— ' ' ' voice must 

The data given about the amounts of 31tter present rn the smgmg 
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be seen as preliminary. However, they are encouraging for further reseatCh- 
Jitter is a ‘noisy‘ phenomenon, which can vary with Singer, mode of smglng. 
frequency and vowel, but also with attention and concentration, fitness and 

fatigue, exercise and mood. Really smooth, nice data should never be expect- 
ed. However, jitter seems to be a rather fundamental property of musrcal 
tones in general. Couplings like the one between the vocal cords and the vocal 
tract are present in almost all acoustical musical instruments, like the stnngs 
and the top plate or sound board of stringed instruments, the reed and tube m 
the reed wind instruments, the lips and tube in brass wind instrument, etc. 
Very often one of the oscillators is vibrating with another than its resonance 
frequency. When jitter is indeed caused by the interaction between these 
coupled systems, it should be expected to be present in almost every mu51cal 
tone. lt may well be one of the features of tones that make possrble a 
distinction between the dead sounds of electronic frequency generators and 
the live sounds of musical instruments. 
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A Perceptual Evaluation of Two V/U Detectors 

N. van Rossum and A. Rietveld 
Nijmegen, the Netherlands 

l. Introduction 

ln many analog pitch meters, however different they may be, the pitch 
detection circuitry is controlled by a voiced/unvoiced (V/U)-detector. This 
is to say that pitch will only be determined in those segments which have been 
labelled ‘voiced’ in a previous stage. 

Both parts of such pitch meters, the voiced/unvoiced decision system and 
the pitch detector itself, have one thing in common: the evaluation problem. 
In both cases it is difficult to find clearly operationable correlates of the 
features to be detected in the acoustical and perceptual domains. 

In this contribution we will focus on the description and perceptual 
evaluation of two V/U-detectors which are parts of two analog pitch meters 
described elsewhere (van Rossum, 1982). We tried to find an answer to the 
following questions: 
]. Is it possible to obtain reliable ‘voiced/unvoiced’ judgments from a panel 
of listeners? \ 
2. Do judges agree equally well on the onset and Offset of voiced segments? 
3. Which of the two V/ U detectors (to be described below) corresponds best 
with the decisions of the listeners? 

2. Short Description of the two V/U-detectors 

We tested two different detectors which are integral parts of two analog pitch 
processors developed in our laboratory. Fig. I giVes a blockdiagram of these 
V/U detectors; their main chamcteristics will be summarized below. 

a. A classical V/ U detector, in which the energy in a low frequency band (20 
Hz - 1 !( Hz) is compared with a predetermined criterion. This detector is 
based on a principle already applied by Dudley (1939); it was found to be Very reliable by Wiren and Stubbs (1956). 
b. A V/U detector which measures the spectral balance in the speech signal. 
To this aim the energy difference in the bands 20 Hz - 1 kHz and 5 kHz - 14 
kHz is determined, whereafter the result is compared with a criterion value. 
Voiced segments are assumed to have predominantly low frequency energy 
and voiceless segments high frequency energy. 
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Figure I. Blockdiagrams of a 'classical' rector (B), VID-detector (A) and of an energy difference V/U-de- 

This type of detector was originally designed by Knorr ( 1979) and has been adapted by us. The detector does not only differ from the previous one in the frequency bands which are used, but also in an ‘overlap circuit‘ applied to the output of the detector. In order to avoid ‘jittering' in the V/U-output this Cll'CUIt was integrated in the design; the resulting delay time amounts to about 10 ms, depending on the input waveform. Knorr’sevaluation of the detector was based on the comparison of the V/U—decxsronsand the waveform; the result of this evaluation was reported to be very satisfactory. In our opinion, however, it is rather difficult to determine whether a signal is semiperiodic - especially at the boundaries of vorced segments - and should consequently be labelled as ‘voiced’ For that reason we designed another evaluation test, a perceptual. one. 
3. The perceptual evaluation of V/U-detectors 

The evaluation of V/U-detectors is notoriously difficult for many reasons' the mam problem is the absence of a one-to-one relation in the three domains, .mvolved. Dolansky (1968) showed that the vibration of the vocal cords does not always-result in a periodic signal, whereas Glave (1973) found that stochastic Signals without a clear periodicity may have a ‘tonal’ quality and 
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will consequently be judged as voiced. Furthermore, the distinction tone/no 
tone appeared not to be a categorical one. 

A supplementary problem resides in the fact that different evaluation 
procedures may lead to different results. The scores obtained in a perceptual 
evaluation of a V/U-detector will depend on the size of the signal units which 
are to be judged. Segments of phone size will be judged in a totally different 
manner than segments of say 30 ms. In the former case a complex of cues will 
be used (Slis and Cohen, 1969), in the latter case the judgments will be based 
on spectral features. 

If a perceptual evaluation is realized by means of speech resynthesis in 
which voice-onsets and offsets are controlled by a V/U—detector, the two 
possible biases of the detector, voiced and unvoiced, will differently influence 
the acceptability of the synthesized speech signal. 

An ‘acoustic’ evaluation is also rather hard to perform. Proper periodic 
signals hardly occur in real speech; at the end of voiced segments semipe- 
riodic signals cannot easily be distinguished from noise. 
We chose a perceptual criterion in the evaluation of the V/U-detectors 
involved, one reason being the difficulties which can be expected in an 
acoustic evaluation. Our experiment was designed in such a way that subjects 
had to judge short successive speech segments of 30 ms as ‘voiced’ or 
‘unvoiced’. We chose this perceptual scanning procedure because it simu- 
lates to a certain extent the functioning of the V/U-detectors; these detectors 
determine whether short speech segments (in fact indefinitively short) will be 
further processed by the pitch detector or not. 

4. Procedure 

Before the real trials started, the subjects were given a set of ‘anchoring’ trials 
in which short segments (30 ms) of clearly voiced or unvoiced speech were 
presented. 

The experimental trials consisted of segments from six sentences each 
spoken by two speakers (one male, one female). 

By means of a variable gate successive segments of 30 ms were presented 
over earphones to ten listeners (5 male, 5 female). By means of a thumbwheel 
switch the subjects could shift a segment by incremental steps of 10 ms. The 
subjects had to mark the transitions from ‘voiced’ to ‘unvoiced’ segments. 
The thumbwheel switch indicated the onset of the trapezoidal window, as is 
shown in Fig. 2. 

In this way a perceptual scanning of the twelve sentences took place; the 
resulting data were the perceived onsets and offsets of the voiced segments in 
milliseconds. 
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Figure 2. Position of the trapezoidal window and the perceived onset and offset. 

s. Results ' 

The perceptual scanning resulted in 78 segments which were labelled ‘voiced’ by at least two of the ten listeners. For further processing we only used the registered voice onsets and offsets of those segments which were judged voreed’ by at least 7 of the ten listeners (62 segments). Subyects were found to be reliable in their judgements. Ebel’s reliabilüy coefficrent was .99 for both onset and offset times. Therefore we feel justified to make use of the mean scores in the subsequent analyses. In sp1te of the high reliability, an F-test showed differences in agreement between the perceived onset and offset times: F = 18.77 df1/2=9 p <0 001 ätnatpliecatrtescgttl'ttfit s;t_läects agrced more on the onset of voiced seginents than ; is 1 erencei ' of the waveform of voiced 525233? due to the Often Observed asymmetry As for the agreement between the decisions of the listeners and both ;1ete;:tors, we performed separate analyses for onset and offset times. 1'n able I we present the mean onset and offset times perceived by the isteners and those found by detector 1 and detector 2 respectivdy A Multiple Range Test (significame level: 0.05) showed significant diffe- rences between the onset times determined by the detectors and the perceived onset times; the difference between the detectors was not significant. 
Table ]. Onset and offset times of v _ oiced se mentsi ' ' - ‘ ' JUdgements arbitrarily set 1° zero 8 n milliseconds, mean values of the hstener s 

listeners Detector l Detector 2 
onset 0 33 
offset 0 2 % 
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The same test was applied to the offset times. The only significant diffe- 
rence was that between detector 2 and the listeners, a difference of not more 
than 6 milliseconds. 

6. Discussion and Conclusion 

The difference between the performance of the detectors and the decisions of 
the listeners on the onset of voiced segments can be explained by the method 
we used in the perception experiment. The registered onset times of the 
listeners equal the opening time of the variable gatc. If a subject labels a 
segment ‘voiced’ as soon as the last part of the window is voiced, the 
registered onset time will be 30 ms ahead of the ‘real' onset. An interval of 
about thirty milliseconds happens to be the difference we found between the 
decisions of the listeners and those of the detectors. As in most cases a close 
agreement was observcd between the onset of semiperiodicity and ‘voiced’ 
labels of the detectors, we may conclude that the observcd difference is for a 
great part due to the window we used in the experiment. 

As for the offset times, the fact that the ‘voiccless‘ decisions of detector 2 
were significantly later than those of the subjects can be explained by the 
overlap circuit which is part of the system. This circuit appeared to be rather 
important as without it (detector l) much more and longer jitterings - about 
100% - were found. If we take into account the above mentioned effects, we 
may conclude that the two V/ U detectors performed equally well and in close 
agreement with the judgments of the listeners. This finding should not 
obscure the existing differences between both detectors. In particular the 
overall-amplitudc of the signal has a noticeable influence on the functioning 
of the detector which only operates on the LP-frequency band (detector !) 
and much less influence on the performance of detector 2. For that reason, 
the latter should be preferred to the former. 

As is well known, voiced/unvoiced decisions have a strong influence on 
the quality of synthesized speech. It is not yet clear whether parameter 
estimation in which our V/U detectors are used, will lead to acceptable 
resynthesized speech. Experiments in that direction are planned. 
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Fo Behaviour in Mandarin and French: An Instrumental 
Comparison 

R. Sneppe and V. Wei 
Brussels, Belgium 

1. Introduction 

Learning Mandarin Chinese is almost proverbially difficult for adults and 
this is not restricted to ‘foreigners’. Native Chinese raised in a different 
dialect, e.g. Cantonese, have a problem in speaking Mandarin, see Tse (1974). 
What are the reasons for this difficulty? Three types of explanations have 
been advanced. 

First Tse (1974) argues for the simple interference hypothesis. Cantonese 
have problems when learning Mandarin because two tone contours that  are 
in free variation in Cantonese, have a lexical status in Mandarin. This is the  
main source of confusion. 

A second hypothesis has been advanced by Chen (1974). Comparing the 
native speech of Chinese and Americans, he reaches the following conclu- 
sion: ‘When the test subjects spoke their native language, (...) the average 
(pitch) range of the four Chinese subjects was 154% wider than that of the 
four English-speaking subjects... an English speaking person... should widen 
his normal pitch range at least 1.5 times if he wants to successfully learn to 
speak Chinese. 

Finally Eady (1982), comparing American English and Mandarin arrives 
at  a very different conclusion. ‘ . . .  for both the  Mandarin and English speak- 
ers, the compass‘ of the voice (which is directly related to standard devia- 
tion) was a good indication of the range of F0 values produced. The lack of 
significant difference between the two language groups for the variable 
SDFF (Stand. Dev. of Fund. Freq.) indicates that the F0 values for the 
Mandarin speakers varied over a range that  was approximately equal to  that  
of the  English.’ Instead of a difference in pitch range, Eady records a 
statistically significant increase of F0 fluctuation (as a function of t ime and of 
the number of syllables per second) for Mandarin speakers. 

These quite different and  sometimes conflicting hypotheses call for more 
investigation. Yet another comparison is presented here. Using French, a 
language known for its relatively ‘flat’ intonation, and Mandarin, stretches 
of continuous speech were analyzed with respect to F0 behaviour. 

Cross-language comparisons using different speakers are difficult to  inter- 
pret. It is indeed a very intricate business to disentangle the various factors 
and their influences. Hence the usefulness ofbilingual speakers. In this study 
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a single bilingual French-Chinese speaker was used. If there are differences 
between Mandarin and French, these should be obvious in his speech. 

2. Method 

2.1. Subject 

One of us being Chinese-French bilingual, the choice of the subject was 
obvious. The definition of bilingualism adopted here is: on the phone, no 
native Speaker of Chinese or French would mistake the bilingual as a 
fore1gner. Off the phone, any accent should be attributed to intra-dialectal 
vanat10n rather than to foreign accent. 

2.2. Recording procedure 

Two texts were read. In French it was a fairy tale: ‘La Reine des NeigCS-’ (The Queen of Snow). In Chinese it was a monologue taken from De Francis’ 
Intermediate Course (Lesson 2). Both texts were read unemotionally and at normal pace. The recording was done under low level background noise. 
2.3. Analysis procedure (see figure ]) 

The filter is set at a given frequency. Any voiced segment coming out of it starts a nme wmdow (here 10 ms.). During this time, each period, transform- 
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ed as a normalized pulse, is recorded in one of the 256 memory blocks of the 
averager. When the window has opened 128 times the averaging stops and 
the process is restarted, with the filter 5 Hz lower or higher depending on 
whether the filter is sliding towards 120 Hz or 200 Hz in 5 Hz steps. This gives 
two curves for each language. One called the increasing curve (Le. when the 
filter is sweeping upwards to 200 Hz) and the other is, of course, the 
decreasing curve. Motivation for the upsweep downsweep is discussed in 4.2. 

3. Results (see figure 2) 

From the curves the following information can be deduced: 
]. Weighted mean FO for Chinese upsweep: 173 Hz Standard Deviation: 29 

Hz 
Weighted mean F0 for Chinese downsweep: 173 Hz Standard Deviation: 
31 Hz 
Weighted mean FO for French upsweep: 166 Hz Standard Deviation: 22 
Hz 
Weighted mean FO for French downsweep: 166 Hz Standard Deviation: 
21 Hz 

2. Chi-square tests were run, giving the following results: the two Chinese 
curves were similar with a probability under .l; the two French curves 
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S p a c e  b e t w e e n  F rench  c u r v e s  

_ Space  b e t w e e n  C h i n e s e  c u r v e s  
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Figure 2. F0 histogram, expressed in arbitrary units vs. frequency (time). 

10  na 

.-.m-..„-flg.„... . . ____‚______. . „.., _‘_ 

300 Acoustic Analysis and Coding of Speech 

a single bilingual French-Chinese speaker was used. If there are differences 
between Mandarin and French, these should be obvious in his speech. 

2. Method 

2. ]. Subject 

One of us being Chinese-French bilingual, the choice of the subject was 
obvious. The definition of bilingualism adopted here is: on the phone, no 
native Speaker of Chinese or French would mistake the bilingual as a 
foretgner. Off the phone, any accent should be attributed to intra-dialectal 
var1at10n rather than to foreign accent. 

2.2. Recording procedure 

Two texts were read. In French it was a fairy tale: 'La Reine des Neiges.’ (The Queen of Snow). In Chinese it was a monologue taken from De Francis’ 
Intermediate Course (Lesson 2). Both texts were read unemotionally and at normal pace. The recording was done under low level background noise. 
2.3. Analysis procedure (see figure ]) 

The filter is set at a given frequenc . . y. Any voiced se ment comin out of it starts a nme wmdow (here 10 ms.). g g During this time, each period, transform- 
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ed as a normalized pulse, is recorded in one of the 256 memory blocks of the 
averager. When the window has opened 128 times the averaging stops and 
the process is restarted, with the filter 5 Hz lower or higher depending on 
whether the filter is sliding towards 120 Hz or 200 Hz in 5 Hz steps. This gives 
two curves for each language. One called the increasing curve (Le. when the 
filter is sweeping upwards to 200 Hz) and the other is, of course, the 
decreasing curve. Motivation for the upsweep downsweep is discussed in 4.2. 

3. Results (see figure 2) 

From the curves the following information can be deduced: 
l. Weighted mean FO for Chinese upsweep: 173 Hz Standard Deviation: 29 

Hz 
Weighted mean FO for Chinese downsweep: 173 Hz Standard Deviation: 
31 Hz 
Weighted mean FO for French upsweep: 166 Hz Standard Deviation: 22 
Hz 
Weighted mean F„ for French downsweep: 166 Hz Standard Deviation: 
21 Hz 

2. Chi-square tests were run, giving the following results: the two Chinese 
curves were similar with a probability under .1; the two French curves 

Arbi t rnry  unit l  

Space between French curves 

. Space between Chineee curves 

._ I l l l 
250 Hz 200 Hz 150 Hz 125 Hz 110 Hz 

Time 
Figure 2. F., histogram, expressed in arbitrary units vs. frequency (time). 

10  ne 

' '- ' '"llunnr 

; 

wm...„. .. ' _ ...-.„m-„n—ue—wm . ‚  

300 Acoustic Analysis and Coding of Speech 

a single bilingual French-Chinese speaker was used. If there are differences 
between Mandarin and French, these should be obvious in his speech. 

2. Method 

2.1. Subject 

One of us being Chinese-French bilingual, the choice of the subject was 
obvious. The definttton of bilingualism adopted here is: on the phone, no 
native speaker of Chinese or French would mistake the bilingual as a 
foreigner. Off the phone, any accent should be attributed to intra-dialectal 
vanat10n rather than to foreign accent. 

2.2. Recording procedure 

Two texts were read. In French it was a fairy tale: ‘La Reine des Neiges.’ (The Queen of Snow). In Chinese it was a monologue taken from De Francis’ Intermediate Course (Lesson 2). Both texts were read unemotionally and at normal pace. The recording was done under low level background noise- 

2.3. Analysis procedure (see figure ]) 

The filter is set at a given frequenc _ _ y. Any voiced se ment comin out of it starts a nme wmdow (here 10 ms). g g During this time, each period, transform- 
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ed as a normalized pulse, is recorded in one of the 256 memory blocks of the 
averager. When the window has opened 128 times the averaging stops and 
the process is restarted, with the filter 5 Hz lower or higher depending on 
whether the filter is sliding towards 120 Hz or 200 Hz in 5 Hz steps. This gives 
two curves for each language. One called the increasing curve (Le. when the 
filter is sweeping upwards to 200 Hz) and the other is, of course, the 
decreasing curve. Motivation for the upsweep downsweep is discussed in 4.2. 

3. Results (see figure 2) 

From the curves the following information can be deduced: 
l. Weighted mean F0 for Chinese upsweep: 173 Hz Standard Deviation: 29 

Hz 
Weighted mean F0 for Chinese downsweep: 173 Hz Standard Deviation: 
31 Hz 
Weighted mean FO for French upsweep: 166 Hz Standard Deviation: 22 
Hz 
Weighted mean F„ for French downsweep: 166 Hz Standard Deviation: 
21 Hz 

2. Chi-square tests were run, giving the following results: the two Chinese 
curves were similar with a probability under .1; the two French curves 
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were also similar with a probability under .10; finally each Chinese curve 
was different from each of the two French curves with a probability over 
.99 . From these results, it is clear that Chinese F0 behaviour is different 
from the French one. 

4. Discussion 

Various factors influence the curves presented here. They will be 
]. Choice of the window width: 10 ms was chosen because the speaker did 

not have a significant contribution of pitch under 110 Hz. ' 
2. Filter: It was found that changing the filter value resulted in substantial 

curve modification. In order to reach a curve closer to reality, it was 
decided to resort to a 5 Hz upsweep and downsweep from 120 Hz to 200 
Hz for each language. This coupled with the same number of averaging 
gave a more balanced picture. 

3. Segmentation: The procedure adOpted here cuts up the speech in groups 
of 128 windows of 10 ms. This segmentation is not the same for the 
upsweep and the downsweep because first we did not make sure to start at 
exactly the place on the tape; secondly, frequency repartition in the 
spoken stretches are not identical, hence for some frequencies (especially 
the ones close to the mean) the 128 windows are recorded in less time than 
for other frequencies. This means that the upsweep and downsweep do 
not yield the same segmentation. It is as if two different texts were read, 
one for the upsweep and another for the downsweep. This fact diminishes 
the influence of the particular texts. 

4. Pulse width: this was chosen here to give a reasonably detailed picture. 
. Plateau: Pulses are created by a voltage, however the absence of pulse 

does not correspond to an absence of voltage; even in the absence of pulse 
there is a slight continuous voltage. This explains the presence of the 
plateau. The plateau height is proportional to the number of averaging 
done. 

6. Number of averaging was set at 128 pulse trains. (i.e. the window opened 
128 times). We found this to be a convenient value. 

The factors above mentioned should be put in the context of this impor- 
tant argument: the subject’s reading of French and Chinese texts was 
submitted to the same treatment. If any difference can be detected, it has to 
be attributed to language difference. 

LI
I 

5. Conclusion 

From the results obtained, it is clear that French and Chinese have different 
F0 behaviour. Pitch range is greater in Chinese than in French. It can be 
tentatively inferred that French speakers ought to increase their pitch range 
by 1/ 3. 
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The procedure used here does not allow inferring any information as to the 
rate of fluctuation on Eady’s sense (Eady 1982). This will be a topic for 
further investigation. 

' voice compass: the stretch of frequencies to standard deviations on either side of the mean Fo. 
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On Difference Operation in Linear Prediction 
M. Yanagida and 0. Kakusho 
Osaka, Japan 

Abstract 

The relationship between the predictors obtained on differenced data and 

those on original data is derived for both the covariance method and the 
autocorrelation method. The physical interpretation of the derived relation- 
ship is discussed in connection with spectral enhancement. 

l. Difference Operation in the Covariance Method 

The linear prediction model for a sampled {yn  } is expressed in the form 

y„ %f51aiy„_i (l) 
where a,- denotes the ith predictor and p is the prediction order. In matrix 
form, eq.(i) can be written as 

y % Y « or [ y Y ] o: % 0 (2) 
mx ] mxppxl mx (p+l) (p+l)x 1 mx ] 

where 

J’„ y„_l ....yn_p and -1 
: : : -1 “I 

J'? } Y= ' ’ 0: = = ' (3) 
. 2 : a ! 

yn-m+l yn—m ""yn—m-p+l ap 

V°°‘°" " is called ““ augmented Predictor vector for a. The normal equation 
for “!f. covariance method is obtained by premultiplyiug both sides of eq. (2) 
by Y . 

YTy = YT Ya (4) 
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where the product matrix YTY represents the covariance matrix of {yn_}. 

The least-squares solution for a or 0 is derived from the normal equatton 

(4) and is expressed as 

—1 - l  

& = Y * y  or &= [6,1 [ Y * y ]  (5) 

Where Y‘ denotes the generalized inverse of Y and is usually identical }t)o 

(YTY)"yT except for rank deficient cases. That was the formulatmn o t e 

covariance method by the generalized inverse of matnces. 

In the same way, the linear prediction model for the differenced sequence 

of the form { yn — wy„_l} is expressed as 

‚gl "; (V"..i ‘ Wyn-i-l) (6) 
yn _ “_'yn-l ? ‚= 

where ß,- denotes the ith predictor for the differenced data. Equatron 6 is 

written in matrix form as 
. 7 [Ay %. AY] b ? 0 ( )  

mx (p+l)(p+l)xl m x l  

where 
--I - w yn . yn_1  [ - l ]  @ ]  

Ay : b =  = : 
2 , ß ß 

yn—m+l_wyn—m ;) . 

and 

yn-l -wyn__2  .......... y„ p '.w-Xn-p-l 

z ; @ 
y„_m _ W y n _ m _ l  . . . . . . . . . .  yn_m_p+-l' Wyn_m.p 

Here a ain b is the au mented predictor vector for 5. . _ _ 
ln ot$ler to investigatä the relationship between 6 and b,_tt Will be reasona- 

ble to start with the same number of prediction equations on the same 

number of data samples. Standing on that point, we assume [} =0 With the 

intention of preparing the same number of differenced data that can prov1de 

the same number of prediction equations as those on the ongmal data. Under 

this assumption the pth column of AY is arbitrary and eq.(7) can be modified 
as follows: 
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[ y  Y]Wb %o (9) 

where 

1 
-w 1 0 

W = -w 1 
(p+l)X(p+l ° . - _ (10) 

. . . 1 

0 -w ] 

Co mparing eq.(9) with eq.(2), we can derive the least-squares solution for _Wb 
as 

-1 
wß=[ )]= d (11) 

Y +  

and we get 

(12) 

Equation (12) represents the relationship between the predietors obtained by 
the covariance method on differenced data and those on original data. 

2. Difference Operation in the Auto-Cortelation Method 

The normal equation of the auto-correlation method for original data se- 
quence rs expressed as 

R 4 = r  or [ r 3 R ]  a = o  (13) 

where 

" " .......... 
r0 r1 ‚p '1 - " R ‚1 .0 .......... r.p_2 , r -  : 

rp_1 rp_2 .......... 70 .;'p 

and 

" _ % ?„ yn+i (15) 

The least-squares solution for 0. or a is obtained as 

. . . . . „ 
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. 1 “ .- _ l  = _ l  (16) 

a = R ‘  r or a -  & R'lr 

. . d 

On the other hand, the normal equation for the drfferenced data IS expresse 

as 
. ; ' = 0 (17) 

where 

p o  p l  . . . . . . . . . .  pp_1 p l  

p . . . . . . . . . .  p _ 2  . 

P:  ’.’l .° ;” „= : (18) 
; ; : PP 

pp_1 pp—2 .......... Po 

and 
(19) 

Pi = 2; ‘(yn'wyn-l) (Vn+i'wyn+f-l)' 

Since p.. is rewritten as 
2 (20) 

pi = 'W'1i-11 + (1+W ) r i 'wri+l’ 

we can rewrite [p ‘; P] as 

T (21) 
[p%PI=W [ r iR lW 

and eq. (17) as 
. (22) 

w T [ r ; R 1 w z > = o .  

A l “  # 0, we get 
. (23) 

[ r  R ]  W b = 0. 

The least-squares solution for W b is obtamed as 

_1 _ (24) 
w 13= = & \ -» l 
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and we get 

/ 13 = w-1 &. (25) 
Equation (25) represents the relationship between the predictors obtained by the auto-correlation method on differenced data amd those on original data. 

3. Physical Interpretation of the Relation between & and 5 
The relations between & and 5 for the covariance method and that for the auto-correlatton method are identical to each other as formulated in eqs. (12) and (25) or eqs. ( ]  1) and (24). The latter two equations express the following relation between the two sets of predictors: 

A 3, - w5„ = &„ .i= 1,2...„p, ßo=-1. (26) 
Modifying this equation, we get the following successive equationi 

‚- + wß‚.__1 (27) 
In closed form, it is written as 

. i . . 
. = "] A . 3, ‚331 w oz]. — w' 

(28) 
Equation (28) is another expression of eqs. (12-) or (25), because 

I 
29) w 1 0 

( W“1 = w2 w 1 

WP w"'1 ..... w ] 

ä%“;?f°n (26) proclaims that{ 6;} is the ditferenced sequence of { ßfi- B°th ! creme Operations on sampled data and that on the predictor sequence ?; :lnetfizpfetefi to have the same effects of speetral enhancement in higher q y region as depmted in Fig. ] ,  where w is assumed to  be unit)’ for simplicity. 
L _ lo F{‘. {un} P onllzois {ai} ‘ °1) W 1nverse ‘ % 

differ— «iq-(27) differ- ence ot(28) once T+6dB/oct „ i+6dB/oct 
L ‚. lo F{ . {un - y„_l} law-% {Bi} \Sfi_}_ YYYY invene puug 

Figure 1. The relatton between the difference operation on data and that on predictors. 

f „} “"A / 

; 
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4. Conclusions 

The relationship between the predictors obtained on differenced data and 
those on original data has been derived. Although the way of denvatron 
employed here is rather rough, the authors have already shown two ways of 
strict derivations: one (Yanagida et al., l982a), equating the prediction errors 
at each sampling point for both sequénces, and the other (Yanagnda et al., 
l982b), employing several theorems concerning the generahzed mverse of 
matrices. These, however, were only for the covariance method. This paper 
has discussed the difference operations in a linear prediction analysrs atmmg 
at a unified description for both the covariance method and the auto-correla- 
tion method. 

In this paper, the discussion has been limited only to the first-order 
differencing, but the derived results are easily expanded to general higher 
order difference operations (Yanagida et al., l982b). 

Our present interest is to develop an efflcient method to replace the sample 
differencing of fixed pre-emphasis factor with an adaptive mverse differen- 
cing on predictors, that is to replace the fixed pre-processmg With an adaptive 
post-processing. 
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Outline of an Auditory Theory of Speaker Normalization 

R.A.W. Bladon, C.G. Henton and J.B. Pickering 
Oxford. United Kingdom 

Research towards systems of speaker-independent speech recognition and 
theoretical research on speech perception are both confronted by the pro— 
blem of speaker normalization, perhaps most foreibly illustrated by the 
Speaker sex problem in acoustic phonetics. This problem can be summed up 
as follows: two vowels (ef. the data of Peterson and Barney, 1952) or two 
fricative5 (ef. the data of Schwartz, 1968), one of which is spoken by a male 
and one by a female can be judged ‘the same’ even by a trained phonetician, 
yet our analysis equipment reveals great differences. The differences are 
exemplified by - but not exhausted by - the well known ones of formant 
frequency. 

According to Fant (1975) the problem is eompounded, because the measu- 
red differences (his ‘k-factors’) are not consistent from vowel to vowel, nor 
from formant to formant. One is reminded of his dictum that (ibid.)‚ ‘In 
terms of the acoustic code, female speech remains an obscure dialect.’ 

Hitherto, approaches to the speaker sex problem (see Disner, 1980 for a 
review) have mostly concentrated on sealing the acoustic data according to 
infened or observed differences in speaker physiology such as voeal tract 
length. 

Our approach is different: it is listener-orientated, and it draws on current 
knowledge about human audimry analysis, in the belief that this forms an 
important building-block in the modelling of speech perception. As our 
P0int of departure we take Potter and Steinberg’s old (1950) idea that, ‘a 
certain pattern of stimulation along the basilar membrane may be identified 
as a given sound, regardless of position along the membrane’. 

That their idea was attractive can be deduced from Figure 1. Now that a 
good estimate of basilar membrane frequency analysis is available to us (in 
the Psy0h0physical form of the critieal-band scale of Bark units) it is instruct- 
iVe to plot on a Bark scale the same heterogeneous cross-language data from 
Pant (1975) whose apparent non-uniformity disturbed us at first sight. The 
plot in Figure 1 is of inter-formant distance F‚-F‚ (in Bark), female agatnst 
male. The emergent signs of eorrelation are encouraging. 

Our auditory theory of normalization goes somewhat further. As reported 
at length elsewhere (Bladon and Lindblom, 1981), we postulate a series of 
acoustic-to—auditory spectral transforms Which contain not only a conver- 
Sion to the Bark scale, but also an auditory filter designed to reflect aspects of 
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Figure ]. Inter-formant distance F2-Fl (in Bark), females against males. Data from six lan- 
guages taken from Pant (1975). 

masking, together with transforms of intensity level in terms of equal 
loudness curves and of total loudness calibrated in terms of loudness density 
per Bark. Further details of this ‘auditory model’ need not be rehearsed here: 
suffice it to say that the output is a quasi-auditory spectrum (of e.g. a vowel), 
which is meant to correspond to that vowel’s excitation pattern on the 
auditory nerve.‚ 

Next, take two vowels represented as auditory spectra in this sense: a male 
vowel and a female equivalent. Suppose that we follow the Potter and 
Steinberg idea and, analogically speaking, preserve the two excitation pat- 
terns in the auditory system but displace the position of one of them. In our 
terms, we effect a simple linear Bark scale Shift of the female pattern. Figure 2 
illustrates this procedure applied to several vowels in our data, using a shift 
of 1 Dark. The coincidence of the resultant spectral shapes is not complete, 
but it is encouraging as a first approximation. Some progress has in fact been 
made upon the modifications which are apparently needed, and these are 
being reported elsewhere. Foremost among these modifications is a warping 
of the spectrum, especially in the Fl region, owing to interference from F., 
(see Bladon‚ 1982). 

This auditory theory of normalization has to date been tested on seven sets 
of male/female vowel data from four languages. Preliminary indications 
from this (far from satisfactory) database are that the optimal male/female 
normalization (expressed on average for the vowels of a particular language 
or dialect) may not necessarily be by ] Bark. The optimal normalization 
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Figure 2. Vowel pairs, male and female, after normalization of the female (dotted vowel) by a 

downward shift of ] Bark. The male vowel Spectra are averaged over 5 speakers; the female 

Spectra are from one speaker AJ; all are speakers of Middle Northern British Englrsh. 

displacement varies considerably across speech communities. Figure 3 de- 

monstrates this finding quantitatively, insofar as present data permrt. The 

suggestion is, rather as observed by Labov (1978) m Martha s Vmeyar\d 

Speakers, or as concluded by Goldstein (1980) from her vocal tract mode - 

ling, that males and females may in some speech commumtres speak more 

unlike (or, more like) each other than their vocal tract physrology would 

prediet. In other words, the data of Figure 3 appear to rmphcate a learned, 

socially motivated factor for part of a model of speaker'normaltzatron. 

However, in order to establish with any certainty these tentatwe sugges- 

tions of phonetic role-stereotyping in vowels, the investrgator must be 

conscious of the need to control a large number of vartables. These mclude 



316 Automatic Speech Recognition 

.6— 

. 5  

M
e

a
n

 
H

-
F

 
(

B
a

 

0- 
v— 

\
]

 
co

 
m

 
.— 

.— 
M

 
M

 
ò 

I 
I 

I 
I I 

I 

_
.

 
". 

O
 

4 (
º
º
 "o
 46

%
 

“:
..

 
o 

Q
 

\“
 

a;
 

9 
°:

 

_
. %

,! 
h

-
 

I 
f "o

 
‘_

 
9 

‘
o

-
 

'
a

 

º
º
 

. 
"

’
 

Ö
 (‘ 

%
Ò

 
¿

o
 

º: 

Figure 3. Optimum mean male/female vowel normalization (in Bark), for seven languages/dia- 
lects. The data for RP and Middle Northern British English are our own. The remaining sources 
are: General American (Peterson and Barney 1952), French (Carton 1974 and Mettas 1979), 
Swedish (Fant 1979), Standard Dutch (Pols et al. 1973 and van Nierop et al. 1973) Utrecht 
Dutch (Koopmans-van Beinum 1973). , 

speaker variables such as physique, age, socio-economic background and 
state of health, as well as experimental variables such as linguistic context F 
used and recording conditions. For a discussion of these problems ‚se: 
Henton (1983). It is unfortunate that a good many important controls are 
missmg from most of the data examined in this paper; consequently the 
conclusions should be treated as no more than suggestive at this stage. 
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Automatic Segmentation of the Speech Signal into Phone- 
length Elements 

W. J assem 
Poznan’. Poland 

F.°f the purposes of automatic speech recognition, the quasi-continuous 

Signal has “’ be Split up into fragments correlated with linguistic units such as 

:V0;ds,lmorphs 01'_ phones. Various considerations of intended applications, 

‘I'° “° 0g1cal fea5ibrlny as well as the theoretical approach decide what these 

2_emenlts are and how they are discovered, in particular systems. Phoneti- 

o‘f’f“äie *gggeläs and acoustmans are divided on the subject of segmentability 
. (1981) aid Ha ISr:gnalbinto succeswe phonetic entities. Studdert-Kennedy 

mentation is onl mar ferg (1982), for instance, maintain that phonetic seg- 

tion and that the, per 0rmed at the_level of perception and human recogni- 

ignores the Unshazcoglls“c ?Peech Signal is not segmentable. Such assertion 

(1967) showin th te; iieV'de'i“? P'°ducedi e-s- by Pant (1964) and Reddy 
dynamic spect%o ? °Ä_ the Original waveform and its transformation into it 

the time axis at %vii'mh lsplay unm15takeable points, or brief moments, along 

points, or m,omentlsc csoorrrill (tlUite defimte Changes take place and that these 

phone-related segments‚ a e alm°5t Perfectly With boundarres between 

w£c;yitärrlrsii32303°;nbd9310ped in the Acoustic Phonetics Research Unit 

including an A-to—D can °f 63 analogue band-pass filters, an interface 

minicomputer This s Onverter‚ and a Very primitive 8-K-byte, 8-bit-word 

8rams to be made Fystem enables four different kinds Of digital SP°°“°‘ 

contiguous frequenc 0; ea;h sPec“°gfam‚ the signal level is averaged in 4 

being 320 Hz up to 3ä6031I—11 s w“h a 3'barld overlap the effective bandwidth 

in 60 analysis channels Thz and Progressive larger up to 8310 Hz, resulting 

ms. (1) The basic s ect. e w“.ith_°i the non-overlapping time windows is 23 

ey cell above a pr£se1 reg;am Indicates the Signal level in each time-frequen- 

Spectrogram Shows thzcctl?ff threshold in units of 0.6 dB. (2) The differential 

the levels in successive ‘“ erence‚ “‘ Positive or negative numbers, between 

gram only indicates th ce s m each ehannel‚ (3) The difference sign Spectr0‘ 

binary sp‘"°“°gram s'e Sign Ofthe difference calculamd for(2). Finally‚(4)‚ a 

dYnamically varied tftliä ‘;Vhether or not the level in each cell exceed$ a 

obtaining binary specirogm?nd level. TCChnical details Of the method (if 
ned in Kubzdela (1980) T 5 With the MERA-303 minicomputer are obtai- 

- ' he segmentanon i t h _ here 
ptoposed |; based on type-3 s n 0 p one length elements _ 

Fig. 1. A light Sign Stand f Pectrograms, an example of which appearS m 
s or a minus and a heavy sign for a plus, While 
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Figure 1. A differential sign spectrogram of the word (sö'gedii/ with automatic segmentation. 

“nmarked dot indicates defaults corresponding to below-threshold cells. 

N0te that some of the columns in Fig. 1 contain only minusses or only 

plusses, e.g. column 016, 034, 036, others contain only minusses in the lower 

frequencies and only plusses in the higher frequenccs, or Vice versa, e.g.046, 

048, While still others are irregular, e.g. 012, 060, etc. in that they consmt of 

more than two same-sign vertical sequences. Basically, segmental bounda- 

fies are assumed to occur in columns with one same-sign vertical sequence 

and, in specific cases, in columns with two same-sign sequences. The formal 

d€finitions of the boundaries are as follows: _ 

We denote c(k) -- number of same-sign vertical sequences in the k-th 

°°lumn; Z(k) —- sign of the highest-frequency vertical_same-mgn sequence; 

Zik) equals 0 for a negative sequenc<e and 1 for a posrttve sequence. 

A“ A boundary appears in the k-th column if 

°(k) = 1.1 cik+l) ‚£ lv[c(k +1) = i„z(k+i) # z(k)]}. 
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A BB boundary appears in the k-th and the (k+l)-th column if c(k) = c(k+l) = lAz(k) = z(k+l)A{ c(k+2) #: „c(k+2) = lAz(k+2) =l= z(k)] }. 
A C boundary appears in the k-th and the k+ n-l)th column if c(k) = c(k+i),g(k)= z(k+i)‚J c(k+n) # Uc(k+n) = Az(k) #: z(k+n)] }, with i =  l‚2‚...n-l and n2-3. 

A D boundary appears in the k-th column if c(k) = 2Ac(k-l) =# l,p(k+l) #: l,p(k+2) =# 2. 

An F boundary appears in the k-th column if c(k) = 2Ac(k—l) $ l,p(k+l)= 2,p(k+i) = 2Az(k) = z(k+ i)\z(k) # z(k+n),\c(k+n) = 2, with i = 0,1,2..., n-l, and n 2 l .  

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
an . . . . . . . . . . . . . . . . . .  ...... . . . . . .  
.. ... ... . . . . . . . .  ......n..... . . . . 
57 .QOCOIICIOIQ 

. . . . . . . .  IIIIÜIÖOÄI.Ö . . . - 
«. ............ . . . . . .  ............ . . . . . . . .  ............ . . . . 5590 
.! ..........n. . . . . . .  ..........e. . . . . . . . .  ............ . . 
.. ............ . . . . . .  ............ . . . . . . . .  ......o..... . . 
&! ............ . . . . . . . .  ... . . . . . . . . .  ......... . . . . .  
«’ ......... . . . . . . . . .  ... . . . .... . . . . . . . . . . . .  
su ....... . . . . . . . .  ...... . ............. . . . . . . . . . . .  5215 
so ....... . . . . . . .  ...... . . .... ...... . . . . . . . . . . .  
.. ......o... .... . . . ‚...... . . .... ..... ... ... . . . . 
.. ......o... . . . . . .  ...... .... .... ............. . . . . 
41 . . .... . . . . . .  ...... .... .... ............. . . . . 
.. . . . . . . . . . .  .. ...... .... . . . ............. . . . . hz15 
.. . . . . . . . . . .  ... ....... ............. _ . ................ . . . 
.. . . . . . .  ... . . ............. ............. . _ ......o...... . . . . 
.! . . ......o... . .... . . . . . .  ......o.. . . . . . ....... . . . .... . . . . .  ...... . . . . .  

. . . . . . . . . . .  ...... .... . .... . . . . ....... . . . . - 1.80 

. . . . . . . . .  . . . .. 
“ .  . . . - - - . ....... : :... : l : :... . . . . . .  0 . . . . . . . . . . .  

" " " I I I S _ . ' „ „  

' 21 Jassem: Phone-Length Automatic Segmentatton of Speech 3 
. _ 'f A G boundary appears m the k th column 1 _ 

c(k) = 2Ac(k-l) # l(k+l) = 2,p(k+i) = 2,z(k) = z(k+n),p(k+n) # 1,p(k+n) #: 
2, with i = C, ] ,  ..., n-l, and n2 2. 

The detailed algorithm of segmentation is presented in J assem, Kul;zd;sää 222 
Domaga‘ta (in press). A formal test of the algonthm was perfor}mei Ivlv words 
male and one female voice pronouncing, m 1solatron, 117 |°£fficult to 
containing sequences of phone types known to be part1cu ar y 
segment. Overall results were as follows: 

Correct Misses False alarms 
Male voice 129 25 13 
Female voice 122 23 

' ' ' menta- Fig. 2 represents a binary spectrogram With v1sual and automat1c seg 

tion. ' ' in other The results obtained here compare favorably w1th those o}?ärztgcäbles it to 
ASR systems, particularly in view to its extremeermphcrty w tms of our Sys- 
be implemented in a microprocessor. Meanwhrle mproveme 
tem are in progress. 
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Speaker Recognition in Open Sets 

W. Majewski and C. Basztura 
Wroclaw, Poland 

1. Introduction 

The development of methods and techniques for automatic speaker recog- 
nition creates a real promise for their future practical applications in a 
variety of social and business activities. These include such fields as crimino— 
logy, protection of information stored in computer memory, voice control of 
machines by authorized persons. In all these applications a problem of 
speakerverification or identification may occur. The term verification refers 
to a deeman-making process leading to an acceptance or rejection of claimed 
identity of a speaker (Rosenberg, 1976). Similarly, the term identification - in 
most common understanding (Rosenberg, 1976) — refers to a process that 
assrgns a speech sample of an unknown speaker to one speaker from a given 
set ofspeakers. This classical approach to speaker identification makes sense 
only in case of closed sets of speakers, i.e. such sets in which it is a priori 
assumed that the unknown speaker belongs to the given set. Such presump- 
tion is, however, an oversimplification of the speaker identification problem 
lf the set of speakers is open, the unknown speaker may not necessarily 
belong to the set of known speakers, and the identification task has to be 
preceded by a corroboration that the unknown speaker does in fact belong to 
the set of known speakers. Thus, the question arises how the recognition 
system should react and what decision criteria should be adopted to find out 
whether the speech pattern of an unknown speaker belongs to the given set of 
M speakers or is a representation of a new, M + ] class of voices. The present 
study, which lS part of a substantial series of investigations focused on 
speaker identification (e.g. Majewski et al. 1981; Basztura and Majewski 
1981), is an attempt to answer these important questions. , 

2. Recognition System — Preliminary Assumptions 

A model of a recognition system consisting of two basic operational blocks 
for measurement and for classification, was adopted for this study It isa, 
simple system with programmed learning and statistical decision criteria 
(Skripkin and Gorielik, 1977) Reference patterns W are develo ed by 
means of learning sequences representing lm repetition"; of speech sgm les 
produced by each speaker belonging to the set of M classes. The assumpfion 
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of a system with programmed learning fits the majority of known, practically 
applied recognition systems (Rosenberg, 1976; Atal, 1976) and decision 
criteria based on statistics (Skripkin and Gorielik, 1977). 

The main goal of speaker recognition procedure is to assure a minimum of 
incorrect decisions, which may be classified as a and B errors. The first kind 
of error is called a false alarm and it defines the chance of incorrect rejection. 
B errors, or misses, define the probability of incorrect identifications. It 
should be emphasised that the efficiency of a recognition system, i.e. minimi- 
zation of both a and B errors, depends on the selection of effective parameters 
representing the individual voice features in suitably chosen utterances 

(Wolf, 1972). The expected value of correct decisions is also a function of 

population size M (Rosenberg, 1976) and representativeness of learning 

sequence. The error rates depend also on the classification stage, which is the 

main concern of this study. Thus, the present discussion concerns a fixed 

measuring procedure and is aimed at a classification procedure that permits 

avoiding an incidental increase of ß errors in cases of open sets of test speech 

samples. 
The classical approach to speaker identification does not assure such 

features of classification, since the pattern Xn of unknown speaker is assig- 

ned to the particular class m* from the set of M classes, if the adopted 

similarity measure between this pattern and reference patterns of all classes 

reaches a maximum for the class m*. 
In terms of distance measures: 

M 
x“ e m* lf £14131 [d(Xn,Wm)] = d(Xn,m) 

where m = 1,2, ...M M -number of classes 

It is clear that the application of the classical approach to open sets of 

speakers also assigns the pattern of unknown voice to some class from the set 

M in case where the test sample does not belong to any ofthe known classes. 

One possible conception that permits avoiding the stated inconvenience of 

the classical approach seems to be the idea of reducing the problem of 

speaker recognition in open sets to the known and successfully solved 

problem of speaker verification. A speaker recognition system is presented in 

the next section of the paper based on this idea. 

3. Proposed Model of the Recogniton System 

The proposed system is based on a dichotomous classification (Cypkin, 

1973) with the utilization of statistical decision theory, in one case followed 

by the verification task. 
The operation of the system, which enables us to reduce the problem of 

speaker recognition in open sets to the problem of speaker verification, may 

be presented in the following points. 
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A. Learning cycle 

- For a number of speakers M, and learning sequenc Im, establish the kind 
of parameters extracted from the speech signal, and resulting from them 
patterns X of individual voice features, the probability Pm of appearances 
of patterns from a given class, and adopt a particular similarity measure 
between speech patterns as well as preliminary assumptions related to 
expected values of a and B errors, which should be facilitated by the 
introductory experiments. ‘ 

- Derive estimators of the probability distributions pm(X) for each of all the 
known M classes of voices. ' 

- On the basis of assumed loss functions c and probabilities P derive 
threshold values h for each pair of classes from the set M. m 

[ h  _ °m+l‚m ' cm+1‚m+l Prn+l 
m‚m+l — 

crrt‚m+l ' cm,m Prn 

- For each class from the set M derive the reference pattern Wm and 
decrsron threshold HIn as in the case of a simple discrimination task. 

B. Classification cycle 

- Read in the parameters of a pattern Xn from an unknown speaker. 
- For an arb1trary chosen pair of classes compute the likelihood ratio 

p X [im (x)=1_n 
‚m+l  11 x 

pm+l n 

and compare it with the corresponding threshold value derived in the 
learmngcycle. If .l'“""+' (Xn) > hm‚m+p the pattern Xn from the unknown 
speaker rs closer to the class m than to class m + 1, which is rejected. In 
the opposite case the pattern X“ is closer to the class m + 1 and class mis 
rejected. 

- Replace the rejected class with the values P„‚„(X„) from the next class and 
compute a subsequent likelihood ratio and compare it with the correspon- 
dmg threshold value. In the course of checking all known M claSSes the 
mdex m* of the class closest to the pattern XIn is established. ‘ 

— Carry out the verification procedure, i.e. compare the value of the simila- 
r1ty measure between the test pattern Xn and reference pattern W . with 
the decrsron threshold Hm* derived in the learning cycle. Thus: m 

x“ e m* if d(xn‚wmt.)< Hm. 
xn ‚fm* if d(xn.wm.)> um. 
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In the first case, the pattern Xn with the assumed probability of error is 
assigned to the class m*, in the second - the pattern Xn does not belong to 
any class from the set M and may be stored as a pattern generating a new, 
M + 1 class of voices. 

4. Concluding Remarks 

In comparison to the classical approach to speaker identification the presen- 

ted procedure is more complicated and requires more computations. How- 

ever, considering the actual state of the art in computer hardware and soft- 

ware, this should not be a serious obstacle in practical applications of this 

procedure. On the other hand, the proposed system is more universal and it 

enables realization of a speaker identification procedure both in closed and 

open sets of speakers, as well as realization of a speaker verification proce- 

dure. The application of the present system permits performing the speaker 

recognition task with an established, for any given input data, probability of 

correct decision, which is impossible to achieve when a classical decision rule 

of speaker identification is applied to open sets of speakers. 
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The Machine as an Addressee: When Paralinguistics Fails 

M. Ohala 
San Jose, USA 

l. Introduction 

Speech normally encodes both linguistic and non-linguistic information. The 
latter conveys, among other things, the following: 
a. The speaker’s state, e.g., relaxed, angry, interested, bored, nervous, sad, 

etc., 
b. The speaker’s attitude towards the addressee, e.g., formal, informal, 

cooperative, aggressive, condescending, etc., 
c. The speaker‘s attitude toward the content or referent of the message, or, 
' more generally, the way the speaker is reacting to the informational 

context in which the speech is uttered, especially whether it represents 
knowledge shared with the addressee or not. 

Although such ‘paralinguistic’ signals are always present in speech, and 
humans have learned to adapt to them, there is one very new use of speech where such non-linguistic features impair communication, namely when the listener is a machine. 

Machines which will recognize spoken commands are now commercially available and are being used in a number of applications: mail sorting, assembly lines, control of wheelchairs by quadraplegics, etc. These automa- tic speech recognition (ASR) devices are generally speaker-dependent and 
work on words spoken in isolation. To use one, a given speaker must train the device by first giving it samples of his/her pronunciation of all the words it will be required to recognize (typically < 200). The acoustic pattern of these 
words (called ‘templates’) are stored in the device’s memory; the incoming ’unknown’ word is then compared with all the stored templates and is identified as the word corresponding to the template which produced the closest match. (If no template produces a sufficiently close match the device may prompt the speaker to repeat the word.) Once a speaker gets used to the devrce, accuracy rates of 97% or better are not uncommon. But the problem 15 that some users take a long time to ‘get used’ to such devices (2 to 6 weeks) due to a high degree of initial variability in pronunciation (as Doddington and Schalk (1981) remark: ‘Speech recognizers commercially available today are effective only within narrow limits. They have relatively small vocabula- ries and frequently confuse words. Users must develop the skill to talk to  the 

' ‚wir , - . .»!  
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recognizer, and the machine’s performance often varies widely from speaker 
to speaker’. p. 26). There would be considerable practical advantage if the 
source(s) of within—speaker variation could be identified so that strategies to 
control it/them could be developed. A number of determinants of within- 
speaker variation in language use have already been identified and described 
in some detail. Conceivably, at least some of the causes of speaker variability 
which plagues ASR are one or more of these previously-identified factors. 

Among the things that need to be considered in trying to find the causes of 
speaker variability are the following: 

Does the speaker cast himself/herself in some well-defined social role 
vis-a-vis the ASR device, e.g., as a superior, as an adult speaking to a child, an 
ownerto a dog, an English teacher to aforeigner? Does the perception of role 
persist or, worse, does it change depending on the type of feedback (or lack òf 
it) received from the device? Very possibly the user finds him/herself in a 
totally new ‘social’ situation and discovers that the old and familiar sociolin- 
guistic roles do not apply. It does not pay, however, to be alternately helpful, 
exasperated, condescending, etc., to an ASR device. To the extent that the 
speaker ‘tries out’ various socially-dictated modes of speaking, the ASR 
device is more likely to fail. 

A more subtle source of variation, mentioned in (c), is the speaker’s 
presumption of shared knowledge with the addressee. To oversimplify, 
whatever the speaker thinks the listener knows, or should know, can be 
weakly articulated. Conversely, whatever represents new information must 
be pronounced carefully, or at the speaker’s option emphatically. Both 
weakly—articulated and emphatic pronunciation may differ from context- 
neutral pronunciation, thus creating problems for an ASR device. 

2. Experiment 

I hypothesized that a significant part of within-speaker variation stems from 
a speaker using the familiar emotional and attitudinal qualifiers which, 
though appropriate when communicating with other humans, are inappro- 
priate when speaking to machines. Thus, the more ‘emotional’ the speaker 
becomes the more he will vary the way he speaks in order to express that 
emotion, and such pronunciation variability will lead to degradation of ASR 
performance. 

3. Experimental design 

To test this I observed and recorded 20 subjects’ interaction with an ASR 
device under circumstances where their emotional arousal could be control- 
led. Subjects were randomly assigned to 4 groups of 5 each in an experimen- 
tal design whereby two binary factors were varied independently, high vs. 
low subject involvement in (or anxiety towards) the task, and high vs. low 
confusability of the vocabulary used (such that error rate would be high vs. 
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low). Involvement in the task varied by paying half the subjects by the 
number of words recognized correctly and paying the other half by the hour. 

' The vocabularies, one with many phonetically similar words and one with 
highly dissimilar words provided variation in the inherent difticulty of the 
recognition task. The assignment of the 4 groups according to these experi- 
mental variables is shown in Table I. It was hypothesized that subjects who 
were paid by the word and assigned the confusable vocabulary would have 
the highest error rate. 

Table ]. Experimental design. 

Variable 1 No involvement High involvement Subject mterest (paid by the hour) (paid by the word) 

Variable 2 
Complexity of voc. Group 1 Group II 

Low error rate 
(distinct voc.) 

High error rate 
(confusable voc.) Group III Group IV 

_ With one exception all subjects were students at the University of Califor- nia,. Berkeley, from various disciplines. Each subject first trained the ASR device by pronouncing a single time each of the 30 words of the vocabulary asSigned to him/her. These samples constituted the stored templates. Then, With the computer prompting them via printed words (randomized and in blocks of 30) on the CRT of the terminal, they repeated the words for a total of 450 mals in one session and 450 trials in a second session on another day. In all, thus, each subject had 900 trials. During the recognition session there was an mterval of 2 seconds between responses and the next prompt After 90 tr1als subjects were given short breaks. All sessions were audiotape record- ed for later acoustic analysis. A record of correct/incorrect recognition was autpmatreally mamtained by the computer. There was a constant threshold for re;ect_ron’‚ 1.e.‚ when a noise or utterance was judged to be so dissimilar as to be unlrke any of the stored templates. Rejections were not counted as 

4. Results 

Figure 1 shows the average error rate by blocks of 750 w As would be expeeted subjects using the distinct vocabulary (Groups 1 and II) made fewer errors than those with the confusable one (Groups III and IV). Counter to expectation, those paid by the word (Groups II and W) did 

ords for all 4 groups. 
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Figure 1. Percent error for the 4 experimental groups plotted as a function of successive blocks of 
750 words (see text for further details). 

not have more errors than those paid by the hour, however the effect of 
subject’s anxiety on performance is reflected in another interesting way. 
Groups III and IV (in contrast to the other two groups) give evidence of 
experiencing an increasing error rate on successive blocks of trials. This is 
unusual because speakers normally adapt to the constraints of these tasks, 
i.e.‚ manage to lower the error rate. Evidently errors beyond a certain level 
trigger an emotional reaction in speakers which in turn causes them to 
express this emotion in their speech thus leading to more errors. 

5. Conclusions 

The results of this study support the hypothesis that one source of error in 
ASR is the variation in Speakers“ pronunciation which encode their changing 
emotional state. Further studies are underway to identify the precise acoustic 
features which manifest these emotions. 
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Extensions to the Locus Theory 

M. O‘Kane 
Canberra, Australia 

]. Introduction 

The Locus Theory originally put forward by Delattre, Liberman and Cooper 
(1955) proved useful in explaining formant transitions between vowels and 
consonants. According to this theory, which was developed from experi- 
ments with synthetic speech, the formant transitions from the steady state of 
a vowel to a neighbouring plosive consonant point to a particular frequency 
or locus depending on the place of articulation of the consonant. Öhman 
(1966) showed that in real speech the situation was somewhat more complex. 
He showed that for /b/ and /d/ the position to which the transitions pointed 
was dependent not only on the place of articulation of the consonant but also 
on the second formant of the vowel preceding the consonant. Thus, the 
second formant /b/ focus could be anywhere in the range 500-1400 Hz; being 
low if the second formant of the preceding vowel was low and high if the 
second formant vowel was high. A similar situation occurred for /d/ with the 
locus occurring in the range 1400-1700 Hz. For /g/ the formants pointed to a 
locus which was determined by the vowel following the /g/ if the vowel 
preceding the /g/ was a front or central vowel, and to a low locus if the vowel 
preceding the consonant was a back vowel. 

We decided to use formant locus as one of the components in an algorithm 
to automatically differentiate between plosive consonants occurring in a 
VCV context in continuous speech. We found. however, that the Locus 
Theory even with the Öhman modifications was somewhat inadequate for 
our purposes. Unanswered questions included the following: 

How did the Locus Theory apply to Australian English, particularly 
continuous, conversational Australian English? 
Were locus ranges the same for all speakers? In particular were male and 
female locus range the same? 
Did the presence of a word boundary within a VCV combination affect 
the locus range? VCV combinations in English occur more frequently 
across word boundaries than within words. 

The answers to these questions Were sought through an experiment which 
is described below. 
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2. Method 

The experiment was actually designed to investigate coarticulation, juncture, 

plosive consonant phenomena and the interaction between all three conti- 

nuous speech examples of Australian English. Only the results pertaining to 

the Locus Theory are presented here; results concerning other aspects of the 

experiment are given in O’Kane (1981). 
Lists of two-word sequences were prepared. Each of these two-word se- 

quences was of either of two forms: 
1. The first word ended in a VC combination and the second word began 

-with a V, where the vowels could be either /i/ or /:>/ (the foremost and 
backmost vowels in Australian English), and the consonant was one of 
the six plosives e.g. ‘heat ought‘. 

2. The first word ended in V and the second word began with a CV combina- 
tion where the vowels could be either /i/ or /0/ and the consonant was 
one of the six plosives e.g. ‘he taught’. 

Thus, with the two vowels and six plosive consonants and two juncture 
positions there were a total of forty-eight two-word combinations. The five 
male and live female speakers all spoke general Australian English. They 
were from a geographically diverse area of Eastern Australia and ranged in 
age from twenty-four to fifty. It should perhaps be pointed out that Austra- 
lian English is remarkably homogeneous geographically as regards pronun- 
ciation, the greatest variation occurring between people from different social 
and employment groups (Mitchell and Delbridge, 1965). 

Each speaker was presented with the list of two-word sequences and 
instructed not to study the list but to immediately begin saying sentences 
containing the word sequences. It was impressed on the subjects that the 
sentences they produced were to be spoken at a conversational speed and 
that the semantic content of the sentences was not of particular importance. 
It was even suggested that slightly silly sentences would be perfectly accepta- 
ble. If a subject was having particular difftculty in producing a sentence 
contammg any given two-word sequence he was told not to waste time over it 
but to say something such as ‘I can‘t think of a sentence with -— -—- in it'. All 
this was to keep the subject speaking at as conversational a rate as possible. 
This aim was largely achieved. 

Experimental studies on conversational speech are difficult as it is hard to 
exerctse any control over the many interacting parameters and still obtain 
the characteristic spontaneity of conversational speech. In the experiment 
described here phonetic and junctural contexts were controlled and almost 
always the speech of the subjects sounded (in the author’s subjeCtive opinion) 
to be at conversational rate. It is perhaps indicative of the relative newness of 
continuous speech recognition research that paradigms such as the one used 
in the experiment outlined above generally have not been systematically 

developed as a means of controlled study of conversational speech phenome- 
na. 
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The sentences containing the two-word sequences were recorded on a 

Nakamichi 550 cassette recorder, using a Bayer microphone. The required 

VCV tokens were excised from the sentences using a waveform editing 

routine. These VCV combinations were then analysed using the Interactive 

Laboratory System waveform analysis package. For the male voices the 

speech was sampled at 10 kHz and for the female voices the sampling rate 

was 16 kHz. For each token a linear prediction analysis was done using the 

autocorrelation technique. Plots of the spectral peaks derived from this 

analysis as a function of time provided a means of measuring the formants. 

3. Results 

The data examined in the experiment described above revealed the following 

results (which can be seen in Figures 1 and 2). 

l. That in continuous speech (at least for Australian English) the position of 

the second formant locus is primarily determined for all consonants by 

the vowel preceding the consonant. This is more general than Ohman’s 

result. ' 
2. That the position of the F2 /b/ locus can range for male voices from 500 

Hz for the case when the preceding vowel is /0/ to 1300 Hz for the case 

where the preceding vowel is /i/ . 
3. That the position of the F, /d/ locus ranges for male voices from 1350 Hz 

for the case where the preceding vowel is /:>/ to 1900 Hz when the 

preceding vowel is /i/ . 
That there are high and low loci for / g/ . If the preceding vowel is /i/ the 

/g/ locus for male voices is in the range 2000-2300 Hz. If the precedmg 

VOWeI is /:>/ the /g/ locus for male voices is in the range 800-1500 Hz. 

5. That, at least for the case where the consonant is / g/ , the exact position of 

the locus is also determined by the vowel following the consonant. Thus if 

the preceding vowel is a back vowel and the following vowel is a front 

vowel then the locus p05ition will be at the high end of the low /g/-locus 

fange. But if the preceding vowel is a front vowel and the followmg vowel 

is a back vowel then the locus position will be at the low end of the high 

/g/-locus range. _ 

6. That the higher the locus position is in frequency, the greater rs the 

difference between male and female locus values for a given VCV produc- 

tion. The average locus range for various consonants are given in Table I 

for both male and female voices. 

:
“

 

Table !. Locus ranges of plosive consonants at the three places Of articulation f°" male and 
female voices. All measurements in Hz 

Labial locus Alveolar locus Low velar locus High velar locus 

range . range range range 

Male voices 500-1300 1350-1900 800-1500 2000—2300 

Female voices 500—1500 1550-2400 800-1800 2400-2900 
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female voices. 

n male and female locus positions are reflec' 
ween formant positions for vowels for male and 

This can be seen by reference to Figure 3. Figure 3 sh0_ws the average first and second formants of several vowels in Australian English for male and female speakers based on data from 03530980) and O’Kane (1981). The differences in male and female voices is slight for the 
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Figure 3. Average first and second formants of the vowels / i/ , / ae/ , / a/ , /n/ ‚ /o/ for male and 
female speakers of Australian English. ' 

9. That differences in the locus positions due to the word-final or word-ini— 
tial nature of the consonant are only noticeable in a few cases. If an effect 
is present at all it is often only noticeable in the CV transition. As can be 
seen in Figures l and 2 the most noticeable cases in which juncture effects 
are present are /obi/, /ido/, /odo/ and a go/ . 

4. Conclusion 

An expanded version of the Locus Theory for plosive consonant transitions 
has been presented. The results given here can be incorporated as a partial 
cue for the automatic recognition of plosive consonants. This cue is particu- 
larly helpful in cases (5% in the experiment described here) where no burst is 
produced in the articulation of the consonant. It should also be noted (see 
Table 1) that the locus cue for plosive recognition is slightly more useful for 
female voices than for male voices. 
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Syllable-based Analysis of Spectral and Temporal Features for 
Automatic Speech Recognition 

G. Ruske 
Munich, FRG 

]. Introduction 

In systems for automatic recognition ofcontinuous speech an initial segmen- 
tation is required in order to obtain appropriate segments which can be used 
as basic units for the subsequent analysis and classification procedures. The 
syllable structure of the speech signal provides segments which include the 
essential coarticulation effects. A substantial reduction in the number Of 
different syllables is achieved by a further subdivision of each syllable 
segment into two parts: an initial demisyllable ranging from the starting 
point of the syllable to the syllable nucleus, and a final demisyllable ranging 
from the nucleus to the end point of this syllable. In the German language we 
only have to discriminate about 50 initial consonant clusters, 19 vowels 
(short and long vowels, and 3 diphthongs). and there is a maximum of about 
160 final consonant clusters. The efficiency of syllabic segmentation has been 
demonstrated in previous experiments (Ruske and Schotola, 1981). 

2. Demisyllable segmentation 

A syllable is defined here as an ‘acoustic syllable’. According to this defini- 
tion the localization of syllable nuclei as well as the determination of a 
suitable syllable boundary between two consecutive syllable nuclei can be 
based on an evaluation of the loudness contour and on spectral information 
from the speech signal. In our experiments we examined several methods for 
syllabic segmentation of spoken utterances: 
a. The maxima of a smoothed loudness function have proved to be suitable 

candidates for syllable nuclei. An additional vowel/non-vowel classifica- 
tion of the spectrum at the maximum rejects maxima produced by high energy consonants. ' . A demisyllable boundary is indicated by a loudness minimum- A crude vowel classification is performed at intervals of 10 ms using several vowel spectra as prototypes. High estimates of this classifiel' 
indicate syllable nuclei. 

. A set of demisyllable templates is applied consisting of spectral-tem?"ral patterns and which are representative for all possible demisyllable Shapes' The comparison is performed by dynamic programming methods (2.1evel 
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DP matching). This method provides syllable nuclei as well as the syllable 
boundaries. . . . 

Methods a. and b. were used for the following experiments, since they yield 
reliable segmentation results and in addition save computation time. 

3. Recognition of demisyllables 

As a first approach, recognition of German demisyllables was carried out 
using spectral-temporal templates of complete consonant clusters and spec- 
tral templates of vowels. Time normalization was performed by a so-called 
‘dynamic interpolation’ procedure. After normalization a c1ty-block metnc 
was applied for the calculation of similarity. However, template matchmg 
needs a lot of storage and computation time since an unknown consonant 
cluster has to be compared with all reference templates regardless of their 
phonetic structure. _ 

Since knowledge about the gross phonetic structure could consrderably 
reduce the number of templates to be actually compared a second method 
was developed starting from a description of the relevant acoust1c events 
within each segment by evaluating spectral and temporal features or cues 
which can be objectively measured in the signal. These features have been 
defined in some analogy to the classical perception experiments With synthe- 
sized speech sounds which have been reported in the literature (Delattre, 
1968). The cues describe: the ‘loci’ of the first 3 formants of the syllable 
vowel, the formant transitions, formant-like ‘links’ for nasals and liquids‚ 

duration and spectral distribution of bursts and turbulences, pauses, and 

voicing during pauses or turbulences. _ 
A main problem is the depency ofmost ofthe features on phonetic context. 

In the present paper the context dependencies are taken into consderatron 
by collating the results of feature extraction within each demisyllable seg- 
ment. This enables the contextual dependencies between the acousnc fea- 
tures to  be determined statistically from representative speech material. The 

feature vector for an initial consonant cluster as well as for a fmaldem15ylla- 
ble have a fixed number of components. In syllable-initial posmon 1 nasal, 

li‘luid or glide, and up to 2 fricatives or plosives are possrble; m syllable-final 

Position the maximum number of plosives or fricatives can be limited to 3. 

Therefore, initial consonant clusters are completely described by 24 feature 

c°ml>onents and final consonant clusters by 31 components. 888 Table 13 and 
Table Ib. 

4. Feature extraction method 

Feature extraction starts from a spectral representation calculated by linear 

Prediction analysis. From the LPC-coefficients P°W_ef spectra ‘_“_° computed 
With a frequency resolution of about 78 Hz. Der)?!d °“? vmcmg paran;e- 
ter each spectral frame is labelled voiced, unvmced, or Silent, respective Y- 
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Table la. Feature vector for initial consonant elusters 

Component Feature Dimension 
number 

1 First turbulence (or burst) Yes/No 
2 Center of gravity "1 
3 Lower cut-off frequency Hz 
4 Upper cut—off frequency Hz 
5 Duration ms 
6 First pause VCS/N° 
7 Duration of pause ms 
8 Second turbulence (or burst) Yes/No 
9 Center of gravity "1 

10 Lower cut-off frequency HZ 
11 Upper cut-off frequency HZ 
12 Duration ms 
13 Voiceobar YCS/N° 
l4 Duration of voice-bar ms 
15 Nasal or liquid links Yes/N° 
16 Low link H1 
17 High link Hz 
18 Transition of links Hl/ ms 
19 Transition of the formant F. [iz/ms 
20 Transition of the formant F; " ”  ms 21 Transition of the formant F, 1-1d 22 Locus of the formant F . Hz 
23 Locus of the formant F, Hz 24 Locus of the formant F, HZ 

Fmally, formant tracking is performed within voiced parts. Acoustic para- 
meters are then derived from the energy in selected frequency bands which 
allow a gross characterization of the spectral shape; the feature extraction 
procedures are in some accordance with the methods proposed by Weinstein 
et al. (1975). Based on these parameters, a set of mies has been established in 
order to detect voiced and unvoiced turbulences and bursts, pauses‚ and 
llquld and nasal links. After detection the individual features are characteriz- 
ed by gross measurements of their spectral and temporal distribution (6-8- 
center of gravtty, upper and lower cut-off frequency for turbulences, a"d 
spectral peaks for links) and used as co . lla- b1e feature vector. mp0nents Of the C0mm°n demlsy 

5. Classification procedure 

Classdication of the feature vectors is based on Euclidean distance measure- 
$?ziicimlljllgt:ehveefeüäre space. A_rll components are normalized to equal 
vector. the single q,)m en comparmg the unknown vector with a refererlce 
com one ‘ h“ h . ponents are handled in different ways. For all blnary 

p n s w lc mdtcate the presence or absence of a single feature, the 
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Table Ib. Feature vector for final consonant clusters 

Component Feature Dimension 
number 

1 First turbulence (or burst) . Yes/No 

2 Center of gravity Hz 

3 Lower cut-off frequency Hz 

4 Upper cut-off frequency Hz 

5 Duration ms 

6 First pause Yes/No 

7 Duration of pause ms 
8 Second turbulence (or burst) Yes/No 

9 Center of gravity Hz 

10 Lower cut-off frequency Hz 

“ Upper cut-off frequency Hz 

12 Duration ms 

„ Second pause Yes/No 

'4 Duration of pause ms 
15 Third turbulence (or burst) Yes/No 

16 Center of gravity Hz 

17 Lower cut-off frequency HZ 

18 Upper cut-off frequency HZ 
‘9 Duration ms 

20 Third pause Yes/No 

“ Duration of pause ms 

22 Nasal or liquid links Yes/No 

23 Low link Hz 
24 High link Hz 
25 Transition of links Hz/ms 

26 Transition of the formant F. Hz/ms 

27 Transition of the formant F, Hz/ms 

28 Transition of the formant F, Hz/ms 

29 Locus of the formant F, HZ 

30 Locus of the formant F, "1 

31 Locus of the formant F, HZ 

distance is calculated in each case. The distances of the remaining compo- 

nents describing the temporal or spectral characteristics of a certam feature 

are only taken into account in those cases where the correspondm$ ac_°‘_“"° 
feature is present in both vectors. Finally the accumulated distance ls dlv1ded 

by the number of all feature components evaluated during the distance 

measurement. This results in the calculation of an ‘average normaltzed 

distance’ which allows the comparison of all feature vectors even if they 

differ quite considerably as to their current composition- 

6. Recognition experiments 

The speech test material consisted of several hundred initial and final demi- 

slHlables which were automatically extracted from German words spoken by 
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one male speaker. The set of demisyllables contained 45 initial consonant 
clusters and 48 important final consonant clusters, all combined with 8 
vowels. Syllabic segmentation, feature extraction and classification was 
applied to this material. As expected some difficulties arise in the detection of 
the glide /r/ and the liquid /l/ . The consonant /r/ often cannot be discrimi- 
nated from the vowel, whereas in the case of /l/ often parts of the vowel /0/ 
or /u/ were indicated erroneously as liquid links as e.g. in / Iu:/. 

Some of the confusions observed in the feature classification experiments 
can be explained by inspection of the mean values and standard deviations. 
The data display the typical order of the Fz-loci for the plosives: low for the 
labial /p/‚ mid for the dental /t/ and high for the velar /k/. However, the 
standard deviations are rather large so that the corresponding confusions are 
to be expected. A special problem is the discrimination between /m/ and /n/ 
which were often confused. On the other hand, the calculation of the gradient 
of formant-to-link transitions enabled nasals to be discriminated from li- 
quids. From the recognized consonant clusters the recognition scores of the 
single consonants were computed; the average recognition rate for the single 
consonants was about 62% for initial and 68% for final consonants. 

For comparison, the same speech material was processed by template 
matching methods using complete spectral—temporal templates for each 
consonant cluster. Here, the average recognition score was about 4-7% 
better and on average amounted 66% for initial and 75% for final conso- 
nants. Again confusions occurred between the unvoiced and voiced plosives. 
and betWeen the nasals and /1/ and /v/. The fricatives received the best 
recognition scores. It is worth noticing that, roughly speaking, the distribu- 
tion of confusions obtained by template matching is very similar to or even 
identical to that obtained by feature extraction. While the feature extraction 
approach could not yet reach the recognition accuracy of template matchinä 
it has to be bome in mind that the feature vector for a consonant cluster has 
only 24 or 31 components whereas a corresponding template constructed 
from a series of consecutive spectra needs on average more than 500 compo- 
nents; this results in about 20 times more storage and computation time. 
Thus the features components can be seen as an efficient representation of 
the units. In both experiments the recognition scores were not very high; they 
have to  be seen as pilot experiments. But the main goal of this investigation 
was only to compare the efficiency of the two methods. Our own previous 
1nvestigations (with template matching) showed that an 85-90% consonant 
recognition score can be reached with a large training set. This encourages us 
to believe that the recognition scores of the feature approach can be conside- 
rably improved by further optimizing the feature extraction procedures. 
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Speech Production 



Between Formant Space and Articulation Space 

L.J . Bonder 
Amsterdam, the Netherlands 

]. Introduction 

One of the problems we meet in the study of speech production models is how 
we can describe the relation between vocal tract and generated sound. More 
specifically, for vowellike sounds, the question is: given a vocal tract shape, 
what are the formant values, and conversely‚ given a certain set of formant 
values, which shapes can produce these formants. The latter problem of 
determining shapes from formants will be referred to as the inverse problem. 

In this paper we will sketch the relation between formants and shape of a 
model of the vowel tract. Finally, we will give an outlook on further research 
on this issue. 

2. The n-tube model 

The starting point in the description of the relation between formants and 
articulation is the modelling of the vocal tract as a lossless n-tube, 1.e. a 
COncatenation of n cylindrical tubes of equal length l, but different cross-sec- 
tional area (Dunn, 1950). The cross-sectional area of segment iis denotedby 
Si (i=l‚....,n). Further, we define the so-called k-parameters ki, by puttmg 
ki=Si/si+l (i=l‚...,n-l). . 

° Propagation of sound through such a tube is described mathemattcally 
by the one-dimensional wave equation. The pressure and the volume veloc1ty 
are considered continuous at the junctions of the segments. If we put together 
the n—tube model, the one-dimensional wave equation, and the contmu1ty 
conditions, we get the so-called n-tube formula, a closed form expressron 
relating Shape to formants, and vice versa (Bender, 1983a). 

3. Properties of the n-tube model 

As we have seen, the model has three important features: continurty of 
pressure and volume velocity, om-dimensionality, and its lossless nature. 
Beside these features there are some interesting consequences of the model 
(cf. Bonder, 1983a). _ First, there is the modelling of the vocal tract in a non-contmuous way as 
an n-tube. The consequence of this non—continuity is that, from an acoust1c 
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point of view, only the first [%n]* formants of an n-tube can be taken 
seriously; the pattern of the higher formants is merely a repetition of the 
lower ['/,n] formants. 

Secondly, the formant frequencies of an n-tube will not change if the n 
cross-sectional areas Si are multiplied by the same factor. So one of the Si can 
be taken as a reference for the other Si. This means that an n—tube can be fully 
described by the n-l parameters ki=Si/Si+l (i=l,..., n-l). The description of 
an n-tube in terms of its n-l parameters ki enables us to view such a tube as a 
point in the (n- l)-dimensional space spanned by these parameters. An n-tube 
P with k—parameters k „  ...,k„_! is denoted by P=(k,...,k„_,). The space span— 
ned by the k-parameters will be called ‘articulation space‘. In Fig. 2 the 
location of the straight 4-tube in the 3-dimensional space of k „  k„ It, is 
shown. As all Si have the same value, it follows that k.=k‚=k,=l. So, the 
straight 4-tube is denoted by (1,1,1). 

Thirdly‚ when calculating n-tube shapes from formant frequencies there 
are [V,(n-l)] degrees of freedom. This means that we can choose free the 
values of ['/‚(n—l)] parameters ki. For example, 4-tubes have one degree of 
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”Sure 2. The 3—dimensional articulation space of 4-tubes spanned by the parameters “" k“ “” and the location of the straight 4-tube (MJ) in it- 
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freedom: ['/‚(n-l)]=l. We observe that the inverse problem does not have a 
unique solution for n-tubes with more than two segments. 

4. The lnverse Problem 

The greatest contribution to the research on the inverse problem is from 
Atal, Chang, Mathews and Tukey (1978). They treated the subject numeri- 
eally, and showed that there are many vocal tract shapes having the same 
formant frequencies. A disadvantage of their numerical inversion is that it 
does not show the structure of the relation between shape and corresponding 
formant pattern. We will briefly indicate when and how we can handle the 
inversion analytically (Bonder, 1983b). 

The n-tube formula is the starting point for the attack on the inverse 
problem. The main step in our method of  inversion is the decomposition of 
the n-tube formula, i.e. the replacement of the n-tube formula, which is an 
equation of degree n, by a set of l/2n equations relating explicitly formants to 
shape of the tube. By means of these l/2n equations we can solve the inverse 
problem analytically up to lO-tubes, but, the more segments, the more 
involved the calculus. For n-tubes consisting of more than 10 segments the 
inverse problem is no longer analytically solvable, in which case the problem 
has to solved numerically. ' 

For 4-tubes the inversion is rather simple. The analytical inversion yields 
the following expressions from which the k-parameters‘ can be determined if 
the formants F' and F, are known: 

k2 = (-czk{+clkl-l)/((1+kl)(i+czkl)) (l) 

“3 : 1/Czki 
where 

C1 = tanz-rF1 + tan2‘rF2 

O
 

N ll tan21'F1 ° tan2‘rF2 

211L/4c .
.
 

ll 

c being the velocity of sound, L (=4.1) the overall length of the 4-tube. It is 
obvious from equations (l) that we have one degree of freedom for 4-tubes: 
one parameter, it., has to be given a value in order to be able to  compute the 
other two parameters k2 and k,. Expressions (I) can be used to calculate 
equivalent 4-tubes, i.e. tubes with the same formant frequencies, to a given 
length L. Each equivalence class consists of an infinite number of 4-tubes, all 
of them having the same length L. In the articulation space, an equivalence 
class turns out to be a continuous trace. In Fig. 3 we show the equivalence 
class of the straight 4-tube with formants F,=500 Hz and F,=1500 Hz. All 
equivalent tubes have the same overall length L=l7.5 cm (which is about the 

Banden Between Formant Space and Articulation Space 351 

' / 

. _ ___ d 
Figure 3. The equivalent class of the straight 4-tube (1,1,l) With F‚-—500 Ha and:‚ bel 55(1)103H15a:n 

length L=l7.5 cm (solid curve). At the right hand side the correspondtng u pe 

shown. 

average male vocal tract length). Of course‚we_eannot show the whole class 

but this finite subset gives us a good View of lt. 

5. lnversion Applied to the Vowel Triangle 

In the way mentioned above we can calculate a trace in the artneulatron sp;g; 

for each point in the formant space. All traces in the artneulatrznäpä°iraces 
very much the same as the one in Fig. 3- In Fig. 4we have Sl.(etc. ef the vowel 
in the articulation space corresponding to the three vertrces ofthe vowel 

triangle /u/, /i/, /a/. As we may see ff°“‘ F‘%' 4’ the Strucwre 0 t echoice 
triangle is rather alike in both spaces. From thus we conclude thät ourte The 

of the k—parameters as parameters of articulatton seems to_be a equa . lex 

structure of the articulation space of Atal et al. (1978) is more con;p h.  

Besides, one of their dimensions is not contained in our space, na“i°.y toi 
length L of the tube. From an acoustical P°im Of Vlew' the lengthf lS—? ll essential, as it is no more than a scaling fac‘°r in the formant space( Oltibr?al 
the segment lengths are multiplied by the same factor “' the efcäi:ezorres- 
areas being unchanged, the overall length Will change to GL an ° 
ponding formant frequencies F, t0 Fi/°)' 

6. Outlook on Further Research 
. _ icula- 

After this rough sketch of the relatton between formant space ansta;;me to 
tion space by means of the n-tube model of the vocal tract we mtge and how 
the question if there are preferential areas in the artneulatron spac ‚ 

" l ‘ l  
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segment ! 2 . . . n-l 

area S I  52  . . . sn-l n 

k-parameters k !  k2 .  . "‘n—2 kn-l 

g lot t ie S ‘  lips 

eegment iength 1 

‘ overall length L (-n.1) 

Figure 4. The vowel triangle in both formant space and articulation space. The solid curves in the 
articulation space are the equivalence classes of the vowels /u/ , /i/,/a/, / c/ . In the articulation 
space we have drawn an arbitrary cross-section (solid dots) of the bundle formed by the 
equivalence class curves of vowel sounds. The curve corresponding to the /3/ intersects this 
cross-section. ‘ 

we can describe this phenomenon in terms of our k-parameters kr AS a 
starting point in this direction we use the paper by Lindblom and Sundberg 
(1971). They suggested, on the basis of numerical experiments, that a princi- 
plc of minimal articulatory antagonism between tongue and jaw might play 
an important role in the realization of isolated vowels. If we want to translate 
this mechanism into the language of our model we obviously have to define 
some measure with which we can quantatively indicate the resemblance of 
two n-tube shapes. As a measure of comparison between two n-tubes. 

P=0<3P’,...‚k3ä) and Q=(k<lq>‚.„‚kggll) 
we introduce in a forthcoming paper (Bonder: the MAD model) 

n-1 ( )  2 % i=zl (kip - ki(q)) ; dP.Q = 

which is the euclidean distance between the two tubes P and Q in the 
(n-1)-dimensional articulation space. 

The translation of the suggestion by Lindblom and Sundberg (1971) im° 
our model seems to be that we have to look, in the articulation space, for the 
point on the trace corresponding to a vowellike sound that has minimum 
distance to the straight tube, the point with coordinates (1,1,1) in the 3-di- 
mensional articulation space of k „  k;, k,. This is the so-called MAD model, 
where MAD stands for Minimal Articulatory Difference. 
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Physiological Explanations of F., Declination 

R. Collierl and C.E. Gelfer2 
'Antwerp, Belgium; Eindhoven, the Netherlands and 2New York; New Haven. 
U.S.A. 

Declination is the tendency of F., contours to exhibit a tilted overall pattern: 
the major rises and falls appear to be superimposed on an imaginary baseline 
that drifts down over the entire course of the utterance. This baseline 
becomes actually visible during longer stretches of speech in which no major 
F0 changes occur, for instance, when there is only one pitch accent in a fairly 
long utterance. 

Cohen, Collier and ’t Hart (1982) point out that the notion of declination 
has developed from an operational construct, useful in the interpretation of 
FO recordings, to a theoretical concept of phonetic and linguistic importance. 
Since declination is now being considered an intrinsic feature of speech pitch, 
the question regarding its physiological origin and, henee, its programming 
and control, becomes increasingly relevant. 

l. A simple model 

A simple model of pitch control in speech may take the following form: 
(a) all consciously intended pitch rises and falls are effected by appr0pl'iate 

variations in the tension of the vocal folds; this tension is regulated by 
the laryngeal muscles (mainly the cricotheroid muscle and some strap 
muscles of the neck, such as the stemohyoid or the thyrohyoid). 

(b) the gradual downdrift of the overall pitch level, i.e. declination, is caused 
by slowly decreasing subglottal pressure over the course of the utterance. 

Part (a) of this model is well supported by quite a number of physiological experiments, which also indicate that short term variations in subglottal 
pressure do not significantly contribute to the production of momentary 
pitch inflections (see survey in Atkinson 1978 and Ohala 1978). However, these experiments are not directly relevant to part (b) of the model, which 
concerns long term variations in the pitch parameter. Only a subset of the 
data presented in Collier (1975) suggest that part (b) of the model may be 3 plausible account of declination. Therefore an experiment was set Up in which declination could be studied in greater detail. 
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2. Experimental procedure 

In order to observe declination in its pristine form of appearanee, utterances 
were constructed containing no more than two pitch accents, implemented 
by rise-falls, while the rest of their contours shows only declination pitch (see 
the stylized FO contours in Table I). The length of the utterances,.more 
particularly the length of the actual stretch of declination, was vaned m tive 
steps: from 5 to 18 syllables (roughly 0.7 to 3 seconds). In order to factor out 
the effects of segmental perturbations, the (Dutch) utterances were also 
mimicked in reiterant speech with /ma/ and /fa/ syllables. In all there were 
45 utterance types, each read five times in succession by one subject, the first 
author. . 

Simultaneous recordings were made of, among others, the followmg 
Physiological variables: subglottal pressure (Ps), recorded directly through-a 
tracheal puncture above the first tracheal ring, and the electromyographrc 
activity in the crico—thyroid (CT) and stemohyoid (SH) muscles, recorded 
with hooked—wim electrodes. The sampling and processmg techmques for 
these parameters have been described by Harris (1981). . _ 

FO was measured with the algorithm designed by Durfhurs, Willems and 
Sluyter (1982). 

3. Results 

3.1. FO declination 

After having established in a sample of data that the inter-tolcen varrabrht}y 
Was negligibly small, only one exemplar of the five repetitions of ea;:l 
utterance type was selected for F., analysis. The F., values, measured at t e 
Points indicated in Table I, were similar across the conditions of length 
variations and normal versus reiterant speech. Therefore the FO values at 
these points were averaged and only the three accent condmons were kept 
separate. 

Since the declination stretches vary in length, a relative fixed AF? over a 
variably amount of time leads to systematic differences in the declination 
rate, as can be seen inTable 1. This variable rate has been observed before, 
among others by 't Hart (1979). 

' 3.2. P; declination 

The Ps values, measured at the same points as the ?“ values, anddave;aeäcz 
over all five repetitions of each utterance type, exhlb" the same ten °" 
the FO data (see Table I): they are very stable across conditions and therefore ' 
pooled together, keeping only the three accent conditions apart. It is elät: 
that the rate of I"s declination varies with utterance length the same way 'asbles F0 declination does. This gross correspondence between the two varta 
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Table ]. 

A. Early pitch accent 

Stylized F., contour 
and measuring points _._Ä.__..„„ ...... „___. 
Average values (and 
standard deviations) 
at point Pi Pl P2 P3 P4 

F„ (Hz) 11 = 15 109 (7) 150 (14) 99 (6) 84 (4) 
P. (cm aq) n = 75 8.3 (0.4) 9.2 (0.3) 7.7 (0.8) 4.1 (0.4) 

Declination rate in 
length category Li LI L2 L3 L4 1.5 

F., (Hz/sec) -—14 —12 -9 —8 -7 
Pi (cm aq/sec) -3.5 —3 -2.7 —1.9 -1-4 

B. Late pitch accem 

Stylized F., contour 
and measuring points 3 

\ ' _ 

Average values (and 1 _ _ _ _ _  
standard deviations) 2 4 
at point Pi PI P2 P3 P4 

F0 (Hz) n = 15 115 (3) 90 (4) 117 (3) 77 (3) 
Ps (cm aq) n = 75 8.4 (0.8) 5 (0.8) 7 (0.8) 2.6 (0.8) 

Declination rate in 
length category I.i L1 L2 L3 L4 „ 

F„ (Hz/sec) -46 -23 -16 —12 —12 
Ps (cm aq/sec) -4.3 -3 —l.8 . ]_4 -1.3 

C. Double pitch accem 

Stylized F., contour 2 
and measuring points 

5 Average values (and 1 3 ""°—--...-__._/\ 
standard deviations) 4 
at point 1’i Pl P2 P3 P4 P5 

F., (Hz) 11 = 15 _ 111 (5) 154 (12) 109 (6) 91 (6) 120 (4) 
P. (cm aq) n = 75 8.4 (1.5) 10.7 (0.9) 7.9 (0.9) 5.3 (0.8) 7.3 (‘)-6) 

Declination rate in 
length category Li LI L2 [_3 L4 L5 

F., (Hz/sec) —75 .3o ." - "  -7 
Ps (cm aq/sec) -6.4 -3 _1_9 _|_5 -1.2 
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suggest that FO declination may indeed be caused by the gradual decrease of 
P. 

3.3. A causal relationship? 

The extent to which P$ variations can effect FO changes has been studied 
mostly in a number of ‘push in the stomach’ experiments (see a survey m Bear 
1979). In the chest register the Ps/Fo ratio appears to vary between l/3 and 
l/7, which means that a APs of 1 cm aq results in a AF„ of 3 to 7 Hz. Therefore ! ’ 
a necessary condition for Ps declination to be the (sole) cause of F0 downdnft . 
is, that their ratio remain within these established limits. j . 

In the.‘early accent’ condition of our data his 18 mvanably the case : the . - 

P‚/F0 ratio varies exactly between l/ 3 and V7 in the 15 utterance types that 
exemplify this condition. The average ratio is V4. 

13 
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( in )1V) 
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pV 

———— a t a r n o h y o i d  
( in  ‚w) 

Hg. la. Ps and EMO data, averaged over 5 repetitions of a reiterant speech utterance Wllh /ma/ 

Syllables_ 'Early' pitch accent at line-up point 0. 

' 
'

.
 

e
n

.
—

‘
 

. 

: *. —. 

f \\ ' ;  : | 1 l ' 
.| . l ' 3 

13 

i 
W : .  " M 5 = ! 1 

‘! t ' ’ acc ‘ ;  ‘? % 



..
 

358 Physiology and Acoustics of Speech Production 

In the ‘double accent’ case, only 9 out of 12 utterance types comply with 
the established ratio. Overall the ratio varies between l/4 and l / l  ], with an 
average of 1/7. 

In the ‘late accent’ condition no more than 2 utterance types have a Ps/Fo 
ratio greater than l/7. For the ensemble of this condition the ratio ranges 
between l/6 and l/16‚ with an average of l / l l . 

Clearly, the P,/Fo ratio is significantly different in the three accent condi- 
tions. In the ‘early accent‘ situation Ps declination can in itself explain F., 
declination. In the other two accent conditions the gradual decrease of Ps is 
often too small to account for the full extent of the F„ downdrift. 

3.4. Other factors? 

In the ‘early accent’ condition, illustrated in Figure la, there is typically no 

13 
c n . a q .  

. . . . .  l ubg lo t ta l  
zruaura ) _)“.$ 

in  e l . .q .  : \ 

: ‚\.‘\ 1”— 
ludio _ _.O. \ ß _. .,. 
onvolopo '" V“-._‚'\.‘ W.! «1,2 

o l—.N [ \\ 
“ " °! —1 o 

500 
‚IV 

_ _  er ieothyro id 
( in  ‚W) 

0 l _ 
" “ -= -1 i 

600 
;” 

l t o rnohyo ld  
( in  )1V) 

0 -  | | 

" no " 'i -1 . 

Fig. Ib. F, and EMC '_3ata. aVerased over 5 repetitions of the Dutch utterance ‘.Ie weet dat Jan erover nadenkt ons hiervoor met genoegen te betalen' . ‘l.ate‘ pitch accent at line-up point 0- 
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CT activity during the declination stretch and SH shows nearly equal peaks 

of activity, mainly associated with segmental speech gesturessuch as 1aw 

lowering. In the ‘late accent’ condition F., starts at a relatively high level and 

this is preceded by a fairly large amount of CT activity. In many msiances CT 

relaxes gradually (over a period of up to one second) and its relaxat10n ls then 

sometimes accompanied by an increasing amount of SH contract10n (see 

Figure Ib). Thus, the combined patterns of activity in these two muscles may 

account for some fraetion of the FO lowering, in cooperation With decreasmg 

P,. However, this picture of combined laryngeal and respiratory act1_on does 

not emerge systematically enough to explain FO declination whenever l’s 

alone cannot account for it. Moreover, the same pattern also emerges in 

some of the utterance types in which declination can in princ1ple be expla1ned 

by references to Ps only. , _ _ 

Rougt the same state of affairs holds for the ‘double accent condition. 

4. Discussion and conclusion 

EVidemly. part (12) of our simple model accounts for the situation in wh;\ch 

the last or only rising-falling accent occurs early in the utterance. In ‚sucs ;; 

case there is no interaction of Ps with the (inactive) CT muscle or With 

(Which then shows no pitch related activity). But whenever CT and _(some- 

tim“) SH are involved in pitch control, their act1v1ty is.no_t limited to 

bringn about momentary pitch inflections; it can also ass1st 1nthe conti- 

““°“S gradual pitch lowuing, called declination. This means that, in cert;1r: 

cases, F„ declination is not the mere byproduct of resp1ratory regulatton u 

is partly controlled by laryngeal action. Howeverour data do not show a:1y 

“ansparant trading relationship between P,variat10n and CT or SHfat;äw1 yl 

Therefore, other muscular or mechanical factors that affect vocal 0 ten 

Si°“ and glottal resistance may also be involved. 
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Spectral Consequences of a Time-varying Glottal Impedance 

B. Cranen and L. Boves 
Nijmegen, the Netherlands 

]. Introduction 

Virtually all research in modern acoustic phonetics relies on the linear 
source-system model of acoustic speech production (Pant, 1960; Flanagan, 
1972). The alleged linearity of the source-system cascade permits the separate 
development of accurate models of both the source and the system. The 
assumption that the glottal impedance is very high enables one to treat the 
Vocal tract as an acoustic tube that is closed at the glottal end. Since all 
articulators have an appreciable mass they are constrained to relatrvely slow 
motions, and consequently the vocal tract resonances can be supposed to 
vary so slowly that they may be considered as constant during time mtervals 
Of 10-30 ms. This assumption is at the basis of all present day speech 
technology, notably including all LPC techniques. _ _ 

The ubiquitous experience of the machine-like quality of much synthettc 
sl"6ech, however, has motivated a re-examination of the customar_y source- 
slistern model. However unimpeachable the assumption of an infmrte glottal 
impedance may be during the closed glottis interval of a fundamental penod, 
during the open glottis interval the termination impedance at the gloths may 
well assume values of the same order of magnitude as the input rmpedance of 
the vocal tract. . . . 

Although it is recognized that changes in the glottal termmauon tmpe- 
dance may affect the formants of speech signals, little is known about the way 
in which specific changes in glottal termination affect the formants ofvanous 
Vowels. The present study atttempts to derive techmques w1thwhxch the 
effects of the termination impedance can be determined so that ttbecomes 
Possible to estimate their contribution to the naturalness ofsynthettc speech. 
To this end we combined measurements on real speech with model snmula- 
tions. 

2. The Wakita-Fant model 

Unlike the customary models of speech production, the Waktta-Fant ap- 
Proach (henceforth WF-model) includes a model of the subglottal system. In 
the WF-model it is dimensioned so as to represent the “measurements Of 
Ishizaka, Matsudaira, and Kaneko (1976) on the input tmpedance of the 
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subglottal system, who found resonances at 640 Hz, 1400 Hz, 2150 Hz, and 
2850 Hz, with bandwidths between 200 and 400 Hz. In our implementation 
the supraglottal system consisted of six sections of unequal elliptical cross- 
secuons and unequal lengths. We have studied the model for seven vocal 
tract configurations representative of the vowels /a‚o‚u‚i,i‚e‚a/ Cross- sect10nal areas and lengths of the sections were adapted from the data in Pant 
(1960). Subglottal pressure was varied from 4 cm water up to 10 cm water in 
steps of 2 cm, and glottal area(Ag) was varied between 0 and ‚2 cm2 in steps of .01 cm:. In order to assess the importance of the subglottal system, all caleulatrons have been repeated with a model in which the glottal termina- 
t10n consisted of an R-L circuit modeled after the properties of the air plug in the glottis. 

The results of these model calculations can be summarized as follows: 
Formant frequencies and bandwidths appear to behave as monotonic (though not necessarily linear) functions of subglottal pressure and glottal 
area. The effect of changes in Ag appear to outweigh those of variations in 
subglottal pressure by far. This permits us to restrict our discussion to the 
results obtamed for the ‘typical‘ condition of ä cm water for Psg. For the model with the subglottal system the frequency of Fl increases by 
approx1mately_ 10% as Ag increases from 0 to ‚2 cm2. Although the actual 
rate of change is quite vowel dependent, all vowels show variations which are 
Charly greater than 3%, the JND for formant frequencies according to 
F lanagan (1972). Except for the /a/—vowd, variations in F2 do not exceed the crmcal value of 3%, nor do the higher formants of any vowels. 4o(l;‘or_mant bandwtdths in the complete model increase by approximately 

_% }“ Fl. 150%1n F2 and 50% m F3 as Ag increases from 0to .2cmÄ The variations are strongly vowel dependmt: F2 of / i/ , for instance, increases by 
“° more than 18%, which is clearly less than the JND of 50% (Flanagan‚ 19L2). F2 of /0/ and /9/ on the other hand, increase by more than 230%- f (; srmple conclusrons can be drawn with respect to the results obtained or t e model wrthout a subglottal system, except that the dependence on vowel type is much greater than was the case with the complete model. Interestmgly ‚F 1 of /1/ decreases slightly with increasing Ag in the model with the R-L glottis. The rate of change of formant bandwidth as a function of AS IS lgetween two and three times as great for the Simplified model. imp;läl:flll;ec—model assumes stationary conditions and since the glottal 
w'th anges With a frequency which cannot be considered as very low l respect to the f requencres of the formants, a verification of the results of 1 | . Th. 

. Ch and [ h e  . d y y 

3. Formants measurements on real speech 

Five subjects partici _ pated in an ex eriment in ' ' Word” mgs were made ofth P which srmultaneous r 
e electroglottogram, subglottal pressure, and the acous- 
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tic speech wave (Boves and Cranen, 1982). The electroglottogram is a reliable 
indicator of the moment of glottal opening and closure. Thus the signal 
provides the information needed to obtain the open and closed glottis 
intervals from each glottal cycle. The subglottal pressure signal enables us to 
determine the resonance of the subglottal system. Using a linear (nme 

domain) averaging technique combined with cepstral smoothing Spectra of 

the subglottal pressure waves were computed. The results consistently show 

resonances around 500, 1200, and 1900 Hz. Thus, we appear to find reso- 

nance frequencies of the subglottal system which are consistently lower than 
those reported by Ishizaka et al. More often than not clear spectral dlps are 

present between these resonances. 
Estimation of the parameters of the supraglottal system was attempted 

using a covariance LP analysis. In view of the fact that a (rectangular) 

analysis window -the left boundary of which is positioned at the begmmng of 

the closed (or alternatively open) glottis interval— is not allowed to extend 

into the following open (or closed) interval, window lengths had to be 

constrained to at most some 30 samples. The extremely short-nme Ll’ 

analysis appears to yield stable and credible results for the closed glottis 

intervals. The open glottis intervals, on the other hand, consrstently give very 

unstable results in the sense that variations from period to period are very 

great. Also, more often than not Fl  and F2, or F3 and F4 are no longer 

resolved. 

4. Formant measurements made on the lshizaka-Flanagan model 

The Speech production model as described in Ishizaka and Flanagan (1972) 

(henceforward IF-model) was implemented using the 1130 Contmuous Sys- 

tem Modelling Program (developed for use on IBM 1130 and 1800 compu- 
ters but adapted to run on a DG Eclipse S/200). Seven vowels were generated 

using the same vocal tract configurations as in the expenments With the 

WF-model described above. The parameters of the two-mass model of the 

vocal folds were given ‘typical’ values. Our implementatron of the IF-_modhel 

did not include a subglottal system. Outputs of the model comprrse the 

Speech signal radiated at the lips and the volume flow at the glottis. From the 

latter signal the boundaries of the open and closed glott15mtervals can e 

established unequivocally. 
A covariance LP analysis carried ou . 

the results obtained with real speech. Formant estimates 
intervals are stable and in very good agreement Wlt 
WF-model, whereas estimates derived from the open g 

fail to resolve all formants. 

t on the synthetic speech confirmed 
during closed glottis 
h the results of the 
lottis intervals often 

5. The failures explained 

Mefging of the formants can be accounted for by an increased damping in the 
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open glottis interval. Formant bandwidths may become excessively large and 
may thereby prevent neighbouring peaks from being resolved. 

This increased damping may be due to a decrease in glottal impedance 
during the open glottis interval. This effect is apparent in the (stationary) 
WF-model for e.g. the vowel /a/. 

A time-varying glottal area might, however, contribute to a merging of 
formants in yet another way: the time derivative of a uniformly growing 
conductance acts like an inertance. Ananthapadmanabha and Pant (1982) 
have shown that the source filter interaction during the open glottis interval 
will give rise to both an upward Shift in frequency and a broadening of the 
first formant, in addition to the introduction of a number of spectral zeros. 

Fourier analysis of glottal flow signals obtained by inverse filtering of real 
speech and as an additional output of the IF-model shows that the source 
signals indeed tend to contain clear and sharp spectral dips. As can be seen 
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Figure 1. 1024 point FFT-spectrum of (the time-derivative of) a reconstructed glottal P“lse 
(REAL SPEECH. vowel /a/) and formant/bandwidth estimates of the speech signal in the 
closed, respectively open glottis interval. The pulse of which a 25 ms time segment is shown in the 
mset, has been obtained by inverse filtering of the speech signal. The inverse filter has been 
esttmated in the preceding closed glottis interval by means of an LP-analysis (covariance 
method, rectangular analysis window = 24 (closed)/36 (open) samples, prediction order = 10 
(closed)/l2 )open)). 
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Open glottis interval. The pulse of which a 25 ms nme segment li: . ed by LP-anallIsis of the 
generated by the IF-model. The formant estimates have been '0 m:; sis window = 24 (clo- 

corresponding speech segments (covariance method, rectla2ngu :|:; y 

sed)/36 (open) samples, prediction order = 10 (closed)/ (°P ' 

- of 
from figures 1 and 2 one dip invariantly lies very close:1 to t:;ghlafgtecalll.litl‘gä2h 

the Closed glottis interval as predicted by Ananthap8 ma 

6. Conclusions , 

' ' ' ' - ra- 
From the experiments with the WF-model lt ts clear that wliltlti‘ianvzyecilgztasron 

tions in the termination impedance at the glottrs may weo be perceptually 

f°"mam parameters of such an Order of magmtude as the machine-like 

relevant. Thus, such variations may account for (part of) 

character of much synthetic speech. son real 

Attempts to verify the predictions of the WF-model by rgea;grrflm;sttance of 

sPeech and on the output of the lF-model confirme 
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within-cycle variations, but failed to yield numerical results since formant 
estimations in open glottis intervals appeared to be virtually impos$ible. To a 
large extent this failure can be explained by the presence of clear spectral 
zeros in the voice source. 

The outcomes of our measurements, combined with the theoreticalwork 
of Pant and his coworkers, raise the question whether it is at all possible and 
sensible to use the formant concept in describing the speech signal during the 
open glottis interval. 
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On the Reliability of the Intraoral Measuring of Subglottal 
Pressure 

G.L.J. Nieboer, H.K. Schutte and T. de Graaf 
Groningen. the Netherlands 

!. Introduction 

Measuring subglottal pressure is a useful tool in diagnosing patients with 
voice problems. And of course it is a necessary part of a complete physiologi- 
cal description of speech events. 

But up to now none of the established methods to measure this subglottal 
pressure is simple enough to be applied in every day practice. These establish- 
ed methods are: 
— first, the transcutaneous needle; 
- secondly, the oesophageal balloon; 
- thirdly, the tip-catheter or the small tube-catheter through the glottis. 

None of these methods is easy-to-do, and the help of a medical doctor is 
near ly always needed. So the search for easier methods deserves our atten- 
tion, not in the last place because research in the Groningen ENT Clinic has 
revealed that the subglottal pressure is an important parameter in establish- 
ing vocal dysfunction. 

2. The intraoral method 

An interesting and easy-to-do method proposed by Rothenberg in 1973 and 
Used again by Smitheran and Hixon in 1981 is: to measure the subglottal 
Pressure during phonation indirectly, by estimating it from the intraoral 
Pressure during the occlusion phase of adjacent voiceless plosive consonants. 
This is what makes this method simple: the intraoral pressure can be 
measured in a comparatively uncomplicated way by inserting a small cathe- 
ter into the month through the lips. 

The method is based on two assumptions: the first is that the peak oral 
pressure obtained in this way corresponds to the subglottal pressure during 
phonation. The second assumption, though it is never mentioned as such 
as far as we know, is that the glottis is open during the occlusion phase of 
voiceless plosive consonants. It is known for French and Russian Speakers 
that the glottis is not open during this occlusion phase. For Dutch speakers 
We are not sure at all, because, like in French, there is no aspiratton after 
V0iceless plosive consonants; this may point to a closed glottis before the 
Phonation starts. 
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3. Comparative measurements 

We carried out measurements on two Dutch-speaking subjects in order to 
test the reliability of the method. The most obvious way to do this is to 
compare data from simultaneous measurements of first the intraoral pres- 
sure and secondly the subglottal pressure, assessed by one of the afore-men— 
tioned established methods. In our study we used the oesophageal balloon. 

Figure 1 shows the parameters we recorded in our measurements. 
The oesophageal pressure is measured with an oesophageal balloon, fixed 

to a long thin catheter passing through the nase. The oral/nasal flow is 
measured with a Lilly flowhead, fixed to a rubber mask. The flow curve 
provides information on the moments of lip opening of the plosive conso- 
nant /p/ . A signal related to the lung volume is computed by integration from 
the flow curve. We need to know this lung volume because it is related to the 
oesophageal pressure by lung mechanical factors. The microphone signal is 
used to assess the moments of voice onset and Offset. The intraoral pressure 
was measured with a small catheter through the mask, with a pressure 
transducer fixed directly to the mask. 

The way in which the intraoral and oesophageal pressure are compared iS 
shown in Fig. 2. 

In order to assess the value of the subglottal pressure we must have a 
reference point. This is necessary because the intraoesophageal and intratra- 
cheal pressures are different to a varying degree, depending upon lung 
mechanical factors. We have chosen the reference point to be the moment of 

mask 
/ |  f low head 

m1cro hone 
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LV_ 
re- 

q cor- 
der 

micr. 
\ 

oesophageal 
balloon ! 

pressure| por.  
transducer 

Figure [. Diagram of the experimental set up. The curves are recorded on a Mingograph. 
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Figure 2. The way in which the subglottal pressure is derived from the oesophageal pressure ar;d 

compared to the intraoral pressure. The subject repeats /pha/ at a rate of ca. 4 per secon . 

minimal lung volume (on top of the curve) during quiet breathmg. The real 

intraoesophageal pressure at that moment is about -0.4 kPa. We Will call the 

pressure at this moment the reference pressure. When the lung volume curve 

during the repeated phonations indicates that the lung volume IS the same as 

at the reference moment, we can consider the amount of pressure m the 

oesophageal pressure curve above the reference pressure to be equal to the 

driving pressure of the lungs, that is the mean subglottal pressure. So at this 

moment of the curves this mean subglottal pressure can be directly compared 

to the simultaneously measured intraoral pressure. _ 
Schutte (1980) gives a more complete description of the mtraoesophageal 

measuring of subglottal pressure, and of the registration of flow and volume 

curves. 

4. Results of the measurements 

ln Figures 3 and 4, the reference pressure, Whi°h was always assessedm the 
way we described, is indicated by a solid horizontal line; an arrow pomts to 

the moment of measurin . 
In Figure 3 the subjectgrepeats /Pa/ at 3 rate °f about 4 per second. The 

oesophageal pressure above the reference pressure and the mtraoral pressure 
have both the value of 0.6 kPa. When /Pa/ ““"ances are repeated at a 
slower rate, the two pressures are equally well comparable- _ . 

But as soon as aspiration occurs, differences show up 35 ‘5 5h°“’“ m Hg“? 
4, representing a /pha/ utterance, aspirated. We see that the oesophagea 

Pressure curve shows different values when we compare the moments of 

occlusion and of honation. . 
The speech rateris 2 per second and the pressure difference ns 0.2 kPa. At a 

Speech rate of 4 per second this difference is 0.1 kPa. 
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Figure 3. Lung volume, oral pressure, oesophageal pressure, flow and microphone curves of one 
of our subjects repeating /pa/ at a rate of ca. 4 per second. The arrow points to the moment of 
measuring. 

TIME „°° °° °. ° 
VOLUME 1 |___ ++++. ++- .—+-:—.+ ° ' ' ° ' ' . . . . .  _ _ _ _.+._._.._..._'_; + } . . .  ---- n---Q-- «, J.;-Ÿ. o_n—q—l 

. , “  I - - v v — . - v — - 1 - — - — ° — 4 - + — — +  «-—-—-:-i ' ---- ' -J  # # -  ;__-..__.__-._..:-......--..... ..-.........;._.' . 
_.1‚__‚..._._....:‚._L ...-' ..-.-.-.--.;..-.'_. .; ..i. .1..+..! .. .... - .. . …. , .'_ .. .° __. :|... ,...."._‘ 
p...—|... ‚..., 4 … “ —  .....-.._...9..+.+.'_._ù.-. '_..a , - .  . . . .- . . .  ...-_- . ;- .: 

. T ' L _ ___:‚_‚__ ' - _ ' ' '. 
O R A L  __---  ,..,._3,_,:.._......'..L.-4..--,..,..., ;... +...... -... . -. …..;-'_....;._..5... 

1 4-5...-----a--:—-5—-+-a.-+ ++... ..--„„-..... iii-H +:— 
k 8 . :_ -.-'.. ' ... —-—+-+-. __Î++-+-+++- PRESSURE - — -- —— —- - ++- +++—++.— - :_ ' _ .. ....- ._........ .-g. .. . _ „ '  _ ... . -  “Zn—5...“; ...-‚L 

' ' .; . ' = ' - ' ° 
o ' " ‘ ‘ ' . ' .- . . la". J „" & .. .... 

OESOPHAGEAL 1 .5 „___ . 

FLOW (l/s)’ 

- €... ,. "?: MICROPHONE ++ „hamma—+ _] 
u .  ' n n i “  5 . 4 .  «hun—4— 1 ‚ : ° . i t J r IL i ' l ’ * ‘ "_T" l ' „  ‘...i’“""“. 

Figure 4. Lung volume, oral pressure, oesophageal pressure, flow and microphone curves of one 
of our subjects repeating /pha/ at a rate of ca. 2 per second. The arrow points to the moment of 
measuring. 

5. Conclusions 

Our first conclusion from these experiments is that  the reliability of the 
method described does not depend on the rate of the utterances, when it 
varies between 2 and 4 per second. Of course, this and the following conclu- 
sions are valid for Dutch Speakers. 
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A second conclusion is that when aspiration occurs the curve of the 
oesophageal pressure shows fluctuations, indicating that the moment of 
intraoral measuring provides a deviant estimation of the mean subglottal 
pressure. In this case, as can be seen in  Figure 4, the estimate is too high. The 
differences amounted to  0.2 kPa, which means a measuring error of about 
25%. 

A third conclusion is that the intraoral pressure curve must have a hori- 
zontal part. This can be obtained by using a pressure measuring system with 
a response t ime within 30 ms, as was pointed out  by Rothenberg in  1981. The 
need of such a short response time is illustrated by the fact that we found the 
pressure build—up in the mouth to take place in 40-100 ms for /pa/ and /pha/ 
utterances. 

Our last conclusion is that on the basis of these and other measurements, 
the intraoral method to estimate the mean subglottal pressure is not, or not 
yet, a reliable tool when patients are involved with articulatory or vocal 
dysfunction. When for example a patient aspirates his /p/ consonants, or 
closes his glottis more or less violently during the occlusion phase, we can be 
almost sure that the estimates become unreliable. So we think that this 
method, as far as it has been developed up  to now, is a reliable tool to 
measure subglottal pressure in trained phoneticians; but it needs more 
research in  order to be a reliable method for the untrained voice patient. 
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Lung and Larynx Coordination in a Composite Model of 
Speech Production - 

C. Scully and E. Allwood 
Leeds, United Kingdom 

l. Introduction 

From different combinations of a few rather simple articulatory actions, a variety of quite complex aerodynamic conditions and acoustic outputs can be created. The most basic requirement of all for speech is the creation of voice; this is easily aehieved by new-born babies. What is examined here is the building up of a repertoire of lung and larynx actions appropriate for 
controlled operation of the voice source. Even app3rently simple SpeeCh sounds demand correct coordination. The auditory goal of the simulation 
described here was an [i] vowel quality with ‘modal’ as opposed to ‘breathY' or ‘pressed' (‘laryngealised’) phonation type and with falling pitch. The tasks 
of speech production are by no means clear, but one basic aim is to achieve 8 subglottal pressure suitable for the onset and maintenance of voice. 

2. The model 

A model of speech production processes implemented on a VAX 11/780 computer was used. The stages modelled are shown in Figure 1. Inputs to the 
model define speaker dimensions, initial conditions, larynx type for a func- 
t10nal model of voicing and articulatory transitions. Fight quasi-indepen' dent articulators are used, as controllers of the geometry rather than as anatomical structures. Most articulatory actions are represented by changes in cross-section area of a few constrictions of the vocal tract. Articulations of the lung walls are represented either by air pressure in the lungs Pl, or as in the study described here, by the rate of change of lung volume DVLU. Vocal fold articulations are represented by the slowly changing (do.) comp°“ent °f glottal area Ag and by a variable called Q, for the effective stiffness and mass of the vocal folds. Vertical movements of the vocal folds are not modelled at present. The bases for the modelling have been described (Scully, 1975; Allwood and Scully, 1982). 

Tuning and coordination in the articulatory block determine aerodynafnic condmons throughout the respiratory tract. Articulatory states and aerody' namrc conditions combine to determine the magnitude of turbulence n0ise sources for aspiration and frication. A pulse source, derived from rate of pressure change in the oral cavity, has been introduced recently, but was not 

. . “Baer—‚um '! 
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INPUTS: COMMANDS, INITIAL CONDITIONS. SPEAKER TYPE & OPTIONS 

\l‚ 
ARTICULATORY DYNAMICS 5 ms AERODYNAMICS 5 ms 

>|, l—i, - J, 
RESPONSES OF ACOIBTIC ACOIBTIC SOURCES: 
TUBE. OUTPUT 28 Ps VOICE.ASP.FRIC‚PULSE 

\l/ 
RADIATION: HIGH-PASS 6 dB/OCT 
LOW—PASS FIL'I'ER AND DOWN SAMPLING‚ OUTPUT 811 ‚115 

\l/ 
UAVEFORM TRANSFERRED TO PD? 11/03 

J, 
| D—A CONVERTER, ANTI—ALIASING FILTER J 

.I‚ 
ANALOG WAVEFORM WITH BANDWID'I'H 5Kl-lz OUI'PU'I': 

Figure ], Block diagram of the model. 

used in this study. A parametric description of the voice source is used as 
shown in Figure 2 (Pant, 1980). A minimum A P of 2 cm H‚O was assumed 
for the onset and Offset of voicing. Fundamental frequency FO was derived 
fr0m F0 = (D + 4.A P. A voicing ‘plateau’ region was defined between A(Ei= 
0.04 cm2 and Ag = 0.08 cm2. FO decreased for Ag less than 0.04 cmz. K vaned 
inversely with Ag. TCR was constant at 0. ]. Aspiration and frication sources 
were weakened and modulated when voicing was present. In an altematrve 
form of the voicing model the wave parameters VOIA, K and TCRcan all be 
made to vary as linear functions of three controlling physiological varrables: 
Ag, A P and Q. Using the model interdependence of vowel and consonant 
durations have been demonstrated for voiced and voiceless fricatives havmg 
constant supraglottal articulation and for open and close vowel contexts. 
The effects were similar to those of real speech and the model’s outputs were 
intelligible and speech—like (Allwood and Scully, 1982). 

3. Modelling of aerodynamic processes 

The s3'stem in Figure 3. A set of first order differential equations expresses 
the assumptions made and the physical principles invoked in the model, 
which are as follows: 
l-  The complianee of the lung walls need not be included. It is assumed that 

the speaker takes the nett compliance (recoil) into account when admstmg 
muscle pressures at different lung volumes so as to give a pre-planned rate 
of lung volume decrement. Passive changes in rate of lung volume de- 
crease are not modelled at present. 
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TCR=LQ K IS ASYMMETRY 
TO VO£A FACTOR 

<TC + 
< TO # 

Figure 2. The parametric description for the voice source. 

Figure 3. The aerodynamic system. 

2. The walls of the subglottal airways are taken as rigid, with flow rates i" speech well below limiting flow rate. 3. The supraglottal cavity has an active component of volume Change due to articulatory actions, added to a passive component associated with wall _ compliance (Rothenberg, 1968). 4. All but 4% of the subglottal volume is located in the respiratorY Z°“° °f small airways, with generations higher than 16. Subglottal flow resistance is almost totally confined, on the contrary, to the large tubes of generation less than 10. This striking separation of subglottal volume and fl°w resrstance justifies a model with one lumped lung volume and a separate smgle flow resistance linking it to the glottal orifice. This constrasts with the more complex representation in the model of Rothenberg (1968) 5. S_“bglottal flow resistance is an ‘ohmic’ conductance which increases lmearly with lung volume, up to a maximum value of about 2 L/cm H20' 6. Inertance of air and tissues may be neglected. 7. The air in the respiratory tract is assumed to be an ideal gas and to be compressible. Departures from atm08pheric pressure are small. Isothef' 
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mal conditions are assumed. The flow is taken as one-dimensional. There 
is continuity of mass flow for each of the two cavities. 

8. For each of the two orifices (constrictions) there is conservation of energy 
at the inlet (the Bernoulli effect), but energy is lost in the turbulent mixmg 
region at the outlet. This gives a turbulent, flow-dependent component of 
pressure drop. A laminar ‘ohmic' component of pressure drop is added to 
this. The same empirical constants are used for both _onf1ces._ 
(Space does not permit reference to the relevant respxratory hterature). 

Parameter values are chosen to define cavity wall compliance, subglottal 
properties and initial conditions, Lung volume VI, lung andsupraglottal a1r 
pressures Pl and Pc are integrated at each time step to obtam values for the 
next sample. Merson’s method (NAG library, 1981) was used_here.There 
were problems with numerial instabilities in the aerodynamrc var1ables, 
especially when oral pressure Pc was very low, in vowel—hke segments. (?ther 
methods for the integration, including Gear’s method for dealmg with st1ff‘ 
equations (NAG library, 1981), have recently given nnproved stabrhty and 
much reduced computation time for the aerodynamncs. 

4. The modelling of lung and larynx coordination 

Some articulatory plans yielded inappropriate pitches, voice c_1ualities o; 
vowel lengths. Two of a series of articulatory plans are shown in Figure 

0 120 4100 ms- 
80 

_ _ _ _ _ _ _ _  - -  — “ ‘ * — —  
l r + l | T 03 l ' 
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. ’ A figure 4. Two contrasting coordinations for the lung walls (DV_LU ln'cm ls) and Ihr,-‚la;n imcgl 
in cm1 and Q in Hz). Also shown: a computed aerodynamrc vanable Psg m c „its z(a) „ _  
the envelopes of acoustic sources voice and frication norse ( c )  m """m “ - b _ _  
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together with some of the aerodynamic and acoustic results. Unwanted 
sounds were generated in both cases. (a) was an  attempt a t  ‘braethy’ attack. It  
was transcribed auditorily as [ghi‘Pi] with falling pitch. (b) was an attempt at 
‘hard’ (or ‘glottalised’) attack and was transcribed as [hi?i-] with ‘gulp’ effect, 
sudden onset and falling pitch. Spectrograms for (a) and (b) are shown in 
Figure 5. Two other unsuccessful attempts at the auditory goal are shown as 
(c) and (d) in Figure 5. (c)  gave [ breath drawn in sharp ly]  then [i] falling 
pitch. (d) gave a ‘strong’ [i] sound with no audible noise, but  not a falling 
pitch. In another set of syntheses for target words ‘purse’ and ‘purrs’, 
unwanted vowel-like segments were often generated at  the speech offset. By 
trial and error, combinations of lung and larynx actions could be found 
which avoided unwanted onset and offsets. It  is suggested that auditory feed- 
back must be of overwhelming importance for the acquisition of speech, as in  
our modelling. The onset and offset of speech present speakers with specific 
problems. The options selected by a particular speaker for the achievement 
of rather broadly defined auditory goals will be reflected in the details of 
acoustic structure. Modelling of the kind outlined here may be able to assist 
in defining the probable acoustic variations within one accent, with potential 
applications in automatic recognition of speech. 
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Use of an Optical Position-Sensitive Device for Recording Lip 
and Jaw Movements in Speech 

Y. Sonoda 
Kumamoto. Japan 

]. Introduction 

For the study of the speech production process it is highly important 10 
observe articulatory movements during speech. Most of the studies on 
articulatory behavior have been done by using x-ray techniques. Obvious 
disadvantages of x-ray observations are the exposure of the subject to 
harmful radiation and the time needed to extract data to obtain displays Of 
motion in time. A computer-controlled x-ray technique has been developed 
to provide time-motion signals on articulators (Kiritani, Itoh and Fujimvra, 
1975). However, its use still must be under the constraints that the dose be 
minimized, and any scheme without the use of x-rays is useful both indepen- 
dently and as a supplement to an x-ray method. 

This paper introduces a new optical recording system for speech research 

(Sonoda and Wanishi, 1982) and presents some early data on lip and jaw 
movements as examples. 

2. Measuring Principle 

The recording system consists of an optoelectric position-sensitive device 
(PSD) and light-emitting diodes (LEDs).The PSD provides two electrical 
analog outputs, specifying the individual X and Y positions of input light 
spots from LEDs, which are attached to several selected points of articula' 
tors._The system provides simultaneous recordings of the upper lip, lower lip, 
and law movements, continuously and in real time, with a high accuracy and 
a very fast response. 

The PSD. developed and manufactured by Hamamatsu Corp. ofjapan,is 
composed of a planar-type PN silicon photodiode with very uniform resistive 
layers formed on both the top und bottom surfaces as shown in Fig. ]. Pairs 
°f electrodes (xi'xz und Y.-Y‚) are provided on each surface of the P and N 
layers_. to sense X- und Y-axis signals, respectiveh. When a light spot from an 
LED rs focused via a lens system on the active surface of the PSD, the Ph°‘° 
current, “'hiCh is Proportional to the light intensitv. is induced in the deple- 
tion layer at PNjunction. This current is separated into two groups 0f°“'pm 
current. Which flow through P und N lavers to and from the 0PP°‘“° 
electrodes on the X und Y axis in the figure. l3ach of these currents is divided 

' 
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ElectrodetY‚) 

Fig. I. Schematic construction of the PSD. 

in accordance with the resistances of the correspondmg lay:;ä:j;ffl“giäi 

light spot position and each electrode. Measurmg_each cu;re;5D is converted 

ratio of their difference to their sum, the spot pornt on t e 

' ' tance. _ . . 

mt; är2ii?t Zi ?hse arithmetic operation utilized for a PSD IS eäslll:jilgdeälgäi 

by the use of the analog IC arithmetic modules a; Shaw? "The maximum 

mlibration patterns are slightly deformed aroundt e e so .19 mm and the 

deviation in the useful area (5 X 9 cm) 1_5 ““““t ”; ' ata distance of 

resolution on the position of an LED is esttmated at 0.0 mm 

50 cm from the LEDs. 

3. Data Collection 
. . - t have been 

Preliminary experiments for recording “P and yaw i:nov;r‘:liäliljttors Within 

conducted. Five of the eight LEDs were attached ;D; esfive LEDs were for 

the sagittal plane as shown in Fig. 3: Two 0 äli>werlip (LL). For the 
monitoring the lip movements; tippe!r “P (UL) ““ 

ADDITION SUBTRACTION DIVISION 

. recording system. 

Fig. 2. Block diagram of the arithmetic positional detector unit Of “'" 
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Fig. 3. Typical arrangement of LEDs used to observe articulatory movements. 

observation of jaw movements, two LEDs (J ‚ and J‚) were fixed on the rigid wrre protruding from an artificial teethridge fixed at the canines. The move- ments of the jaw, the edge of the lower incisor J, were determined by these movements. The reference LED, REF, was used for monitoring the head displacement during experiments. 
l-‘1g. 4 shows an explanatory diagram for calculating the coordinates of the points J and C which correspond to the edge of the lower incisor and the pornt of the head of condyle, respectively. On these points hidden from view the following calculations are made at each Sample interval: , 

Jaw : J(XO.YO) 

x0 = x2+(xl 'x2) 
Conde : C(X3 ,Y3) 

11+12 . 11+12 
. Y0 =Y2+(Y1 - Y 2 )  

1 1 

| x3 -x2 +l_ [(x1-x2)10 +(Y1 -y2)14] 
! 

1 
Ya ' V: +? [W] -Y2)10 + (X1 -x2)141‚ where 10=11+12+13 

The parameters of |, and ]‘ were obtained from the x- mdtvidual subjects. 
In order to minimize gross movemen 

ject’s head was fastened onto the headho 
of the head were observed and therefore 
jaw-closed position (rest position) keepi 

ray cephalograms for 

ts during the experiments, the sub- 
lder. However, small displacements 
subjects were instructed to take the 
ng the lips relaxed after every tenth 
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‘— " "  
\ l 
\ | 
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14 ‘ | 

13“ 
1 / ’  | 2 \  ‚ , 

_/11/\'//J.tx ! )  ' \  - Jltxl‚rlt—°-"Q ————— "" 
J2 (x2 ‚y2) 
Fig. 4. Explanatory diagram for calculating the coordinates of the points J and C. 

utterance of the test words. The data obtained under this condition were used 
for correction in terms of the translational and rotational perturbation in the 
head position during the course of an experiment. After the correction of the 
point REF to the origin, variations of the upper lip (UL) and jaw (J) were 
estimated. Standard deviation of the three subjects were very small; the 
individual values were 0.14, 0.52 and 0.43 (mm) at the point of upper lip, and 
0.24, 0.44 and 0.41 (mm) at the jaw, correspondingly. These results show that 
the relative geometric relations among these points remained almost unchan- 
ged regardless of the small movements of the head. The lower lip is biome- 
chanically linked with the jaw, the observed movement of the point LL is the 
sum of the individual lip and jaw components. The net movement of the 
lower lip was obtained by subtracting the movement of the point J from that 
of LL. 

4. Experiments 

All data were recorded once on an analog tape recorder and then stored in 
the computer at a frame rate of 200 Hz. Fig.5 shows typical time patterns (a) 
and two-dimensional trajectories (b) during an utterance of /epepe/ spoken 
by one subject. The curves in the figure are alternatively horizontal (H) and 
vertical (V) displacements of each point on the articulators. The curves 
denoted as L-J and CNDYL are the movement patterns of the lower [ip itself 
and the head of the condyle respectively. The lowering of the upper lip for 
/p/ occurred 'synchronously with the closing (raising) of the lower lip. 
During the closure intervals for /p/‚ these were clipped and sustained 
movements on their position were observed in the figure. 'The jaw, however, 
gradually moved upward (closing) from the first vowel /e/ through the 

‘. 
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! 
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Fig. 5. Time patterns (a) and two—dimensional trajectories (b) of the articulatory movements in 

the utterance of /epepel. 

consonant /p/ and downward (opening) to the next /e/. During the first 
phase of jaw opening for /e/ from the closed (rest) position, the head Of the 
condyle glided forward and somewhat downward. Since the consecut_we 

movements of this point are very small compared with the corresponding}aw 
movements, the rotational movement of the mandible will apparently °°°“' 
around the area on the head of the condyle. 

The recording system presented in this paper may prove to be one Ofth° 
most useful measuring techniques for the study of arti0ulatory movements- 
By using this system, we are now conducting experiments to study the 
articulatory dynamics for several subjects. 
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Physiological Manifestations of 
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Tafkhim in Arabic: the Acoustic and Psychological Parameters 

S.H. Al-Ani and M.S. El-Dalee 
Bloomington‚ U.S.A. 

l. Introduction 

The phonetic phenomenon of ‘tailchim’ (retraction) has been intensively 
investigated. As a categorical feature, tafkhim has been found to color any 
consonant or vowel, depending on the specific phonetic context. 

The domain of distinctive features is considered one of the most important 
elements in the study of both phonetics and phonology. Accordingly, to 
describe a phonetic feature properly, is to delineate phonetic representations 
and] behavior of linguistic sounds. It is apparent that the feature retraction is 
marked in the vowels by a definite raising of Formant one (F,) and the 
lowering of Formant two (F,). As for Formant three (F,), it is used as a 
separate acoustic parameter for distinguishing some phonemes in the lan- 
guage. 

2. Method 

The method for obtaining the acoustic-phonetic results was determined 
through an experiment which was designed and carried out at the Phonetics 
Laboratory at Indiana University. A sequence of 220 utterances were read by 
a native speaker of Arabic from Alexandria, Egypt. The focus of the experi- 
ment was to investigate the unifying acoustic parameters of the Arabic 
consonants and vowels. The structure of each utterance of the data is the 
phonetic patterns /?.VC.V/. Spectrograms were prepared of each utterance 
on a wide-band sound spectrogram machine (Voice Identification, Series 
700). Measurements of the components of each utterance were made. The 
acoustic-phonetic cues of the vowels and consonants were measured and 
identified in the following manner. 

3. Results 

Vowel variable 

The physical correlate of the retraction is manifested in the formants of the 
vowels with varying degrees. The vowel which shows the feature of retraction 
most significantly is /a/‚ and the least significant are the back vowels (See 
Fig. I). 
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Fig. l. Vowel diagram showing retraction, straight lines. 

F ormant variable 

Both Fl and F2 possess a significant clue for the feature of retraction. But F2 
is not a consistent criterion since its significance fluctuates so that in some 
cases it is highly insignificant. (Consider the F-pattern in some phonetic 
classes of consonants in Figure 2). 

Distance between formants 

The Fz-Fl difference is more significant than the F3-F2 difference. This is 
consistent with the weak significance of F3 (See Tables I and II). 
Table l. The mean measurements of vowels 

V. 

Onsct Steady Offset Onset Steady Offset 

F! F: Fl F2 F, F1 F, F; F. F2 F, F; 

a 724 1581 743 1614 705 1655 u 729 1029 736 1062 683 1060 
269 2069 314 2086 314 2055 1 457 1712 495 1667 469 1586 

u 333 698 357 850 338 925 U 348 706 371 867 338 945 

V: 
a 681 1629 721 1602 693 1571 a 598 1081 707 1038 710 962 

302 2017 279 2081 224 2131 l 426 1498 433 1631 360 1874 
u 343 995 317 760 336 652 U 305 960 310 771 350 625 
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Table II. 

FD. (F: - Fx) 

Vl V, 

Mean SD Mean SD Mean SD Mean SD 

a 871 (114) a 326 . (240) a 881 (161) a 331 (224) 
1 1771 (64) | 1171 (171) | 1802 (150) | 1198 (246) 
u 493 (121) U 495 (122) u 443 (99) U 462 (112) 
F = 246.67 F = 24.82 

FD: (F: - F:) 

a 724 (971 ) a 1424 (189) a 871 (781) a 1064 (947) 
i 529 (68) 1 757 (242) | 526 (90) | 650 (524) 
u —283 (1122) U —512 (788) u -62 (1095) U 2 (1292) 

F 

SD = Standard deviation; F = Fisher test. 

With regard to the manifestation of retraction on segments, the vowels used 
in this study fall into two groups. The front vowel /i/ shows significant 
changes in quality as measured by first and second formant frequencies. The 
back vowel /u/ shows insignificant changes between the plain and retracted 
allophones. The compact vowel /a/ is the most significant as it enhances and 
demonstrates clearly the color of the feature of retraction. The acute conso- 
nants are the consonantal category which shows most significantly the color 
of the feature under discussion (compare Table I with Table II). 

The physiological phonetic parameters of retraction have been examined. 
As they became evident through the observation of the production of se— 
quences of utterances, it was noted that the utterances contained the four 
independent emphatic consonants. Their conditioning of the neighboring 
sounds, specifically the vowels, was the focus of investigation. An experi- 
ment was designed and its utterances were recorded on a sound X-ray film at 
the University of Iowa in the Department of Otolaryngology and Maxillofa- 
cial Surgery. Tracings of certain selected frames were made. These tracings 
show the various configurations of the tongue movements associated with 
the emphatic sounds. It was indicated that clear proof exists of the lowering 
of the body of the tongue which is simultaneously correlated with the 
retraction movement of the whole body of the tongue, especially its back (See 
Figs. 2a, 2b, 2c). 



/t/ in [tu] - - - - 
I!/ in /£U/ —— 

/t/ in In] - - _ -  
/1/ in I?! —— 

/ t / in / ta / - - - -  
/3/ in [ta/— 

fig' 2' Tongue movements °°mpflred in normal vs. emphatic aniculation of /t/. 
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4. Conclusion 

The acoustic phonetic results correlate and agree with the physiological 
findings concerning the description of the characteristics of the phenomena 
of retraction. The combined findings of the acoustical and physiological 
investigations gave clear proof of how the phenomena of ‘tafkhim‘ operates 
in Arabic. 
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Coordinated Tongue Muscle Activity During /ap/ Utterances 

P.]. Alfonso, K. Honda and T. Baer 
New Haven and Siam, USA 

]. Introduction 

There are many studies in the phonetic literature that describe the BMG activity of various tongue muscles during the production of vowels. Howe- ver, there are relatively few Studies that have simultaneously recorded mus- cle activity with hooked-wire electrodcs from the complete set of tongu6 muscles. Thus, phoneticians have been forced to rely on different experi- ments, which use different speakers, with different dialects, often producinß different speech utterances, to make assumptions about tongue control during speech. 

2. Method 

The purpose of the present experiment was to study control during vowel production by simultaneously recording BMG potentials from the complete set of muscles responsible for tongue movements. We recorded from the extrinsic tongue muscles: anterior and posterior genioglossus‚ (GGA and GOP), hypoglossus (HG), and styloglossus (SG). To our knowledge, EM_G potentials from the HG muscle have never been recorded with hocked-W"e electrodes before. In addition, we recorded from the accessory rongue mus- °'°5v the geniohyoid (GH) and mylohyoid (MG), and from orbicularis arts super"? (005). We also monitored jaw position using measurement techni- ques Similar to  those described by Sonoda and Wanishi (1982) and we extracted formant frequency trajectories from the aeoustic signal with the 3_ld Of an LPC—based, interactive computer system. The data were obtained whlle 
a sm$l_e Speaker of a New York dialect of American Engli5h Pr0duced ten repetmons of a randomized list containing eleven vowels in a /°PVP/ env1ronment. Ensemble averages of the ten tokens were created for the EMC, aeoustic, and jaw movement channels. 
3. Results and Discussion 

Figure ] shows the aeoustic vowel Space plotted in average F i'Fz values for the eleven vowels produced in this experiment. Formant values were 0bt3_"" ed by averaging across the ten repetitions per utterance type and then P°"Img 
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Fig. !. Average F, - F; values for the eleven vowels produced in this experiment. liach data pOilnt 
represents the F, and F, values obtained by averaging both over time, during the voca ic 
S:gment‚ and over the ensemble of ten repetitions. 

the data points within an average formant trajectory. Theacoust1c data 
suggest that this subject produced the vowels /i/ and /e/ With a high and 
front tongue position, when compared to  the remammg vowels. The vowels 
/l/ and /5/ are lower and more centralized. The back group appears more 
ti ht! clustered. . 

gWifh the aeoustic data in mind, we turn to the results of the BMG analysw. 
FiBure 2 shows the ensemble averages for the EMO, aeoustic, and yaw 
movement channels. The various channels are labelled across the vertrcal 
axis. Vowel type is shown across the top. For convenience, we have grouped 
front and back vowels, and show //\/ separately. The units along the 
abscissa represent 100 ms intervals. The heavy vertical lines represent the 
aeoustic onset of the vowel, which served as the lim-up pomt for each of the 
tokens. The BMG signals were smoothed with a 70 ms wmdow. Audio 
am litude is shown on the top row. _ 

"l?he extrinsic tongue muscles are shown on rows two through five. Flpr;si- 
dering these muscles as a group, note that vowel-related BMG potenua s o; 
GGA, HG and SG are more clearly differentiated in front versus bac 
vowel height in both the front and back group. GOP activity appears tz be 
inconstant, that is, BMG potentials for this muscle vary With vowel heig dttin 
both the front and back group. These muscles are differentially organ1_z; o 
horizontally and vertically position the tongué. Jaw movement contn utes 
Primari to  vertical tongue position. With these comments in mind, we nex 
consider the function of each of the extrinsic and accessory muscles on 
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Fig. 2. Ensemble averages of the audio envelopes. electromyographic signals, and jaw vertical 
position signals for each of the eleven vowels. Electromyographic signals are shown for the 
anterior genioglossus (GGA), posterior genioglossus (GGP), hyoglossus (HG), styloglossus (SG), geniohyoid (GH), mylohyoid (MH), and orbicularis oris superior (OOS) muscles. Tick 
marks arbitrary. EMG data were smoothed using a 70 ms trianglar window and were averaged over ten repetitions. The vertical line through each set of plots indicates voice onset for the vowel, the temporal line-up point for ensemble averaging. 

tongue positioning without taking into account the contribution of the jaw to 
tongue elevation. 

Although the anterior and posterior fibers ofthe genioglossus are part of 
the same muscle anatomically, they can and do function independently in 
different vowel environments. GGA, shown on the second row, is much more active for front vowel than for back vowel production. GGP activity, shown on the third row, is most active during the production of the high vowels /i/, /e/, and /u/ than for the low vowels. Note that during the production of the high front vowel /i/, both GGA and GGP are active. Given the anatomical configuration of GGA fibers, this muscle should pull the tongue dorsum downward and forward. However, in the vowel /i/, the lowering component of GGA is reduced by activity of GGP, resulting in forward and upward movement of the tongue. During the production of the low front vowel /ae/. GGA, but not GGP, is active and during the production of the high back vowel /u/, GGP, but not GGA, is active. Thus, GGA contributes to tongue fronting and lowering, whereas GGP contributes primarily to tongue rais- mg. 

Next we consider the HG and SG muscles, shown on the fourth and fifth rows respectively. Note that these muscles show greater vowel-related activi- ty for back vowels than for front vowels. During front vowel production a peak in HG activity occurs at about the time oflip closure for the initial stop. This pre-vocalic activity possibly serves to lower the tongue during bilabial 
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closure. Peak activation is followed by vowel—related suppression of the HG. 
The magnitude of HG suppression is directly related to the magnitude of 
GGP activity. SG activity is negligible in all front vowel environments. The 
activity of the HG and SG for back vowels is clearly different from that 
observed for front vowels. First, note the absence of the pre-vocalic HG 
activity. The HG is active during the production of all back vowels, maxi- 
mum activity occurring during the production of /a/. The SG is also active 
for all back vowels, the greatest activity occurring for the high back vowels 
/u/, /0/ and /a/. Thus, while HG acting alone pulls downward and back- 
ward on the tongue body , and SG acting alone pulls upward and backward 
on the tongue body, these two muscles in fact act synergistically to vertically 
and horizontally position the tongue during the production of all back 
vowels by varying the timing and magnitude of their contraction. 

Finally we consider the GH and MH muscles, shown on the sixth and 
seventh rows respectively. These muscles exert a mechanical influence on the 
hyoid—larynx complex: However, we still discuss here the contribution of GH 
and MH to tongue positioning. Note first that GH and MH EMG activity is 
greater for front vowels than for back vowels. For front vowels, these 
muscles serve to raise the tongue base by stiffening the oral floor. For back 
vowels, activity of these muscles is suppressed. Thus, GH and MH assist in 
lowering and backing tongue gestures by relaxing and lowering the oral 
floor. The patterns of activity for these two muscles are clearly different. The 
GH muscle has greater effect on horizontal tongue movement than does the 
MH. Notice that the peak in GH occurs at the same time as the peak in GGA 
activity, indicating that GH and GGA assist in tongue fronting. The MH has 
a greater effect on vertical tongue displacement, especially for the posterior 
part of the tongue, than does the GH. Although we recognize that MH 
function is complex, we note that during EMG activity temporally associated 
with the vowel, MH suppression is related to the HG activity. Greater MH 
suppression occurs when HG activity is high, as in the back vowel group. On 
the other hand, overall MH activity is high when HG activity is lower, as in 
the front vowel group. 

In summary, we have presented the preliminary analysis of simultaneously 
recorded tongue EMG data collected from a single speaker of American 
English. The purpose of the study was to investigate the muscular control of 
the'tongue during vowel production. We note that there is EMG activity 
associated with tongue movements prior to  and following the period associa- 
ted with the vowel. This activity shows some systematic variation with vowel 
identity, and thus bears further consideration. Tongue movements are de- 
pendent upon the complex interdependencles among extrinsic and intrinsic 
tongue muscles, the accessory tongue muscles, the hyroid-larynx complex, 
and jaw position. Before we can ultimately understand the complex control 
of the tongue, we must be able to Specify the individual function of these 
various parameters, The study reported here is an attempt to do that by 
examining the relationship of some of these muscles in the same speaker. 
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An Electromyographic Study of Laryngeal Adjustments for the 
Korean Steps in Syllable-Initial and Final Positions 

H. Hirose, H.S. Park and M. Sawashima 
Tokyo, Japan 

[. Introduction 

It is known that in Korean there is a three-member distinction in both 
manner and place of articulation that serves to differentiate nine stop conso- 
nam phonemes. For classification, the three types are generally referred to as 
‘ forced' (Type I), ‘lax’ (Type II) and ‘aspirated' (Type III). All stop types 
may occur in the syllable-initial position to  be realized as voiceless, while in 
the medial position, the lax steps are usually manifested by voiced allo- 
phones. In syllable-final position, the three stop types are phonetically 
realized as voiceless ‘applosives’, being characterized by the absence of oral 
release. _ 

The purpose of the present study is to investigate electromyographtcally 
the laryngeal adjustment for Korean steps both in the syllable-imttal and 
s)’llable-tinal positions in various phonological conditions. 

2. Procedures 

Two native Korean speakers of the Seoul dialect served as the subjects. They 
read meaningful test words which were selected so as to place the stop 
consonants in different phonological environments, where (I) stop conso— 
nants are placed at the syllable-initial position and (2) they are placed at the 
s“üble-final position and followed by an appropriate word startmg With a 
s3’llal:tle-initial stop. Electro-myographic (EMC) recordmgs were made 
using hooked-wire electrodes inserted percutaneously into the thyroaryte— 
“Old (VOC) muscle of the subjects. The recordings were made when the 
SUbjects read the utterance samples ten to twelve times each repeatedly. The 
r€Corded EMO signals were then reproduced and computer-process“ after 
appropriate rectification and integration and average inducatron of the mus- 
CIe activity of VOC was obtained over more than ten selected tokens of each 
test utterance type. 
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3. Results 

I. EMG findings on syllable-initial stops 

For both subjects, it was revealed that VOC activity was suppressed for each 
type of the stop consonants examined, the degree of which was slightest for 
the forced type and most marked for the aspirated type, while it was mode- 
rate for the lax type. VOC activity increased (reactivated) again toward the 
voice onset of the postconsonantal vowel after the suppression. The timing of 
the reactivation was earliest for the forced type followed by the aspirated and 
the lax types in that  order. The peak of the reactivation was higher for the 
forced and the  aspirated than for the  lax type. 

2. EM G findings on syllable-final stops 

I t  was revealed that the pattern of VOC activity for those utterance types 
containing the syllable-final stop followed by the syllable-initial lax or 
forced stop was quite similar to that for the initial forced stop in terms of the 
degree and  t iming of VOC suppression for consonant segments, and of the 
degree and timing of VOC reactivation for postconsonantal vowels. EMG 
patterns were found to be similar even when the place of articulation of 
syllable—final applosives was different from that of the following syllable—ini— 
tial step. I n  contrast, when the  syllable-final stop was followed by the 
aspirated stop, the  pattern resembled that  for the single syllable-initial 
aspirated stop, suggesting the occurrence of assimilation. 

4. Discussion 

The present s tudy reveals that  the three types of Korean stops in the  syllable- 
initial position are characterized by different patterns of VOC activity. For 
the production of the aspirated type, VOC is markedly suppressed and then 
reactivated for the  following vowel. Such activity patterns seem to  corres— 
pond to a marked abduction gesture of the  glottis for the  aspirated type, 
which has been confirmed by fiberoptic observation (Kagaya, 1974). 

EMG patterns for the lax type can also be considered to correspond to  the 
glottal abduction gesture for this type of stop, in which a moderate degree of 
glottal opening is always observed by fiberoptic observation. 

I t  has been observed by fiberoptic study that  the  glottal opening is smallest 
for the  forced type among the three stop types of Korean, and the glottis 
tends to close earlier relative to the  voice onset of the following vowel 
(Kagaya, 1974). Minimum suppression and early reactivation of VOC activi- 
ty found in the  present study for the syllable-initial forced stop seem to  
correspond a t  least to  the temporal feature of the glottal dynamics for the  
forced type. However, the increase in VOC activity before the voice onset of 
the vowel following the forced type, the degree of which is relatively higher 
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than that for the lax type and comparable to that for the aspirated type, 
cannot be explained by a simple dimension ofglot ta l  abduction—adduction. 
Rather, as already suggested by Hirose, Lee and Ushijima (1974), the relati- 
vely steep increase in VOC activity for the forced type must  be taken as a 
characteristic feature of this type of Korean stop. This activity pattern may 
correspond to the  acoustic feature of ‘laryngealization’ described by Abram- 
son and Lisker (1972) and Ladefoged (1973), and can be a physiological 
correlate of the rapid intensity build-up after stop release which was found to 
be characteristic for the forced type by Han and Weitzman (1970). 

Results of the present study also indicate that the patterns of VOC activity 
for the consonant clusters consisting of a syllable-final applosive and a 
syllable—initial forced or lax stop is quite similar to that of the syllable—initial 
forced type, regardless of the type of the syllable- final stop. I t  is claimed that 
when the  syllable- final applosive is followed by a n  initial lax stop, the  initial 
lax stop first changes into the forced type and then assimilates the  preceding 
stop (Sawashima and Park, 1979). I t  is also shown tha t  the pattern of VOC 
activity for the  cluster type consisting of a syllable-final applosive followed 
by a syllable-initial aspirated stop resembles that  of the syllable-initial spira- 
ted type. These EMG results are comparable to  those of fiberoptic observa— 
tions reported by Sawashima, Park, Honda and Hirose (1980), who claimed 
tha t  for consonant clusters with an  intervening word boundary the laryngeal 
feature of the  final stop is assimilated to the following syllable-initial stop, 
regardless of the difference in the place of articulation. . 

I t  is reasonable to consider that the dynamics of glottal configuration 
observed by a fiberscope is under the muscle control of the larynx. The 
present study suggests that  the pattern of VOC activity is an important 
physiological correlate for differentiating the three stop types of Korean as 
well as for phonetic realization of consonant clusters across an  intervening 
word boundary in  Korean with reference to the dynamic control of glottal 
configuration. 

5. Summary 

An EMG study was conducted to investigate the laryngeal control in Korean 
stop production. The results are summarized as follows: . 
1. The pattern of VOC activity appeared to characterize the three different 

types of Korean st0ps. 
2. Specifically, for the production of the  forced stop, VOC showed marked 

increase of activity with relatively earlier t iming before the  onset of the 
following vowel. _ _ - 

3. When the final stop was followed by the  syllable- initial lax or  forced stop, 
the  EMG pattern of VOC for the cluster resembled that for the  initial 
forced stop. I n  contrast, when it was followed by the  aspirated stop, the  
pattern resembled that for the single syllable-initial aspirated stop. 
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Glottal Timing in German Voiceless Occlusives 

P. Hoole, B. Pompino—Marschall and M. Dames 
Munich, FRG 

]. Introduction 

The coordination of laryngeal and lingual gestures in voiceless sounds has 
pmved a fruitful area in which to study the motor organisation of speech (e. g. 
Löfqvist, 1980). However, little information is yet available on German. 
Preliminary investigations with one speaker, using isolated nonsense words 
of the type ’CV, sugg65ted that both place of articulation of the consonant and 
height of the following vowel have an influence on the length of the interval 
from the moment of peak glottal opening (PGO) to release of the oral 
occlusion (/p/ > /t/, /i/ > /e/ > /a/). 

The purpose of the present study was threefold; (I) to reproduce the place 
of articulation and vowel height results using material more typical of 
German word structure; (2) to determine to what extent differences in stress 
result in articulatory reorganisation, (3) to Compare fricatives and steps. 

2. Method 

Glottal activity was registered by means of the photo—electric glottograph 
(F—J Electronics). 

Oral air-pressure was recorded with a Hansen Manometer via a catheter 
inserted through the nose into the pharynx. The air-pressure trace was 
Principally used as a means of identifying the moment of oral closure. These 
two Signals together with the audio signal were digitalized and stored on 
magnetic tape. After recording, a segmentation program was used to mea— 
sure the durational parameters of interest; the most important being Impla— 
Sion to Glottal Abduction (GA), PGO to Release, the oral occlusron, and 
aSpiration. 

3. Material and Subjects 

Six Pseudo—German words with stress on the first syllable (/pi:pa/ , /ti:t‘9/‚ 
/ Peipa/ , /te:ta/, /pa:pa/, /ta:te/) were embedded in the sentence frame Ist 
der fette/feste—da?’. Each word was produced ten times in randomrz_edorder‚ 
i-°- five times each after ‘fette’ and ‘feste’, the latter two words provrdmg the 
material for the plosive/fricative comparison. Three male natwe-speakers 
from different parts of Germany acted as subjects. 
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4. Results 

The pre-stress plosives 

To set the scene the average values for occlusion and aspiration for the three 
subjects are given in Table 1. The values conformed to expectations. The 
subjects had very similar occlusions but differed somewhat in aspiration. 
Fig. 1 shows the results for PGO to Release. For all subjects this interval is 
longer for /p/ than for /t/ , quite clearly for HGT and KD, slightly less so for 
BPM who has rather large standard deviations. However, the effect of the 
following vowel shows no clear pattern. In view of the results for the 
consonants we tested for a correlation between PGO to Release and Occlu- 
sion. HGT and KD had highly significant correlations but BPM did not. The 
values for Implosion to GA were fairly constant over the different vowels 
and consonants: 

BPM: 20 ms, sd = 4 ms; HGT: 35 ms, sd = 10 ms; KD: 58 ms, sd = 13 ms- 
Most striking here is the very high value for KD. ' 

The Post-Stress Plosives 

The results for these plosives showed the widest range of strategies among the 

Table I. Pre-stress plosives. Length of occlusion and aspiration in ms 

/pi/ /11/ /pe/ /te/ /pa/ /ta/ 
mean sd mean sd mean sd mean sd mean sd mean sd 

BPM Occ 139 12 126 9 133 6 129 12 138 19 120 5 
Asp 62 10 74 7 44 5 60 13 45 8 53 12 

nor Occ 137 14 129 21 134 17 114 12 122 14 98 9 Asp 38 8 55 13 26 8 41 6 29 15 30 5 KD Occ 144 20 115 15 144 17 112 13 127 14 104 10 
Asp 22 10 46 10 18 4 34 5 16 2 25 3 

40 60 

! = 40 30 
" ‚:= 
3 — - g ______ ] 
3 0 ' ' _| 0 ' ‘ — ‚. 

3 
2 . 

- '0 ‘ " ‘ ‘ o . 1 c ' 
— -20 -; um um KD 

Fig. I. Mean and sd for PGO to Release for the pre—stress steps; /p/ with unbroken line and with 

'°“3 “°"Z°"'al "“S delimiting the sd; /1/ with dashed line and with short bars. — 
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. subjects. All subjects had significantly shorter occlusions for the post- stress 
plosives and BPM and HGT also had much less aspiration but KD surprisin- 
gly did not. 

The glottal parameters: for HGT no reliable measurments could be made 
as only slight glottal activity was observable. However‚ the air-pressure trace 
retained the typical form for voiceless plosives (quadrilateral) so we would 
guess that the subject actively slackened his vocal folds but adjusted the 
cartiliginous part of the glottis only very slightly. PGO to Release in the other 
two subjects showed the same consonantal dependencies as in the pre-stress 
case displayed in figure 1 but had overall lower values (a negative value 
means PGO comes after the release): 

BPM /p/ mean = 13 ms, sd = 9 ms; /t/ mean = 0 ms, sd = 10 ms 
KD /p/ mean = 12 ms, sd = 7 ms; /t/ mean = -8 ms, sd = 7 ms 
This can probably be regarded as a fairly simple Spin-Off from the shorter 

occlusions. These results suggest that PGO amplitude must also have been 
less and a Wilcoxon test tended to corifirm this. Implosion to GA revealed a 
striking example of articulatory reorganisation for KD. While BPM’S values 
were much the same as in the pre-stress case (mean = 26 ms, sd = 10 ms) KD’s 
values differed drastieally: mean = 17 ms, sd = 8 ms. 

This reorganisation was refected in the air-pressure curve; in the pre-stress 
case where tongue and glottal gestures are widely separated the air- pressure 
first rises quite steeply, followed by a shallower rise from the moment when 
the glottis begins to open up to the absolute pressure maximum. In the 
post-stress case where the gestures almost coincide there is a single, very steep 
use. 

Tette’ vs. ‘feste’ 

Other investigators (e.g. Yoshioka, Löfqvist and Hirose, 1980) have relian 

found that fricatives are distinguished from plosives by a glottal opening 
gesture that is more vigorous and starts earlier with respect to oral closure. 
The present study confirmed this. Our specific interest here was to try and 
develop a simple motor plan for the vowel + consonant dyad (/et/ vs. lest/) 
by taking into account the above observation and the length of thevowel 

Preceding the consonant (Fig. 2). The results for BPM and KD are g1venm 
Table 11. BPM shows a very neat coincidence of the instants of GA for 
fricative and plosive when measured from the preceding vowel onset. KD has 
a similar overall trend but the coincidence is far from perfect. ThlS can be 
attributed in part to his reorganisation of GA for post-stress plosrves. HGT 
Showed similar results for vowel length but once again the glottal 51gnal for 
the pOSt-stress plosive was too weak to be evaluated. This subject and KD 
also spoke an additional set of 12 sentences at a more deliberate pace (thus 
including 6 examples wach of ‘feste’ and ‘fette’). The results, in Table IH, for 
this very small sample showed some support for the hypothes1s. 
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Fig. 2. Glottis signal and audio signal for /est/ (top) and /et/ (bottom), lined up at  vowel onset 
to show the coincidence in GA. 

Table ll. ‘feste‘ vs. ‘fette’. Complete material 

Vowel duration lmplosion to GA Vowel onset to GA 

mean sd mean sd mean Sd 

BPM /est/ 88 ms 5 ms 2 ms 3 ms 90 ms 6 ms 
/et/ 69 ms 6 ms 19 ms 3 ms 88 ms 5 ms 

KD /est/ 83 ms 4 ms 13 ms 4 ms 95 ms 5 ms 
BPM /et/ 69 ms 5 ms 17 ms 4 ms 85 ms 6 ms 

Table III. ‘feste‘ vs. ‘fette‘. Additional material 

Vowel duration lmplosion to GA Vowel onset to GA 

mean sd mean sd mean Sd 

BPM /est/ 196 ms 26 ms 6 ms 10 ms 202 ms 31 ms 
/et/ 163 ms 26 ms 51 ms 13 ms 215 ms 28 ms 

KD /est/ 106 ms 5 ms 14 ms 6 ms 121 ms 8 ms 
/et/ 93 ms 12 ms 25 ms 7 ms 122 ms 9 ms 

5. Discussion 

Both the pre- and post-stressed plosives showed differences in the timing 0{ 
PGO relat1ve to release depending on place of articulation. This is a finding 
that theories of aspiration for German (eg. Haag, 1979) must take into 
account. The difference in timing can be regarded as a largely passive effect 
of the difference in occlusion. A rather stereotyped glottal gesture is superim- 
posed on a variety of oral articulations. A more active retiming would have 
had to be assumed if the following vowel had had an effect but no convincing 
ev1dence for this was found. 

..... -.. „ „  „„ 
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In a sense, the fricative/plosive comparison leads to the same conclusion. 
Within certain limits the articulatory mechanism seems to prefer to reorga- 
nize oral gestures rather than glottal ones. Though not perfect the wind- 
dence in the timing of GA is worth investigating further and could lead to a 
simpler interpretation of the finding made for Japanese (Yoshioka, Lofqvist 
and Hirose, 1980) that the moment of maximum speed of glottal opening in 
fricatives and plosives coincide. 

Of course, there is still a large fly in the ointment, namely KD’s ‘unnecessa- 
ry' retiming of GA for post-stress plosives. This is a stable characteristic of 

his accent and manifests itself acoustically in an extremely abrupt decay in 
vowel amplitude before post—stress plosives. 
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Assimilation of Voice in Dutch 

LH. Slis 
Nĳmegen, the Netherlands 

]. Introduction 

In the Dutch literature on the assimilation of voice - which stems for the 
larger part from before 1960 and is therefore mainly based on non-instru- 
mental investigations - a number of controversies can be observed. Yet, the 
following generalisations which are relevant for assimilation of voice can be 
made, be it with some reservation: 
a. As a rule, syllable-final obstruents are voiceless in Dutch. Therefore, 

assimilation of voice can only occur if a voiceless syllable-final obstruent 
is followed by a voiced syllable-initial consonant. 

b. If the second consonant of a two-consonant cluster (= C2) is a voiced 
fricative, progressive assimilation can nearly always be observed. 

c. If C2 is a voiced plosive, regressive assimilation can be observed in the 
majority of cases. 

Relatively speaking, the third rule is the most controversial one: also, prº- gresswe assimilation is reported frequently in clusters with a voiced plosive 
as C2. A number of causes are suggested for this devoicing, such as the emotional state and sex of the speaker, stress position, informational load of 
the following word and the phonological composition of the cluster. Our major objective in the present study is to survey various influences on 
assimilation of voice. To this end, we make a distinction between: a. nos-linguistic influences such as organic conditions of the vocal cordS, an 
b. linguistic influences, such as the phonological or stress context. 

1.1. Non-linguistic influences 

At least some of these factors concern the way in which the vocal cords vibrate. In this paper we will pay attention to the influence of vocal pitch, voice quality and sex of the speaker. 
Voice activity depends on conditions within the larynx. If, for example the vocal cords are too far apart or too tense no voicing will occur. During the production of a consonant cluster the airflow through the oral passage can be obstructed to such an extent that the boundary conditions for vocal fold 
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Vibrations are approached. We presume that in a number of cases raising the 
pitch by increasing the tension of the vocal cords leads to a situation in which 
these boundary conditions are surpassed, and consequently to an increase in 
the number of interruptions of voicing. If these interruptions start within 50 
ms after the preceding vowel and continue until the moment of oral disclo- 
sure (see operational definition below), progressive assimilation takes place. 
Another factor that can be expected to influence boundary conditions of 
vocal cord vibration is the organic state of the vocal apparatus. It is very 
likely that in speakers with a poor voice the organic state is less favorable for 
vocal cord vibration than in speakers with a good voice. 

In addition we expect differences in assimilation between the speech 
production of men and women, since male and female larynges are known to 
be of different size. 

Another factor which might influence the degree of assimilation is speech 
rate. Successive speech gestures will overlap to a greater extent with increas- 
ing speech rate, resulting in a higher proportion of assimilated clusters. 

1.2. Linguistic influences 

Less obvious is the relation between voicing and assimilation on the one 
hand and linguistic variables on the other. In this paper we will study the 
influences of place and manner of articulation, linguistic stress and the 
phonological length of the preceding vowel. 

From a comparison of the voice onset times of dental and labial plosives it 
appears that there is a relationship between place of articulation and voicing. 
In almost all languages studied voice onsets in dentals are delayed compared 
with those in labials (Lisker and Abramson, 1964). 

As far as manner of articulation is concerned, differences with respect to 
voicing are to be expected between clusters containing a fricative and a stop 
and clusters containing only stops. By means of transillumination of the 
glottis we observed a larger glottal aperture during the production of frica- 
tives than during that of stops (Slis, 1970). This may have consequences for 
the assimilation of voice, because the larger glottal opening may lead to a 
higher proportion of interruptions of voice activity. 

Since stress seems to be effected by a greater articulatory effort (Slis, 1971), 
we expect that the voice character of a consonant belonging to a stressed 
syllable dominates one belonging to an unstressed one. This implies that in 
pre-stress condition, in which the voiced C2 belongs to the stressed syllable, 
regressive assimilation is most probable. On the other hand we expect 
progressive assimilation to occur when the voiceless Cl  belongs to the 
stressed syllable. 

Furthermore, voiceless consonants tend t o  be longer and are pronounced 
with more effort after short than after long vowels. Consequently, we expect 
a greater prominence of the voiceless element in clusters after short than after 
long vowels which will lead to more progressive assimilation after short 
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vowels. In view ofthe above relations we tentatively suggest that assimilation 
of voice is not a mentally programmed process, but rather the result of 
unintentional articulation. 

2. Method 

2.1. Independent variables 

We investigated the following variables which are directly related to voice 
activity or coarticulation: 
l. Pitch: normal intonation vs. low, medium and high monotonous speech. 
2. Voice quality of the speakers: good vs. poor quality. 
3. Sex of the speakers: male vs. female speech. 
4. Speech rate: slow, normal and fast speech. 

In addition, we studied some other variables whose relationship with voice 
activity is less obvious, but which may contribute as argued above: 
5. Phonological composition of the clusters with respect to: 

a. manner of articulation: stop—stop vs. fricative-stop. 
b. place of articulation: /p,t,k,f,s,x/ followed by /b/ or /d/ . 

6. Stress conditions: before or after stressed syllable or without stress on the 
adjacent syllables. 

7. Phonological ength of the preceding vowel: /a:,o:,o:,e:/ vs. /o,o,(e,I/. 

2.2. Speech material 

The production of words can be regarded as the performance of sets of 
coherent motor commands. In this light, assimilation within words may be 
regarded as engrained motor patterns. This is not the kind of assimilation we 
want to study in this paper. We will restrict ourselves to assimilation across 
word boundaries, where a ‘new program’ is needed since each combination is 
unique. Clusters in which C2 is a fricative are also excluded from this report. 
Since nearly 100% of these clusters show progressive assimilation (Slis, 1981) 
we do not expect that the few deviations from the rule will significantly 
contribute to our experiment. 

For these reasons we only performed experiments on fricative-stop and 
stop-stop clusters across word boundaries, the second (stop) consonant 
being voiced. Seven different series of measurements were carried out on 
clusters in sentences that were read aloud. In each of the series between 20 
and 40 sentences were recorded of between 20 and 45 subjects. In this way we 
obtained a total of 4661 two-consonant cluster-tokens. 

2.3. Measurements 

From preliminary observations we knew that assimilation, either regressive 
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or progressive, need not always be complete: a large number of intermediate 
cases occurred. We therefore needed a strict definition of regressive and 
progressive assimilation. This definition should be based on the general 
definition which states that we speak of assimilation if one sound segment 
exerts influence upon the articulation of another, so that the two sounds 
become more alike or even identical (Crystal, 1980235). 

From U.V.-oscillograms (paper speed 50 or 100 mm/s) of the speech signal 
we derived the moments of closing and opening of the vocal tract from the 
moments of sudden changes in the amplitude. From electrolaryngograms we 
deduced the moments of opening and closing of the glottis; in nearly all cases 
these moments occurred at the end and the beginning of observable voice 
activity. In few cases the amplitude of the larynx signal was not completely 
reduced to  zero. We assumed that the low—amplitude part of the electrolaryn- 
gogram depicted edge vibrations of the vocal cords with an open glottis. In 
these cases we made a ‘best guess’ based on the slope of the amplitude 
envelope. 

From previous measurements on intervocalic voiceless plosives (Slis, 
1970) we learned that voicing may continue about 20 ms after the moment of 
closing the oral tract. We called this continuation of voice a ‘voice tail’. The 
moment of voice onset (VOT = voice onset time) occurred at or after the 
moment of opening of the vocal tract. We defined a syllable- final obstruent 
as voiceless when the voice tail was shorter than 50 ms, and an initial 

consonant as voiceless when the VOT took place at or after the moment of 
opening the vocal tract. Although these moments could not be determined 
with a high degree of precision (glottal period duration 5 to 10 ms) only a few 
cases proved to be ambiguous. 

To sum up we arrived at the following definitions of assimilation catego- 
ries: 
I.  No assimilation: The voice tail is less than 50 ms and VOT is negative. 
2. Regressive assimilation: Voicing continues during the closed interval or 

the voice tail is longer than 50 ms. (interruption of voicing after so long a 
voice tail is attributed to aerodynamic causes and not to glottal opening). 

3. Progressive assimilation: The voice tail is less than 50 ms and the VOT is 
zero or positive. 

3. Results 

3. I. Pitch 

In line with the expectation mentioned above the results showed an increase 
of progressive assimilation with increasing pitch from 20% to 32% (x2 = 24, 

df = 4, p < .001). Additionally, more progressive assimilation was found in 
low—pitched monotonous speech (20%) than in normally intonated speech 
(10%). We assume that this is brought about by a higher tension of the 

laryngeal musculature in monotonous speech in order to keep the larynx in a 
fixed position. 
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3.2. Good vs. poor voices 

The results of our experiments, based on 1103 clusters, showed about twice 
as much progressive assimilation in poor (27%) as in good voices (13%, xº = 
44, df = 2, p < .OOl). This result confirms our expectation on this point. 

3.3. Male vs. female voices 

The differences in assimilation between the speech of men and women were 
studied in four experiments. In total 708 clusters of female speakers were 
obtained. These were compared with the pooled results of the male speakers 
in all experiments. In three of the four experiments, the results showed that 
women have significantly more progressive assimilation (45%) than men 
(25%) in all the conditions examined (x2 = 140, df = 2, p < .001). 

3.4. Speech rate 

In one experiment (973 clusters) we measured the influence of speech rate in 
clusters in a pre-stress position comparing slow, normal and fast speech. 
With all cluster types studied we found a significant increase in degree of 
assimilation going from slow, via normal, to fast speech (xº = 122, df= 4. p < 
.001). This increase was from 51% to 92% when C2 was a stop and from 77% 
to 100% when C2 was a fricative. Normal speech took an intermediate 
position. No remarkable change in direction of assimilation could be observ- 
ed. 

3.5.a. Phonological composition with respect to manner of articulation 

A comparison of stop-stop with fricative-stop clusters for the summed data 
of all experiments shows highly significant differences in assimilation ()(2 = 
162, df = 2, p < .001) in all the conditions investigated, i.e. before, after and 
without stress, in the speech of both men and women. More assimilation was 
found in stop-stop clusters (83%) than in fricative-stop clusters (77%). In 
fricative-stop clusters we observed more progressive assimilation (40%) than 
in stop-stop clusters (30%). 

3.5.b. Phonological composition with respect to place of articulation 

Clusters in which C2 was a /d/ showed more progressive assimilation (38%) than those with a ./b/ (32%) in all the conditions investigated (in which manner of articulation of C l , the stress condition and the sex ofthe speakers, were variables). Five out of eleven differences were si nificant º = 60 df = 2, p < .05). g (x ' 
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3.6. Stress condition 

In all the conditions investigated (4236 clusters) we observed highly signifi- 
cant differences in assimilation (x2 = 276, df = 2, p < .001): before stress we 
found twice as much regressive assimilation (54%, vs 24% progressive assi- 
milation). Conversely, we found that after stress the frequency of progressive 
assimilation (50%) was twice that o f  regressive assimilation (19%). This 
confirms our expectation. 

3.7. Phonological length of the preceding vowel 

In one of the experiments we investigated the influence of the length o f the 
preceding vowel on the assimilation of a cluster. Although we did not find 
significant differences, there was a tendency towards a higher frequency of 
assimilation after long stressed (65%) than after short stressed vowels (56%, 
xº = 5.5, df= 2, p <.10). This was mainly attributable to the higher frequency 
of regressive assimilation (26% after long and 13% after short vowels). This 
result is in line with our prediction mentioned above. 

4. Discussion and conclusion 

All the expectations put forward in the introduction are confirmed by the 
data. These expectations were based on the assumption that assimilation of 
voice is a result of unintentional coarticulation rather than a mentally 
programmed process. Alternative explanations for our results are possible. 
However, they are heterogeneous; for one aspect there is one alternative, for 
another we have to present another alternative. For instance, with respect to 
the influence of pitch, the only plausible explanation is the organic state of 
the vocal cords as put forward in the introduction. Differences in assimila- 
tion in the speech of men and women, however, may also be a sociolinguistic 
phenomenon. similar to other sex differences in language (e.g. Smith, 1979). 
Differences due to linguistic influences may also be the result ofthe intention- 
al application of different rules depending on the composition ofthe cluster, 
or its phonological context. 

Although no convincing proof can be given that all the effects which we 
observed are consequences of coarticulation, we feel attracted to an esplana- 
tion that covers all oppositions studied; coarticulation seems to be the only 
possibility. 

References 

Crystal, D. (I980). A first dictionary of linguistics and phenetics. London: André Deutsch. 
Lisker, L. and Abramson. A.S. (I964). A cross-language study of voicing in initial stops: Acous- 

tical measurements. Word, 20. 384-422. 
Slis. l.H. (1970). Articulatory measurements on voiced, voiceless and nasal consonants: A test of 

a model. Phonetica. 21, 193-210. 



-»
 

" 
um

 u
—-—

— 
—— 

- 
..

. 
. 

‚..
.-

..
..

. 

410 Physiological Manifestations of Speech Sounds 

Slis, LH. (1971). Articulatory effort and its durational and electromyographic correlates. Phone- 
tica. 23, l7l-188. 

Slis, [H. (1981). The effect of speaking rate on assimilation of voice. Proceedings of the Institute 
ofPhanetics Nijmegen, 5, 160-176. 

Smith, RM. (1979). Sex markers in speech. In: K.R. Scherer and E. Giles (eds.) Social marken in 
speech. Cambridge: Cambridge University Press, 109-146. 

é'" . 1 ‚/ 

“? "’ » i ;i l 

:’ ' J f 



English Diphthongs, [ai, ci, ou] 

I. Solomon and SJ. Sara 
Washington, D.C. USA 

A diphthong, by definition, implics a sequence of two different vocalic 
segments. Vocalic segments are characterized by the vocal tract configura- 
tions that are effected by the movements and positions of the tongue and lips. 
It is part of linguistic tradition to describe each vocalic segment in terms of 
the tongue raising or lowering, tongue advancement or retraction and lip 
positions. 

The purpose of this presentation is not to discuss all the vowels, but rather 
to narrow the discussion to the three diphthongal sequences in American 
English: [ai, oi, au], as they occur in words like ‘buy, boy, bough’respectrvely. 
Even within this narrow scope, the focus will be on the second element of 
these diphthongal sequences, i.e. [i,u]. 

There is no uniformity among phoneticians on how these sequences are 
perceived, and consequently these perceptions are reflected in the variety of 
phonetic transcriptions utilized, e.g. (ai, at, ay; oi, or, oy; an, am, ay] by 
Jakobson et al (1952), IFA (1949), and Chomsky and Halle (1968), respect- 
i""v‘)'- In adaption from Smalley (1964), the diphthongal sequences are 
traced on the vocalic chart below in Figure 1. _ 

Since the variations in the phonetic transcriptions are due to peroeptrons 
of different tongue positions, palatography provides data that determme the 
Positions of the tongue in the production of diphthongs and vowels. The 
present experiments used artificial palates to record tongue contacts With the 
palate, as described in Sara (1979). It included seven female and _five male 
native speakers of American English to measure tongue height as rndtcatcd 
by channel width (measurement a), and tongue advancement as md1cated by 
(measurement b) in Figure 2. 

front central back 

high (Y) i “(W) '{ “ \ \  _ 7‘ 
l.\ ‘!\ /w 

\ * \ /  mid e \ / ‘ *o  
\ I 

/ \ \ 9 ,  

\ /  low @ a :> 

Figure !. Diphthongal movement. Figure 2. Channel width & Tongue advancement. 
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In the production of diphthongs and vowels, the higher the tongue the 
shorter measurement (a), and the more advanced the tongue, the shorter 
measurement (b) should be. The measurements from the thirteen subjects for 
the three diphthongs and the vowels[l, 1, e, s, u, 0), 0] as produced in the words: 
‘peep, pip, babe, pep, hoop, hoof, pope’ respectively, are tabulated in 
Table 1 below. All measurements are to the nearest milimeter. 

In correlating the measurements obtained for individual high and mid 
vowels with those for diphthongs as displayed in Table I. One can see how 
channel width (measurement a), and tongue advancement (measurement b) 
vary for each individual vowel in comparison with those for diphthongs. 
Table II tabulates the individual comparisons in terms of diphthongal mea- 
surements being ‘wider’ than, ‘equal’ to, or ‘narrower’ than those of indivi- 
dual vowels. 

It is evident from the statistical comparisons in Table II that the tongue is 
lower and its advancement/retraction is less for diphthongs than for the high 
vowels. Based on the data of Table 2 , it is accurate to say that the tongue 
motions in the production of the diphthongs [ai‚ ci, ou] reaches the mid vowel 

Table I. a. Channel width; b. Tongue advancement 

i 1 e &: ai 01 u 01 0 au 

1 a 18 31 24 31 30 31 30 30 — 26 
b 19 25 14 23 24 26 24 21 — 22 

2 a 15 33 27 29 15 22 33 32 35 37 
b 22 24 26 30 24 22 48 51 54 53 

3 a 10 23 18 20 20 20 19 23 19 19 
b 9 20 15 22 16 23 43 48 49 41 

4 a 19 26 19 25 22 19 — — — - 
b 35 47 38 39 43 42 _ — -— - 

5 a 20 25 21 23 25 30 22 — — 33 
13 14 19 15 25 17 27 40 46 — 23 

6 a 10 25 18 24 24 31 17 25 24 34 
b 12 24 15 14 18 49 24 48 48 50 

7 a 21 29 28 28 31 27 29 32 28 - 
b 20 19 26 33 25 28 39 39 41 —- 

8 a 13 26 25 27 29 28 25 — — - 
b 16 24 21 25 47 48 50 — — —- 

9 a 12 19 19 24 22 22 24 25 29 29 
b 10 16 19 16 25 25 30 33 46 43 

10 a 18 24 23 30 20 24 44 44 — 43 
b 10 11 14 16 10 23 31 34 — 31 

11 a 20 31 27 36 29 31 32 33 39 37 
b 17 19 19 31 22 32 41 38 41 37 

12 a 20 27 25 33 32 30 31 32 32 35 
b 10 13 19 26 26 25 31 27 27 25 

13 a 21 28 22 29 36 25 28 -— — 32 
b 14 21 22 23 27 28 27 — — 25 

./."’„ 
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Table 11. Tabulated comparisons 

T t \ 
Diph Measure Degree Vowels 0 a 

i 1 e s 

' 
10 04 31 

a' a w1der 12 05 

[ '] equal 01 01 00 02 04 
narrower 00 07 03 07 

- 06 34 
. wider 12 06 10 

[all b equal 01 01 00 01 (111; 

narrower 00 06 03 06 

03 30 
. wider _ 12 05 10 

[ml 8 equal 01 03 01 0% ?; 

narrower 00 02 01 0 

' ' 1 l 12 10 45 
01 b w1der 12 l 

[ ] equal 01 00 0? 32 116 

narrower 00 02 0 

u (|) 0 

15 
[au] a wider 07 05 g:; 03 

equal 01 00 01 03 06 

narrower 00 02 

08 
[au] b wider 03 04 g:) 01 

equal 01 00 05 16 

narrower 06 05 

' ' ' ' h n al 
position twice as often as it reaches the h1gh vowel posrt1gn. 'I'11e1 ?;:::rizngle 

m0110n8, then, are more appropriate represented by t e tsodlb the br0ken 

than by the traditional phonetic transcr1pt1ons as represen e y . 

lines of Figure 3. 

front central back 

high (y) 1,5 fu (W) 
(‚\\ \ \ i ' — \ \  [(A) 

/ \  
m1d e<—\————r—\ “o 

\ / ° 
6 \ / 

\ ,  
low a 

Figure 3. Diphthongal motions: --- predicted; —-— °b‘a‘“°d° 
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Differentiating Between Speaking and Singing Vocal Registers 

H. Hollien 
Gainesville, USA 

]. Definitions 

It is now reasonably well established that attributes appropriately identified 
as vocal registers exist in the human voice. Generalized (if not operational) 
definitions can be seen in the literature; one of the earliest being that of 
Garcia (1840) who indicated that a voice register is ‘a series of succeeding 
sounds of equal quality, a scale from low to high produced by the application 
Of the same mechanical principle, the nature of which differs basically from 
another series of succeeding sounds of equal quality produced by another 
mechanical principle.’ In the years to follow, many vocal pedagogists, laryn- 
gdogists and phoneticians offered like definitions; virtually all described 
voice registers in much the same terms as did Garcia (see for example 
APpelman, 1967; Fields, 1970; Hollien, 1974; Large, 1972; Preissler, 1939, 
Ruth, 1963; Vennard, 1962). It would be of little value to list any portion of 
these hundreds of definitions or labels (see Morner et al., 1964, for examples 
of terms) as they add little to  the rather simplistic concept articulated by 
Garcia. Our use of the term simplistic is not intended to be judgmental or 
neEative. Rather, it indicates that Garcia’s definition, while a good one, does 
little but scratch the surface of the issue. That is, it must be asked: what are the scales to which Garcia refers? And... what series, what qualities, what 
mechanisms are involved? Admittedly, Garcia implies that the fundamental 
frlecluency level of the sung tone is one of the controlling elements. However, 
until all of the questions are ahswered, his definition must necessarrly be 
Viewed as superficial, or at least, incomplete. 

In over a century, the cited definition has been improved upon very much. 
Many scientists have tended to coin, or at least be sympathetic to, defimtrons 
of the type offered by Hollien and his associates (1974, 1976) who suggest 
that a register is a ‘series or range of consecutively phonated frequencres 
which can be produced with nearly identical vocal quality... that there should 
be relatively little overlap between adjacent registers and that, to be a vocal 
regi5ter, the mechanism should be laryngal in nature'. Thus, in some way5, they extend Garcia by postulating an entire second set of ‘vocal tract’ based 
re8isters that are parallel to, or overlap, vocal registers of laryngeal orrgm. 
However, questions again can be asked — what frequencies, qualities, mecha- 
nisms? In response, both Hollien (1974) and Titze (1980) insist that defim— 
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tions of this type add only little to the knowledge of registration. Indeed, as 
Titze points out, it is necessary to describe the entire production - and with 
respect to as many levels and dimensions as is possible, ‘starting ...from the 
neuromuscular level to the biomechanical level, to the kinematic level,... to 
the aerodynamic and to the acoustic levels, and finally, to the perceptual 
level,’ Titze wams against relating acoustics to acoustics. Finally, and in the 
same vein, it is suggested that, if registers are to be understood, they must be 
operationally defined with respect to their perceptual, acoustic, physiologic- 
al, aerodynamic and neurological elements/bases. 

On the other hand, there are a number of vocal pedagogists who have 
taken the position that voice registers do not exist within the singing voice; 
several references/arguments could be cited in this regard (see Fields, 1970, 
for example). However, Johnson (1982) articulates the argument succinctly 
when he suggests: l) that it is only the umrained singer who distorts produc- 
tions in such a manner that unrelated (register) sounds are produced, 2) that 
many great singers developed their voices without even being aware of the 
concept of registers, 3) that ‘smoothness of scale and tone’ more functionally 
relate to good development of voice rather than does training ‘pieces’ of the 
voice and 4) that the so-called registers could be the result of illusions based 
on singers feeling vibrations in their chests (or head) when they sing certain 
frequencies. There is little doubt but that successful singers - at least those 
trained in the classical ‘western‘ opera or concert mode — are able to conceal 
register differences when they sing. Indeed, while Sundberg (1982) agrees 
with Johnson to some extent (as do we), he points out (as do others), that 
some forms of singing depend on a singer‘s ability to covary ‘articulatiom 
subglottal pressure and formant frequencies‘ with phonatory frequenCY- 
Specifically, Sundberg stresses that register usage can be an important Pa" °f 
technique in certain types of singing. That such instances exist is conceded by 
Johnson. However, she argues that ‘distortions’ of this type can be, and 
probably are, dangerous to the Singer 

The cited controversies led Hollien and his associates (1966, 1968, 1974, 
1976, 1982) to attempt to provide new perspectives for the study of voice 
fegi5lefs- First, a series of experiments on voice were carried out; nearl)' all 
made contributions to the issue of voice registers even though this P“‘Pose 
often was only a secondary one. Further Hollien notices that few phoneti- 
mans experienced any real difficulty in their conceptualization of voice 
registers. Indeed, except for a controversy which concerned the nature 
(pathology/nonpathology) of the vocal fry register (see Hollien et al. 1966) 
few phoneticians disagreed in any major way as to the nature, boundaries 
and/or functioning of vocal registers. Moreovcr, it was noted then — and it 
should be noted now — that many singers could produce register-related 
sung tones which were perceptually identifiable whenever they were requeSt' 
ed to do so. Thus voice registers exist in singers — even though the concept is 
subject to much controversy — just as they do in speakers. 
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2. Register Types 

The,contrasts cited above have resulted in new insights relative to vocal 
registers. They can best be understood as follows. Recent attempts by the 

COMeT (Collegium Medicorum Theatri) committee on vocal registers to 
develop appropriate models for their work have led them to articulate a 

position that appears to have been long overdue (it is reviewed in their 
reports, which are edited by Hollien, 1982, 1983). While this postulate rs so 
simple that it seems not to be very profound, its absence has resulted in a 
substantial amount of confusion relative to vocal registers. Simply stated, the 
concept suggests that singing registers and speaking registers are different 
entities. Of course it must be conceded that they may overlap in functron; 
that they may (in part anyway) have similar physiological roots. Never- 
theless, it is recognized that while voice (laryngeal?) registers exrst and are 
sometimes used in speech, no attempt is made to ‘train’ them out of the 

productive repertoire of the speaker. Moreovcr, a physiologrcalregrster 
(vocal fry, pulse, creak) exists in speaking that is virtually nonexrstent ln 

singing. The most serious problem in this regard relates to confusrons 
resulting from research reported in the literature. Specifically, it appears that 
vocal register Studies carried out on non-singers cannot be extrapolated to 

singers on the basis of some simple mathematical relationship. 
Before proceeding further, the questions can be asked: what are some_of 

these singing and/or speaking voice registers; what are their boundanes 

and/or dimensions? As was cited above, a rather substantial number have 

been Proposed and labeled (Morner et al., 1964); indeed, Vennard (1967) 

reports different scholars to  have suggested that there are as few as one or as 

many as nine. Figure I should provide some insight as to the number, 

Classification and extent of vocal registers; data here are drawn from the 

writings of four representative scholars. It should be noted, however, that the 

cited data were not necessarily obtained from a single reference. Rather, they 
are compilations of the ‘best' information each of the authors provrde m then 

writings. It should be noted also that dashed lines extend certam of the 

register ranges and that they suggest areas of uncertainty (either on the part 

Of the author or on our part when interpreting hrs data). Moreovcr, the 

boundaries, as given, are not those of an individual or even the means of a 

subj°Ct group. Rather, they are the maximum extent of the register. as 

portrayed by the most extreme individual within a sex. Further observatron 
Will reveal that Vennard, Garcia and Appelman all suggest the presenceof 

"" ee re8isters whereas Hollien suggests only two. This difference rs ‚easi 

res01Véd. Hollien‘s data are based upon the registers encountered in the 

Speaki"8 voice (two of the three he suggests have been estabhshed — out f f  a 

possible five) whereas the registers proposed by the other three authors re ate 

sPecifically to singers and the singing voice— 
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Fig. 1. Voice register types and extents as presented by four investigat0fs— 

3. Resultant Problems 

But how do the two approaches do a disservice to each other? Consideration of l-lollien’s (1974) models (which predict/suggest the differences among 
V°‘°F registers)‚ demonstrate how data on speakers may be misleading when 
applied t° singers_ For example, many of the contrasts he cited are not read1ly apparent when the phonatory productions of singers are revied- Relattve to acoustics: PFR probably does not relate very well to sing1flg 
range. Physiologically the two phenomena may not be so different but the 
effi°‘ency and Power of the singers are not very well portrayed by his models— -nor are the aerodynamic contrasts. Briefly, data obtained on the registerfi Of 
Speakers Proban do not predict singer’s behavior very well at all. ResearCh 
must be carried °“ °“ singers specifically — or on groups of singers and Speakers - if these phenomena are to be well understood. . 

How can research °“ Singers’ registers mislead individuals interested 111 
speakers ' °SPCCiaUY Since very little research of this type has been carried 01" in the first place? Consider the following. Although the term ‘m0dal’ may l_>e °V€rtakmg them, the two labels that appear more often than any Other (m vocal mUSi° anyway) are ‘chest’ and ‘head’ — with ches! referring “’ ‘h610wer reg1ster and head to the higher (if, indeed, there is only one higher register). 
As we ?" know, these terms are based upon singers sensations - i.e. 0‘_‘ “.“ mechamcal response of the bodies of the singers to tones sung at or wnhm 
certain frequency ranges_ The generic connotation of these terms is SDC“ that 
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they suggest certain relationships — specifically that the timbre for the lower 
register resides in the chest; that the quality/mechanism of the upper register 
results from activation of the vibratory properties of the sinuses and/or 
cavities in the head or ‘mask’. Once these entities are considered physiological- 
ly, and/or mechanically, their use as definitions for vocal registers1s shown 
to be illogical if not absurd. The lower register results from operat1on of the 
larynx — not from sympathetic vibrations of the chest to low frequency sung 
tones. The source of the upper register again is the Iarynx — not sympathet1c 
vibrations (to higher sung frequencies) in the face. In short, wh1le the 
sensations felt by singers, of course, are valid sensations _(1ndeed, even the 
non-singer can experience them) they have nothing to do With vocal regtsters. 
It is only a chance relationship that brings the two into;uxtapos1t1on; that 1s, 
voice registers are frequency related and so are the sites of the sympathet1cal- 
ly vibrating, sensation producing, structures of the torso and head. What a 
classic case of misdirection this is. For three hundred years, corrolary but 
indep€nt operations have been viewed as related — even causal —yet they were 
not and are not. Worst yet, this seeming relationship has led scholar after 
scholar astray — including many in the area of Phonet1cs. 

4. Conclusions 

The two examples cited above demonstrate how research concepts m an:; 
area can negatively effect those in the other. Accordmgly‚ " 15 r?°°mmen e] 
that research on vocal registers be carried out (and interpreted) mdependent y 
for singers and for speakers. 
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Motor Speech Characteristics in Diving 

H. Hollien, J.W. Hicks, Jr. and P. Hollien 
Gainesville, USA 

1. Introduction 

The importance of good voice communication among underwater workers 
has been accentuated as advances in saturated diving techniques have occur- 
red. However, since the He0; atmosphere in deep diving exhibits different 
sound transmission characteristics than does normal air and, since the 
resultant effects (coupled with those of high ambient pressure) severely de- 
grade speech intelligibility, voice communication at depth is substantially 
reduced - to the detriment of efficient work capability and safety. For some 
years now we have been carrying out basic experiments in an attempt to 
identify the specific speech changes that occur as a function of He0/ P. In 
this regard, we have tended to focus our efforts on vowel formant shifts, 
changes in speaking fundamental frequency and related speech features. Our 
data argue that the observed reduction in speech intelligibility at depth 
cannot be accounted for solely by He0;/ P relationships; hence, we suggest 
that radically new perspectives are needed. First, we have developed a new 
predictive model, adding acoustic radiation through vowel tract boundaries 
and the neurophysiological effects of HPNS (high pressure nervous syn- 
drome) to the established variables. Second, we also have modeled the 
approach that we believe best meets these new perspectives. In this (second) 
model, we suggest a combination of four research thrusts — focused on !) 
electronic processors, 2) articulatory modification by divers, 3) a special 
lexicon and 4) trained/specialized decoders — as relevant/necessary to miti— 
gate the problem. 

The first of the two models cited above includes three (major) contributing 
elements: change in density of the breathing gas, change in high ambient 
pressure and the neurological effects of the high pressure nervous syndrome 
(HPNS). As is well known, the life support atmosphere in saturation diving 
typically consists of mixtures composed predominantly of helium plys oxy- 
gen and, in some cases, small percentages of nitrogen. The reason for 
replacing nitrogen with helium is that, as ambient pressure increases, nitro- 
gen becomes f1rst narcotic and then toxic -also the danger of decompression 
sickness (the bends) becomes severe. The effects of helium in this regard are 
not nearly as great: therefore, it is used to replace nitrogen at depth. Indeed, 
even the overall percentage of oxygen is reduced due to its toxicity as a 
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function of pressure. Taken as a whole, the available data indicate that the 
introduction of helium causes an upward Shift in the formant frequencies of 
vowels, but more importantly‚ all speech sounds are effected (Beil, 1962; Pant 
and Lindquist, 1968; Rothman and Hollien, 1972; Sergeant, 1963; Tanaka,et 
al. 1974). However, taken alone, this upward Shift does not appear to 
materially affect speech intelligibility (Sergeant, 1963) — even when the talker 
is totally within the HCC; environment (Hollien and Hicks, 1982). 

Changes, (Le. great increases) in ambient pressure also appear to degrade 
speech. Among the distortions noted is a non-linear Shift in the lower 
formant (F.) resulting from changes in vocal tract resonance. Moreover, one 
of the first distortions encountered in hyperbaric (helium) speech is a perceiv- 
ed ‘nasality’ and Pant theorizes that this perception may be due to ‘a 
shunting effect between the cavity walls and the environment‘. Therefore, at 
high pressures, there is a reduction in the impedance mismatch between the 
gas mixture and the cavity wall, and this latter effect can be a cause of 
distortion. In general, we agree with this position. Radiation of acoustic 
energy through the oral/facial wall undoubtedly does increase in parallel 
with ambient pressure and, while this factor probably does not constitute the 
‘main cause‘ of speech degradation at depth, it surely is of substantial 
1mportance. 

Finally, the hyperbaric environment also produces physiological and 
psychological changes in the diver; changes which ultimately affect speech 
production. An example of such a potential disruption is the high pressure 
nervous syndrome (HPNS). While physiologists have understood the princi- 
pal hazards involved in deep diving (Le. oxygen toxicity, hypothermia, 
narcotic effects of gases and the effects of a dense atmosphere on respiratory 
function) at least since the early 1959’s, the effects of the hyperbaric environ- 
ment on the central nervous system were not identified until somewhat later. 
HPNS appears to be a complex and variable phenomenon; functioning as a 
consequence of: 1) absolute pressure, 2) rate of pressure change (compres- 
sion rate); 3) gas mixture used, 4) individual susceptibility and 5) interaction 
among these factors. The overall result of HPNS appears to be disruption of 
normal neuromuscular activity as well as symptoms such as tremor, muscle 
jerks, convulsions and, in some cases, dysarthria (Vaernes et al., 1982)- 

‘ Accordingly we theorize that HPNS will have a measureable effect on the 
neuro-motor control required for speech production. In a sense, the rela- 
tionship between speech production and HPNS can be thought to parallel 
the effects of Parkinson’s Disease, at least on a temporary basis. In Parkin- 
son’s there is a general ‘breakdown’ in neuromuscular control which is 
associated with impairments to speech (Canter, 1963, 1965a, 1965b; Loge- 
mann and Fisher, 1981; Netsell et al., 1974). We predict that such is the effect 
of HPNS on divers' communicativc ability. 
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2. Procedure 

A consideration of the above review should suggest that speech mtelhg1brhty 

is not materially degraded by deep diving in He02 mtxtures. That is, take; 

alone none of the three effects appear to be severe enough to d15rupt spee_cd 

very much. But is this really the case? Four major thrusts have been cafm; 

out recently in an attempt to specify the exact extent (and nature) o t gs 

reduction in message intelligibility. A summarrzatron of these data may_ :; 

found in Figure 1. The data are from four of our pro;ects; they were carried 

out at: 1) Sealab (BSS?) and EDU (Hollien et al., 1973), 2) the Du ea;(t„ 

Westinghouse facilities (Hollien and Hicks, unpubhshecl), 3) the Inst;tu;tgg()) 

Environmental Medicine, University of Pennsylvama (Rotman et a ., 

and 4) at the Norwegian Underwater Technology Center, Bergen, Nor;z;y 

(Hollien and Hicks, 1981 and unpublished). As can be seen from zxam ded 

tion of the figure, it can be generalized that speech mtellrgrbrhty rs ;.gtraltnial 

With increases in He02/ P. Of course, these pro_pects exhibit rather su s alkers 

differences in research methodology (microphones and cahbratton, ta 
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differed in experience, noise levels varied and some speech was produced 
immediately after  compression while other samples were obtained dur ing  
decompression) and these factors tend to  explain the  differences among the 
curves. In any  case, a good rule of t h u m b  - relating speech intelligibility 
decrement t0  HeOz/P level - appears t o  be that  intelligibility level decreases 
approximately 10% per 50 meters for the first 100 meters, at a rate of about 
10% per 100 meters for  the  next few hundred meters and finally a t  the  rate of 
3-5% per 100 m.  So now it can be established that  speech, indeed, is severely 
degraded a t  depth - and that it requires the  addition o f a  third factor and the  
interactions among the three problem sources to  account for the  degrada- 
tion. To be specific, what  needs to  be tested now are the  physiological 
consequences of HPNS. One approach would be to  assess the  motor  speech 
capabilities of saturated divers. 

Research in this area was carried o u t  a t  the  Norwegian Underwater 
Technology Center’s hyperbaric facility (Bergen, Norway). The dive was to  
500 m and two of the  three available aquanauts  served as subjects. 

Selection of a diadochokinetic test proved to  be a problem. I n  our  judg— 
mem, none of the available tests designed to  assess the  motor-speech func-  
t ion are better than marginally acceptable. Of course, development o fsuch  a 
test was not among the objectives of this research; hence we utilized the  
relatively informal tests proposed for, and already used in,  research on  
motor—speech function.  That is, we employed the  Fletcher Time-by-Count 
Test of Diadochokinetic Syllable Rate (Fletcher, 1978) in this pilot study. 
Recording equipment  included a calibrated B & K model 4166 condenser 
microphone (with a B & K model 2600 preamplifier) coupled to  a calibrated 
laboratory quali ty tape recorder through a penetration tube  in the  wall o f t h e  
chamber.  I n  order to  insure accuracy of t iming,  t-f-a spectrograms were 
made on a Voice Identification Model 700 unit and measurements were made 
with a ‘time grid’. 

3. Results 

The results of this s tudy are summarized in Table I, which provides summary  
data  for the  two subjects producing three single and one multiple phoneme as 
a function of depth.  As can be seen there is a systematic reduction in the  

Tab/e I. Means  of da t a  for  surface contrasted with means a t  depth. Values are  number of 
productions as a function of t ime"  

Condit ion Single phonemes Multiple  phonemes 

Surface (a i r )  5.65 1.92 
Depth (HeOz) 5.05 [.63 
Difference --0.53 -0.29 

* Learning effects would bias toward improved scores a t  depth. 

————L¢ 
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number  of units  the  divers could produce as a function of increasing depth 
(i.e., increase in the proportion of helium in the environment, increases in 
ambient  pressure a n d  presumed decreases in motor coordination due  to  
HPNS). When the data  were converted to  t ime required for a set number  of 
repetitions, it was found that the two divers scored at the adolescent level at  
the surface and  tha t  their performance deteriorated 3-5 categories (to the  
norms for 9-year—old children) as a function of depth. 

We should hasten t o  add that one variable affected our  data. Prior to  the  
project, we had no reason but  to  believe that  the  divers could carry out  this 
task easily and that  there would be no learning effect. Accordingly, we did 
not provide them with ‘training’ trials. Unfortunately, such was not the  case 
and a very marked learning effect actually was observed - it was obvious 
both in subjects’ hesitant behavior dur ing  the initial trials (at the  surface) and 
in their comments about the  task.  Even with this variable operating to  reduce 
the differences between surface and  depth,  a marked change was observed. 
We interpret these data to  suggest tha t ,  indeed, HPNS was present when 
these divers spoke and it operated to  degrade their speech. Further, the effects 
of the three sources of difficulty (HeOz/P/HPNS) - even taken separately — 
begin to account for the substantial degradation of divers speech at depth. 
However, since these disruptions are mechanically induced, it may be possi- 
ble t o  compensate for them, and increase speech intelligibility levels, by the 
application of training procedures suggested by relevant speech therapy. In  
a n y  case, our  theory that  motor function is impaired a t  depth was supported 
— even though the  neurological involvement did not appear to be as severe as 
with Parkinson’s. 
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An Acoustic Determinant of Perceived and Produced 
Anisochrony 

P. Howell 
London, United Kingdom 

1. Introduction 

Morton, Marcus and F rankish (1976) reported that digits presented with the 
same distance between onsets are not perceived as isochronous (equally 
timed). If subjects are allowed to position them so that they appear to be 
regular, the adjustments when measured between stimulus onsets, vowel 
onsets or peak amplitude value in the syllable are not equal. That is, the 
stimuli have to  be physically anisochronous to  appear perceptually isochro- 
nous. Marcus (1981) has examined what acoustic factors determine p—center 
location by editing speech to see what factors cause the p-center to vary. He 
found that varying the duration of the initial consonant of a syllable, 
lengthening its vowel and extending the period of closure before release of a 
syllable—final stop affected judgments about perceptual isochrony but that 
altering the amplitude of a final burst did not affect such judgments. Marcus 
interpreted his findings as showing that several acoustic factors determine 
p—center location. 

A finding that may be related to those concerning perceptual isochrony is 
that when Speakers are asked to produce isochronous lists, the timing 
corresponds to that which would be needed in order for the items to be 
perceived as isochronous (Fowler, 1979). Tuller and Fowler (1980) showed 
that certain syllables appear to be aligned with respect to orbicularis oris 
muscle activity. Fowler and her associates (Fowler, 1979; Tuller and Fowler, 
1980) consider that the regularity in timed speech activity occurs in produc- 
tion with respect to activity in certain muscle groups and departures from 
physical isochrony in perception occur because perception is referred to 
production. Thus, perceptual adjustments d o  not align with respect to any 
acoustic referent because of the complex relationship between articulation 
and the sound produced. These results demonstrate that the acoustic onset of 
a syllable is not the same as the  onset of the sound during production or 
perception. But before we accept that  there are complex acoustic or produc- 
tive determinants of p—center location, simple acoustic determinants should 
be ruled out. The criteria for a satisfactory factor that determine the location 
of the p-centers are, first, that it should vary in alignment across stimuli in  the  
same way that  the perceptual judgments do. Second, it should vary in 
location relative to stimulus onset in the same way that perceptual alignments 
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vary when the acoustic properties of test stimuli are altered. Third, the factor 
should account for why the phenomenon occurs in perception and produc- 
tion. 

To date, the acoustic factors that have been examined as candidates for 
determining p-center location have been acoustic reference points within a 
syllable, not acoustic factors associated with the syllable itself (e.g., reference 
points associated with the vowel). The principal acoustic factor that is 
associated with the syllable is the amplitude envelope (Mermelstein 1975). It 
is not directly related to any of the acoustic factors examined. So, for 
example, the parameters of the amplitude envelope are not fixed relative to 
acoustic factors associated with the vowel. 

2. Experiments 

2. 1. Speech 

The intention of the first experiment is to see whether variation in the 
amplitude envelope is a sufficient cue to cause variation in p-center location 
in perception with speech and non-speech sounds. The speech stimuli em— 
ployed varied in the amplitude envelope alone. Thus, if p-center location 
varies it can only be attributable to this factor. Since variation in amplitude 
envelope can occur with non-speech sounds, there may be differences in the 
p-center of non-speech too. 

To test this, different envelopes were introduced onto speech sounds by 
contouring the onset of a naturally spoken / Ia/ to produce /tja/ (short rise) 
or /j'a/ (long rise). The procedure only affects the envelope and, if the 
present account is correct, should be sufficient to cause variation in p-cen- 
ters. To construct the stimuli, a recording was made of a /j‘a/ spoken by a 
male adult. Both the fricative and vowel were sustained so that they remained 
at the same amplitude for some time. The next step was to truncate the 
frication to  148.8 ms (measured back from vowel onset). It was then contour- 
ed by multiplying by a linear ramp of 40 ms and left at its original amplitude 
for the remainder of the frication. The rise of the stimulus with a value of 120 
ms was constructed in the same way except that it was ramped over the first 
120 ms. In each case the vowel was tapered by a linear ramp over 312 ms. 

2.2. Nonspeech 

The non-speech stimuli were constructed from a portion of white noise 
followed by a portion of sawtooth waveform. The noise and sawtooth were 
approximately the same peak-to-peak amplitude as the aperiodic and perio- 
dic portions had been in the recording of the original speech syllable. The 
contours of the speech stimuli with 40 and 120 ms rises were calculated from 
the rectified digital waveform low-pass filtered at 25 Hz (Fant, 1959). 

These were used to contour the non-speech stimuli by multiplying the 
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calculated contour by the non-speech stimulus just described. Subjects had 
to adjust the timing between one member of a pair of stimuli which were 
played repeatedly until they appeared to be perceptually regular. One of the 
intervals between the members of a pair was fixed at 750 ms and the duration 
of the other could be varied by means of a potentiometer. When the subject 
was satisfied that the items were regularly timed, he pressed a key and the 
duration of the adjusted interval was stored in the computer. The next pair 
was then selected and tested in like manner. On each trial the null position of 
the potentiometer was varied randomly and the subject was told this and 
informed that he would need to alter the position of the potentiometer. The 
stimulus pairings could both be the same (40/40 and 120/120) or differ 
(40/120 and 120/40) for both types of material. This gave four sorts of trial 
and there were three repetitions of each in a block of twelve adjustments. 
Altogether twelve subjects performed the experiment - six with the speech 
sounds and six with the non-speech sounds. Mean adjustments across sub- 
jects are presented in Table I separately for each type of adjusted interval. 
Inspection of the table shows that there is little difference in adjustments 
when stimulus pairs consisted of the same stimulus but with stimulus pairs 
with different envelopes at onset, longer adjustments were made when the 
interval between the stimulus with the slow rise at onset and that with the 
quick rise at onset was varied for both speech and non-speech sounds. The 
different adjustments were not significant by analysis of variance for stimu- 
lus pairs that were the same but were for both the speech and non-speech 
stimuli when the pairs had different envelopes at onset. (F(1,5) = 39.1, p < 
0.005 and F(l,5) = 15.5, p < 0.05 respectively). 

3. Discussion 

Thus, altering the distribution of energy in the envelope is sufficient to cause 
variation in p-center location for both speech and non-speech stimuli. It is 
possible that amplitude envelope is just one other factor that determines 
p-center location (cf. Marcus, 1981). However, all Marcus’s manipulations 
which were effective in altering p—center location are effective in altering the 
distribution of energy in the amplitude envelope. Another finding of note is 

Table 1. Mean duration of adjusted intervals (in ms) in Experiment l 

Speech 
All /t]'a/ All lja/ Mixed lists 

/tja/-/j'a/ adjusted /Ia/-/tj'a/ adjusted 
784 811 733 831 

Non-speech 
All 40 ms All 120 ms Mixed lists 

40 and 120 ms 120 and 40 ms 
744 776 722 798 
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that variation in p-center location occurs for both speech and non-speech 
despite earlier claims to the contrary (Lehiste, 1973, Morton et al. 1976, 
though see Vos and Rasch, 1981 for another report of variation in p-center 
location of non—speech stimuli differing in amplitude envelope). 

The correlation between the anisochronies in production and those in 
perception might occur because subjects judge the timing of their produc- 
tions from the distribution of energy in the amplitude envelope of their own 
speech. If so, alteration to the distribution of energy in the amplitude 
envelope should affect their ability to produce isochronous sequences. Varia- 
tions in the envelope during production should cause subjects to position 
syllables anisochronously. 

This can be tested by requiring subjects to speak vowels that vary in length. 
A sustained vowel will have the energy in its envelope late relative to that of a 
short vowel. Thus speakers should advance the onset of the long vowel when 
it is spoken in alternation with a short vowel to make their onsets appear 
regular if subjects use the amplitude envelope to make this judgment. The 
ratio of the interval from the onset of a short vowel to the onset of a long 
vowel to the interval from the onset of a long vowel to the onset of the next 
short vowel in repeated vowel pairs should, then, be less than one, greater 
than one when the order of long and short vowels is reversed and equal to one 
when the vowels are of the same length. This prediction was tested in the 
same experiment. The vowels /i/ and /u/ were paired together or with 
themselves. With alternating vowel pairs the order of vowels was counterba- 
lanced giving four sets of vowels in all. Each of the vowels could be of short, 
medium or long duration giving nine durations per vowel set (3x3). Eight 
subjects were told to repeat each of the vowel sets so that their onsets 
appeared regular. The mean duration for each set was calculated (omittin8 
the initial and final vowel pair). The predicted ratios were obtained for all 
stimulus sets and there was no Statistical difference between vowel sets. 

4. Conclusion 

It appears, then, that the amplitude envelope of speech and non—speech is an 
important factor in determining p-center location. Variations in this factor 
alone give differences in the location of p-centers in speech and non-speech- 
In addition, Marcus’s (1981) manipulations affect the amplitude envelope 
and data have been presented showing that subjects may use the amplitude 
envelope to judge the p-centers of the productions. 

References 

Pant, G.M.C. (1959). Acoustic analysis and synthesis of speech with applications to Swedish. 
Ericsson Technics. !, 1-105. 

Fowler, CA. (1979). ‘Perceptual centers‘ in speech production and perception. Perception and 
Psychophysics 25, 375-388. 

r .  .-..e ‚Me...-_. - 

Howell: Perceived and Produced Anisachron y 433 

behiste‚ 1. (1973). Rhythmic units and syntactie units in production and perception. Journal of 

the Acoustical Society of America. 51, 2018-2024. . . 

Marcus, S.M. (1981). Acoustic determinants of perceptual center (P-center) locatron. Percepnon 

and Psychophysics, 30, 247-256. ‘ _ 
Mermelstein, P. (1975). Automatic segmentation of speech into syllabic units. Journal of the 

Acoustical Society of America. 58, 880-883. _ 

Morton, J., Marcus, S., and Frankish, C. (1976). Perceptual centers (P<:enters). Psychologtcal 

Rview. 83, 405-408. _ 

Tuller, B., and Fowler, CA. (1980). Some articulatory correlates of perceptual isochrony. 

Perception and Psychophysics, 27, 227—283. . ' _ 

Vos, J., and Rasch R. (1981). The perceptual onset of musrcal tones. Perceptton and Psycho— 

physics. 29, 323-335. 



Pitch and the Perceptual Separation of Simultaneous Vowel 
Sounds 

M.T.M. Scheffers 
Eindhoven, the Netherlands 

l. Introduction 

Two experiments were carried out investigating identification of simulta- 
neous vowel sounds by listeners. Our research is inspired by the intriguing 
question - first posed by Colin Cherry as the ‘Cocktail Party Problem’ 
(Cherry, 1953) - of how listeners are able to perceive the speech of a single 
speaker separately from a background of interfering voices. Cherry mention- 
ed voice pitch as one of the factors possibly facilitating the separation. 
Much earlier, Stumpf (1890) had reported that the sounds of two musical 
instruments tended to fuse into a single percept when both instruments 
played exactly the same note, but were separately audible when different 
notes were played. More recently, Brokx and Nooteboom (1982) found that 
speech sounds presented in a background of speech from another or even the 
same speaker, could be identified considerably better when there was a 
difference of more than 1 semitone between the pitches of the two sounds— 
These observations prompted us to investigate the role ofdifferences in pitCh 
between simultaneous vowels in the perceptual separation process. 

Identification of pairs of unvoiced vowels was investigated in the second 
experiment. This experiment was conducted in order to determine to what 
extent listeners could use information derived from the spectral envelope Of 
the sound for identifying the vowels. 

2. Experiment 1 

The stimuli of the first experiment consisted of two different voiced vowels. 
The waveforms of the vowel sounds were computed using a software five-for- 
mant speech synthesizer. Eight vowels were used viz. the Dutch /i/, /y/ /1/ , 
/e/ , / 9/ , /a/ , /o/ , and /u/. Formant structures were taken from Govaerts’ 
study of Dutch vowels (Govaerts, 1974). The duration of each vowel was 220 
ms including cosine-shaped onset and offset ramps of 20 ms. The vowels were 
added with no temporal onset difference, starting in zero-phase. They had 
about equal subjective loudness. Six F0 differences were used: O, %, '/z‚ 1» 2 
and 4 semitones. The average F0 was 150 Hz. For each pair of vowels with 

. unequal FO two stimuli were made, one in which one vowel had the lower and 
one in which the other had the lower F„. The waveforms of the 308 different 
combinations were digitally stored on disk. 
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Twenty subjects took part in Exp. 1. They had normal hearmg gädnzvretrse 

familiar with synthesized speech sounds and psychoacousttc expld-Ueatec.‘ 

They were tested individually. The subjects were seated m a s<;u d hones 

booth and received the signals diotically through TDI! 4921? camped am. 

The signals were band-pass filtered from 50 Hz to 5 kHz an pres 

level of about 60 dB SL. _ . 

A minicomputer controlled the presentation of the stimuli ändiri;lelcl:loursdlejc>ll 

the responses. The subjects were instructed to respond to eac_ 5 one ofthe 

pushing two buttons on a panel of eight, each button represen}t:ngx eriment 

eight vowels used. All vowels were played to them before t e nel:1ded the 

Started. No feedback was given on their responses. The subjects a ion each 

eXperiment in four sessions held on consecutwe days. In eve;y säisffered for 

of the 308 stimuli was presented once, in_a random order; %; an hour 

each subject and for each session. A sessron lasted about a . 

3. Results 
_ . - ' ' ' fi ure 

A Synopsis of the results is presented m Fig. “1. The soéidtäzgä;réirrict)‚ 

gives the percentage correctly identified °°mbmanmis( ;; -cts the average 
averaged over the 28 combinations. The dashed llned'fefpi-ence was found 
percentage of individual vowels correct..No significant 1 1; ad the higher Fo 

between the performance on the stimuli m Wth one vowe - 

1 0 0  v ! ' ' 

80 » ‘ ‚ - - - - - - - - - - — - -  - - - - - - - -  
‚ '  

I "  
8 7 

o 
: 60 - 
O 
0 
$ 

40 > 

? . g | L 

00 1 2 8 4 

‚no (semitone) 
‘ ' vowels as a function of 

Figure 1: Percentage correct identification of two srmultaneot;xg\lg€drhe so\id line Shows the 

the difference between the fundamental frequencres of the hvow;ls corrccuyidemified) and 

average identification scores on the 28 combinattons used (bot 

the dashed line the average scores on individual vowels. 
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and on those in which it had the lower FO. The results are thereforeaveraged 
over ‘positive’ and ‘negative‘ FO differences. 

The scores differed much for different combinations. They were in general 
lowest for combinations of similar vowels, such as two front vowels or two 
back vowels, and were highest for dissimilar combinations such as a front 
and a back vowel. The scores were down to around chance level (4%) for only 
a few combinations of vowels with equal FO. It can be seen from Fig. 1 that 
the scores increased with increasing F0 difference up to 1 or 2 semitones. 

4. Experiment 2 

When it was found that identification scores even on pairs of vowels with 
identical Fo’s were generally well above chance level, asecondexperiment was 
devised. Stimuli in this experiment consisted of two different unvoiced 
vowels. They were constructed in the same way as the stimuli for Exp. 1. The 
unvoiced vowels had the same spectral envelopes as the voiced ones. The 
stimuli were D-A converted, band-pass filtered from 50 Hz to 5 kHz and 
recorded on magnetic tape with an [SI of 3 s. The tape contained every 
stimulus eight times in random order. 

Eighteen subjects with normal hearing took part in this experiment. They 
were asked to identify the two vowels in a stimulus and to write down a 
phonemic transcription of both vowels on an answer form. The test method 
was the same as in Exp. ! except for the use of a tape and written responses. 

5. Results 

Performance on the unvoiced vowels was significantly lower than for voiced 
vowels with equal fundamentals (p < .01). The identification score on 
combinations was 26% for the unvoiced stimuli and 45% for the voiced 
stimuli and the average score on individual vowels was 56% and 69% 
TCSP€CÜVCIY. The same tendency for pairs of vowels with dissimilar formant 
structures to  be better identified than pairs with similar structures was also 
found here. 

6. Discussion and Conclusions 

The most surprising result of the experiments is that identifiability of two 
simultaneous vowels was far above chance level even if both vowels had the 
same fundamental frequency or when they were unvoiced. The result that 
simultaneous unvoiced vowels were less well identifiable than simultaneous 
voiced vowels with equal Fo’s cannot yet be explained. This was contradicto- 
ry to what one would expect from the fact that formants are more sharply 
defined in unvoiced than in voiced vowels, although this is only true for the 
long-term spectrum. Identification scores on voiced pairs increased by about 
18% on average when the FO difference between the two vowels was increased 

/ ) 
‚€ ’ . -. „ . __ 
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from 0 to 2 semitones. It is noteworthy that at least one vowel was correctly 

identified in 95% of the voiced stimuli and in 86% of the unvowed ones. 

Identification scores on combinations of vowels With strone dif er1ng 

Spectral envelopes like /i/ and /a/ were much higher than äh; scoreso$ti; 

vowels with relative similar spectral shapes like /i/ and /y/._ Esu;zg ni- 

our theory of a ‘profile’ analysis (cf. Spiegel and Green, 1.981)1m. t e r: ofgthe 

tion process. A profile is considered to be a relat1vely Slmp e una;geral car 

envelope of the spectral representation of the sound in the pe;ip eofthe 

Recognition is then a process of matching reference profilesftoht 223 fitting 

present spectrum and identifying the sounds on bass o t e f  rmant5 of 

profiles. The profile is probably best defined around thefirstftvt;)o o formants 

the vowel. The shape of the profile near the frequenmessohtffeesreS 1983) If 

apparently weighs most in the matching (cf. ll(latt, 1982, c e in, vowels 

there is a great difference between the profiles of the. compäsengc ed by F; 
identifiability of the combination is relatively high and little {? unces can aid 

differences. If the profiles are rather similar, however, F0 dl. en:0 one of the 

to separate the profile of the combination in parts belonglggse aration is 
vowels and parts belonging to the other or maybe to E°t . ctrim This is 

SUpposed to be guided by the harmonic fine structure of th isfäionics.are not 

only possible for relatively low frequenmes because hi8 1924) The theory is 
separate detectable in the auditory system (6-_3- Plof“ä’g eared that two 
SUpported by the results of a pilot expenment in whic it aptrhan 15emitone‚ 

pitches could be perceived when the FO difference was greater h rd We may 

while for smaller differences only one (beatmg) ?““; was n22 when the Fo 
therefore expect little further improvement of the per orma fformance can 

difference is increased beyond ] semitone. A decrease !; pesuch asamaj°r 

even be expected for harmonic intervals between the two „ 2 harmonics of 

third (4 semitones) and especially for an octave because in? {name for the 

both vowels will then coincide. A clear decrease in per (g)r mbinations- 
4-semitone difference was indeed found in the results for co 

Acknowledgement 

he Foundation for Linguistic 
This research was supported by a grant from t tion for the Advancement of 

Research, funded by the Netherlands Organisa 
Pure Research (Z.WLO.), grant nr. 15.31.11. 

References 
' nofsimul- 

Brokx, J .P.L. and Nooteboom, 8.6. (1982). Intonation and the P°"°°Pwal separaü° 

taneous voices. J. Phanelics 10, : 23-26. 
Cherry; EC. (1953). Some experiments on 

Acoust. S 0. Am. 25, 975-979. creerdeklinker3. 

Govaerts.Gf(l974)-Psychologische enfysischesrruciurea vanpelfjcei’t’äizfgxgs’fs, University of 
een onderzoek aan de hand van Zuidnederlandse klinkefs 0 

Louvain. 

the recognition of speech with one and two cars. J. 

‚.
.

.
,

„
M

 
.

.
.

.
_

.
„

.
 

.
.

.
.

 .. .. 
.. 

...... 
_ 

. . _
v

.
-

.
.

‚=
_

.
,

«
„

m
u

-
m

 -
.

.
—

«
«

»
»

 
..

-.
„ 



._
.„À

 _
_‚

L_
…

__
…

__
 

.._
;_—

._-
-_

_..
__

e 
..

..
-.

 . 
„__

_…
 _ 

438 Psychoacoustics af Speech 

Klan, D.H. (1982). Predictions of perceived phonetic distance from critical-band spectra: a first 
step. Proc. ICASSP 82 (2), 1278-1281. 

Plomp, R. (1964). The ear as a frequency analyzer. J. Acoust. Soc. Am. 36, 1628-1636. 
Scheffers, M.T.M. (1983). Identification of synthesized vowels in a noise background. ln 

preparation. 
Spiegel, M.F. and Green, D.M. (1981). The effects of duration on masker profile analysis.]. 

Acousl. Soc. Am. 70 (1), S86(A). 
Stumpf, C. (1890). Tonpsychologie. Lizensausgabe des S. Hirzel Verlages, Leipzig. Republished 

in 1965 by Knef-Bonset, Hilversum-Amsterdam. 



Perception of Speech in a Hyperbaric Helium-Oxygen 
Atmosphere 

K. Slethei, 
Bergen, Norway 

This report presents results from an investigation of the relations between 
some linguistic factors and the intelligibility of speech produced in an 
atmosphere consisting of a mixture of helium and oxygen. The mixture in 
question is the one appropriate for saturation diving between 100 and 500 
msw. 

We have measured the intelligibility of unprocessed speech in helium-oxy- 
gen, using 20 respondents in multiple choice tests. The test design makes a 
strict distinction between initial and final ambiguity or confusion position, 
and the consonant phonemes have mainly been treated as either initial or 
final consonants. The findings are based on 24 000 individual judgments. The 
work is still in progress, and this report must therefore be considered as a 
preliminary one. 

_ Intelligibility, as expressed by the mean percentage of correct identifica- 
tions, can be broken down as a function of various test parameters. Table 1 
gives the intelligibility as a function of depth. 

Intelligibility has been broken down by consonant phonemes, as shown in 
table II. The ranking was done before rounding off. 

The Spearman's Rank Order Correlation (r(s)) between the hierarchies for 
initial and final intelligibility is 0.83. Consequently, I consider the combined 
ranking in Table II as a general intelligibility hierarchy, derived from initial 
and final positions from depths between 100 and 500 msw. 

The relations between the hierarchies for initial and final positions can be 
studied at individual depths. 

Table l. Intelligibility as ¡¡ function of depth 

Depth Intelligibility S.D. N 
(msw) (words) 

0 97.5 9.2 300 
100 67.3 28.0 l50 
200 62.4 29.0 150 
300 _ 59.7 27.8 350 
400 56.4 27.0 200 
500 60.0 22.5 50 
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Table 1]. Intelligibility and ranking for consonants initially, finally and combined. Depths from 
100 to 500 msw pooled 

Initially Finally Both positions 

Im. Rank . Int. Rank Int. Rank 
/p/ 81 3 63 6 69 5 
/b/ 52 1 1 38 12 49 9 
/m/ 50 12 33 13 42 12 
/f/ 67 8 72 4 69 6 
/v/ 75 6 63 5 69 4 
/t/ 68 7 61 7 64 7 
/d/ 49 13 39 l 1 45 1 l 
/n/ 65 9 57 8 59 8 
/1/ 83 2 74 2 78 2 
/r/ 83 1 75 1 78 1 
/s/ 63 10 74 3 70 3 
/kj/ 75 5 _ _ _ _ 
/j/ 48 14 — _ _ _ - 
/k/  45 15 46 9 45 10 
/g/ 44 16 28 14 40 13 
/ng/ - - 41 10 - — 
/h/ 76 4 - _ 

Table III. Correlations (r(s)) between intelligibility hierarchies for initial and final ambiguity 
positions for 5 depths 

Depth r(s) N p-Ievel Sign. 
(cons.) (dir.) 

100 0.49 ' 13 p < 0.05 "' 
200 0.72 ‘ 13 p < 0.005 " ”  
300 0.76 13 p < 0.005 """ 
400 0.76 12 p < 0,005 " *  
500 0.30 8 p < 0.05 n.s. 

At 500 msw the intelligibility hierarchies for initial and final position seem 
to be different from each other. At the other depths the hierarchies do not 
differ more than what may be expected by chance. 

The intelligibility hierarchies for initial position have been studied in pairs of depths. 
Correspondingly for final ambiguity position (Table V). ‘We see from Tables IV and V that the consistency of the intelligibility Ëxerïchles does not depend on depths, but rather on the differences between 

ept s. 
Intelligibility can be related to structure type, to place of articulation or to phonation. 
One of the purposes of this study is to provide adequate background knowledge for developing improved technical equipment for unscrambling 
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Table IV. Correlations (r(s)) for 10 pairs of depths with respect to intelligibility hierarchies for 
consonants in initial ambiguity position ' 

Depths in Diff. r(s) p-level N Sign. 
comparison (dir.) (cons.) 

100 vs 200 100 0.64 p < 0.005 16 ""' 
200 vs 300 100 0.85 p < 0.005 16 " *  
300 vs 400 100 0.90 p < 0.005 16 " *  
400 vs 500 100 0.69 p < 0.005 14 * "  
100 vs 300 200 0.54 p < 0.025 16 ” 
200 vs 400 200 0.76 p < 0.005 16 * "  
300 vs 500 200 0.75 p < 0.005 14 " "  
100 vs 400 300 0.48 p < 0.05 16 * 
200 vs 500 300 0.41 p > 0.05 14 n.s. 
100 vs 500 400 0.20 p > 0.05 14 n.s. 

Table V. Correlations (r(s)) for 10 pairs of depths with respect to intelligibility hierarchies for 
consonants in final ambiguity position 

Depths in Diff. r(s) p-level N Sign. 
comparison (dir.) (cons.) 

100 vs 200 100 0.98 p < 0.005 14 " *  
200 vs 300 100 0.91 p < 0.005 14 " *  
300 vs 400 100 0.69 p < 0.025 13 “ 
400 vs 500 100 0.90 p < 0.005 11 * "  
100 vs 300 200 0.86 p < 0.005 14 ” *  
200 vs 400 200 0.48 p > 0.05 13 n.s. 
300 vs 500 200 0.73 p < 0.025 11 **  
100 vs 400 300 0.40 p > 0.05 13 n.s. 
200 vs 500 300 0.61 p < 0.05 11 ‘ 
100 vs 500 400 0.53 p > 0.05 11 n.s. 

Table VI. Intelligibility by depth by structure type. (a: Only finally. x: Reduced reliability - less 
than 100 judgments.) " 

Depth (msw) 

100 200 300 400 500 

Plosive 62 54 54 51 60 
Nasal 54 51 50 44 43 

Lateral 85 81 77 70 67 
Vibr./Tap. 64 82 83 79ax 75ax 
Fricative 78 73 65 63ax 71ax 
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Table VII. lntelligibility by depth by place of articulation. (b: Only initially. x: Reduced 
reliability - less than 100 judgments.) 

Depth (msw) 

l00 200 300 400 500 
l 

Labial 61 53 61 60 63 
Dem./Aiv. 74 71 60 56 59 
Palatal 78b 70b 53b 52b 58bx 
Velar 47 42 42 45 45x ¡ 
‘/h/' 84b 76b 72b 73b 80bx 

Table VIII. Intelligibility by depth by phonalion 

Depth (msw) 

100 200 300 400 500 

Unvoiced 74 69 63 60 67 
Voiced 62 57 57 53 53 

speech distorted by helium. An experimental unscrambler is at present being 
developed in Bergen, with the Norwegian Underwater Technology Center 
(NUTEC) as main coordinator. 

It is further believed that this will be useful knowledge for standardizing 
terminology and procedures in saturation diving. 
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Categorical Perception of Speaker Identity 

H.G. Tillman, L. Schiefer and B. Pompino-Marschall 
Munich, FRG 

l. Introduction 

In natural speech communication an important role is played not only by 
linguistically defined categories, which determine one part of the phonetic 
structure of verbal utterances, but also by other aspects, such as the expres- 
sion of emotion or the characteristics ofthe perceived individual speaker. We 
do not yet know very much about how the latter types of information are 
encoded in the acoustic speech signal. 

In the framework of a research project on non-linguistic categories of 
perceived natural utterances we have focused our interest on the acoustic 
parameters of speaker identity. To determine the relevant parameters (or 
combination of parameters) it seems obvious to work with naturally pro- 
duced material. The consequence is a situation which is much more com- 
plex than in the case of synthetic speech, where single parameters can be 
controlled easily. 

To extract relevant parameters of speaker identity the experimental para- 
digm of categorical perception should be an interesting instrument. Our first 
experiments described below were undertaken in order to see whether there 
actually exists the possibility of categorical perception in the domain of 
speaker identification. It is our aim to apply this instrument to (more or less) 
complex test material the parameters of which are manipulated in a more 
sophisticated way. 

2. Method 

The starting points for the production of our test stimuli were the two 
German sentences ‘Heute ist Donnerstag‘ and ‘Aller Anfang ist schwer' 
uttered by two male (HGT/GK) and two female (LS/GH) speakers, respec- 
tively. These pairs of utterances were digitally recorded and processed in 
order to generate new stimuli placed at exactly equal acoustic distances 
between the two original ones. The linear interpolation of the acoustic 
parameters was achieved in the following way. First, the two original digital 
speech signals Were segmented into voiced, fricative-voiceless and silent 
parts. Bursts were handled as short fricative segments. The duration of silent 
intervals was interpolated directly. Fricative segments, after appropriate 
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time-warping, were interpolated in the amplitude-tíme-domain. In order to 
interpolate the voiced parts four parameters had to be manipulated: intensity 
contour, pitch contour, spectral (harmonic) structure and the duration, 
measured in numbers of pitch periods, each of a defined length. The duration 
of the respective voice parts of the initial utterances was determined by 
counting the number of pitch periods and summing their durations. The 
time-warping of the stimuli in the continuum between the original ones 
results from interpolating between these values. 

Each individual pitch period (of both original utterances) was separately 
transformed into the frequency domain by computing the Discrete Digital 
Fourier Transform. Interpolation of the harmonic spectrum and retransfor- 
mation with the computed values of Fo and intensity by computing the 
Inverse Fourier Transform yielded the pitch periods of the new signals (a 
more detailed description of our stimulus generating programs is given in 
Simon (1983)). It should be added that as soon as the two original signals 
have been segmented properly by our speech editing system the experimenter 
is free to choose the number of stimuli to be computed between the two 
original ones. Even extrapolation is possible. The computed stimuli sound 
quite natural. Listening to the continuum itself, one perceives the change 
from one speaker to the other in discrete steps. 

For our experiments the male continuum Cm consisted of lO stimuli 
(including the original ones at the ends of the continuum), the female 
continuum Cf had 7 stimuli. The tapes for running the identification tests 
contained each stimulus 10 times in randomized order. There was an intersti- 
mulus interval of 4 s and a pause of 10 s after each 10 stimuli. For the 
discrimination tests pairs of two-step-neighbours of the respective continua 
were chosen as well as identical pairs. Thus a set of 26 pairs resulted for the 
male Cm and a set of 17 pairs for the female Cf material. The Cm-tape 
contained each pair 5 times in randomized order, and to produce the Cf tape 
each stimulus-pair was repeated lO times. Within a pair of stimuli the pause 
was 500 ms, between the pairs themselves 4 s. Blocks of 10 pairs were 
separated by lO s again. 

In the identification tests the original utterances of the two speakers 
(HGT/GK, LS/GH were demonstrated 5 times, and the subjects were 
instructed that the utterances of these speakers had been computer-manipu- 
lated to varying degrees, and they were then asked to identify the speakers. In 
the discrimination tests they were asked to decide whether the utterances 
were identical or not. 

3. Experiments 

In our first experiment (Exp. 1) we presented the stimuli of continuum Cm to 
11 members of our institute who are very familiar with the voices of HGT 
and GK. The results of both identification and discrimination tests ar e 
presented in Fig. l. _ 
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Figure I. Results of Exp. I. 

In Exp. II 15 subjects who had never heard the speakers of Cm before 

undertook first the discrimination test and then the identification test one 

week later (Cf. Fig.2) _ 

In Exp. III the second continuum Cf was presentedto the subjects of Exp. 

I. Again both speakers were known to them. (Cf. Fig. 3). _ 

In Exp. IV the stimuli of Cf were presented to a group of 9 subjects to 

Whom only one speaker, LS, was familiar. The discrimination test followed 

the identification test (Cf. Fig. 4) _ _ 

In Exp. V the stimuli of Cf were presented to the subyects. of Exp. II. This 

time the identification test was run first, and the discrimination test followed 

a week later. Again the speakers were not known to the subject. (Cf. Fig. 5) 

4. Results and Discussion 

The stimuli of continuum Cf and Cm were presented to three groups of 

listeners knowing either both, only one or none of the speakerstrespectwely. 

The results of the first group show clear categorical perception for both 

continua in the identification and discrimination tests (Exp. I and II, Fig. I 

and 3). 
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The second group obviously discriminated between the known and an 
unknown speaker and thus also produced categorical perception. (Exp. IV, 
Fig.4). No categorical perception was shown by the third group in Exp. II 
(Fig. 2) where the discrimination test was presented first. But this group 
reacted in a categorical manner when the discrimination test followed the 
identification test (Exp. V Fig. 5). Due to the ad-hoc complexity of the 
manipulated stimuli an interpretation of all details in the results cannot be 
given. Nevertheless some interesting facts should be mentioned. The discri- 
mination curve (D-Curve) of group 11 for continuum Cf in Exp. IV (Fig-4) 
indicates that the difference between the original and the manipulated stimu- 
lus of the known speaker (Le. stimulus 1/3, 3/1) leads to somewhat better 
discrimination. Another effect can be seen if one compares the original 
D-curves and those normalized according to the mean score for the respec- 
tive identical pairs. Only in Exp. V (Fig. 5) do both D-curves have a nearly 
parallel form from the first until the last stimulus pair. In all other cases patts 
of identical stimuli receive better ‘same’- responses in the region of the 
identified speakers than in the region of the category boundary between the 
speakers. A third observation to mention is the dominance of speaker GK in 
Exp. 1 (Fig. I), who wins 6:4 in the identification test, while on the other hand 
the D-curve shows better discrimination within the range of speaker HOT. 
This however correlates with the specific course of formants F‘ and FS in the 
utterance of speaker GK. In order to measure the influence of such different 
parameters of the phonetic form of utterances as Fo-contour‚ intensity 
contour‚ speech rate, different frequency regions of the spectrum etc., we are 
now preparing specific non-ad-hoc material which can be more easily mam- 
pulated in a systematic way. Finally it should be noted that also any ‘artificial 
speaker' from the computed continua can be chosen as the starting point for 
the computation of a new continuum. 
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The Role of Coarticulation in the Identification of Consonants 

L.E.O. Klaasen—Don and L.C.W. POIs 
Soesterberg und Amsterdam, the Netherlands 

The study of the articulatory and acoustic properties of speech has failed to 
reveal basic segments at the phoneme level. On the contrary, every phonemic 
realisation reflects the influence of properties of preceding and/or following 
phonemic environments. Thus on the one hand there is the nation that 
‘pure‘, ‘basic form‘ speech segments may exist (eg. Daniloff and Hammar— 
berg, 1973), whereas on the other hand it is found that information present in 
the Speech sound is coarticulated (e.g. Bell-Berti and Harris, 1982). The 
concept of articulation assumes that, during (the process of) speech, basic 
forms, usually phonemes, are transformed in such a way that their articulato- 
U target values become modified due to the interaction with properties of 
contiguous phonemes. Of course, some overlap in articulatory movements rs 
inevitable, given that the Speech organs are not capable of infinite accelera- 
tion. However, what makes coarticulatory influences interesting is that their 
°"Planations go beyond simple inertial factors, although inertxa must play 
Some role. Coal’tifltlatory influences have been found that reflect plannrng rn 
motoric programming. lt seems that the speech apparatus can make prelrmr» 
nal? adjustments for different phonemes. 0bviously, the system of motor 
Control has information about several phonemes at once. Perhaps the range 
Of phonemes over which simultaneous information is available defines the 
°’Banisational scheme of speech articulation. 

Research concerning coarticulation has mostly been concentr_ated on the 
articulatory aspects of the phenomenon. Nowadays, several stud1esalso deal 
With its perceptual aspects. In analogy with studies on the art1culatory 
85pects the perceptual studies are particularly interested in the range of 
Speech over which simultaneous information about different phonemes rs 
available, related sometimes to perceptuai units. Usually, these studres are 
Confined to a few sounds, like plosives‚ and use synthetic speech or carefully 
pronoum:ed utterances‚ . „ 

The present study investigates the relative contribution of vowel transr- 
tions to the identification of all Durch consonants, both- in_ utterances pro- 
nounced in isolation and in excerpts taken from conversationall‘ speech„ By“ 
means of speech editing, parts of these utterances are deleted and hstenm's- 
have to identify the (absent) consonant on the basis of information in the 
femaining part of the utterance. Figure ! presents an example of the relevant: 

Part of the wavcform of‘a CV! utterance lna;t/ pronounced in isolation, 
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! 2 3 4 5  6 
Figure ]. Example of the relevant CV part of the waveform of /na:t/ . The vertical lines mark the 
segmentation points which define the 6 segments. 

with the vertical lines marking 6 segmentation points by means of which 6 
segments could be defined. Segmentation point ! left the whole utterance 
intact and 5 other segments could be made from this CVt utterance by remov 
ving more and more of the vocalic transition. 

Analogous to spectral analyses, the identification results show that presen- 
tation of the stationary vowel part alone does not contain enough informa— 
tion to identify adjacent consonants. However, the initial part of the vowel 
transition in CV syllables and the final part in VC syllables do contain some 
information about the adjacent consonant. The amount of information and 
its extension into the vowel transition differ widely for the various articulato- 
rily defined groups of consonants. In utterances spoken in isolation voiced 
plosives, liquids and semi-vowels can be identified rather well on the basis of 
the vowel transition only, for nasals and unvoiced plosives this is more 
difficult, and for fricatives it is impossible. Thus it seems that Dutch initial 
voiced plosives on the one hand and fricatives on the other hand reflect extreme groups in this respect. Results of experiments (Don and Pols, 1983) 
using fast reaction times to  detect and classify the consonant and vowel in CV 
syllables, reveal that this may be related to the fact that voiced fricatives are 
identified earlier than the following vowel, whereas voiced plosives are 
identified later than the following vowel. Moreover, fricatives are identified 
earlier than plosives, since in CV syllables containing a fricative‚ identifica- 
tion can start right from the physical beginning of the utterance, whereas in 
CV syllables containing a plosive identification is hindered by the vowel 
murmur preceding the burst. 

A very important aspect in the study On coarticulatory effects is the direction of the perceptual influence. Is it more advantageous to have additional cues about a consonant before than after it is heard? The literature 
is not clear on this point. Most studies show that anticipatory influences are either dominant or at least equal to carryover influences. Results of the present study show that Dutch voiceless plosives are slightly better identified from VC than from CV vowel transitions. For voiced plosives and nasals the situation is reversed, with nasals being very much better identified from CV 

„ _.
.r 

_Besides‚ studies on units of speech perception a 
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than from VC vowel transitions. Broadly speaking, we can say that some 
consonants are better identified on the basis of vowel transitions in CV 
syllables, whereas others are better identified from vowel transrtrons m VC 
syllables. No universal dominance can be found of antrctpatory or carryover 
influences. _ _ 

Information about the consonant in CV vowel transitions dld not differ 
according to whether the segments were isolated from CVC or VCV utter- 
ances. However, some consonants are better identified from vowel transr- 
tions in VC segments excerpted from CVC utterances, whereas others are 
better identified from vowel transitions in VC segments excerpted from VCV 
utterances. _ _ _ _ 

For excerpts from running speech the relative behavrour rs s1mtlar, but the 
absolute scores are much lower. _ _ 

There are various explanations for the observed perceptual 1nteractrons 
between vowels and consonants. One has to do with a more or less fixed nme 
Span over which the perceptual mechanism integrates. Another suppose; a 
functional symbiosis between production and perception in such a way 3 at 
whenever segments are coarticulated they are also percerved m a depen _ent 
way. The actual confusions made, which are often related to place of art1cu- 
lation, oint in this direction. 

For titerances pronounced in isolation, results of the present study show 
that Perceptual information in the vowel transitron about the cont1guous 
consonant is in fact redundant since the consonant segment alone already 
causes almost erfect consonant identification. . 

In conversatibnal speech consonant parts are often not well artneulated or 
masked. Moreover, the durations of the steady-state vowel segments become 

shorter and the durations of the vowel transitions become relatxvely9lon}ger 
than in utterances pronounced in isolation (Sehouten and Pols, 197l )inocr): 
these reasons, we may expect the vowel transition to become relat1ve y 'n 
important for consonant identification in utterances excerpted from runm . g 

speech. The fact, however, that vowel transitions do not seem to contarg 
much information about the adjacent consonants in conversatronal sptet:lr;e 
rejects this hypothesis and is an indication of reduced redur;danääiilional 
acoustic-phonetic level, which is probably compensated for yla Wilson 
information at the lexical, syntactic, and semanttc levels (Mars en— 
afld T ler, 1980 . 

Futiire resear)ch on ‘coperception‘ should concentrate, more thanül;ajs 
often been done in recent studies, on fundamental umts of speech t;)erfaps ic “; 

“ e.g_ a specific form of a syllable (VCV‚CV Of VC) 15 found tt° ;n then be 
SPCCCh Puccption, perceptual influences among speech Sfeghnez ilible cycle. 
e"Plained in terms of the perceptual organisatltstänaltlio“tl äneyto study the 

. . - tion. relation between perceptual umts and umts of speech Pf0duc 

; 

i 

i 
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Confusions between Dutch Consonants under Various 
Conditions of Noise and Reverberation 

L.C.W. Pols and I. Stoop 
Amsterdam und Leyden, the Netherlands 

]. Introduction 

Ever since the Miller and Nice (1955) consonant identification experiment 
there has been a vivid interest in representing the perceptual differences and 

* similarities between consonants. Idenfication under noisy or other distur— 
hing conditions, paired or triadic comparison, scaling, and memory recall 
are some of the procedures used to achieve confusion or similarity data, 

Miller and Nice only had rather simple means available to process their 
Confusion matrices and furthermore described their results in terms of 
predefined distinctive feature systems. We would prefer to use multxdxmen— 
Sional scaling techniques and let the data more or less speak for themselves. 
Over the years this has been done several times with the original Miller and 
Nicely data, e.g. Shepard (1974), Wi5h and Carroll (1974), Soli and Arabte 
(1979), and Kroonenberg and De Leeuw (1980). _ . . _ _ 

However, within the framework of a project about speech mtelhgtbrlrty 
and listening comfort in noisy and reverberant conditions, wehad the 
°PPOrtunity to collect a large amount of new consonant ident1ficatwn data. 
We feel that there are various interesting aspects to these new data and to the 
Way they have been processed: 
‘ they concern a language different from English, namely Dutch, . 
- it is a large data set (17 consonarits, 28 acoustically different condmons, 6 

Speakers, 5 listeners); _ _ 
- initial, medial, and final consonants in CVCVC words were identtiied; 
‘ not just different types of noise were used as _acoustic disturbances but 

also reverberation, plus combinations of the two; _ _ 
‘ advanced multidimensional scaling techniques were appltedto the data, 
- the present material is relevant with respect to noise legtsltitton and 

listening comfort, although this point will not be discussed any further in 
this Paper (see Pols, 198 la), nor will the links with the speech transmtssron 
index STI related to speech intelligibility (see Pols, 1981a and Houtgast et 
al., 1980). 

2. Experimental Procedure 

Three male and three female Dutch Speakers read 20 different lists with 51 
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CVCVC nonsense words embedded in short carrier phrases, for instance 
/hst wort limal sind a/. The 17 Dutch consonants /p,t‚k‚b,d‚f,s‚x‚v‚z,h,m,n,l, 
r,w‚j/ occurred three times in each list. Since in Dutch several voiced conso- 
nants do not occur in final position, there were 11 different final consonants 
/p,t‚k,f,s‚x‚m‚n,g,l,r/ . The consonants were combined with 12 vowels and 
three diphthongs. Five subjects listened to these recorded word lists under 
various conditions of noise and reverberations, and had to identify the three 
consonants in each CVCVC word. The 28 different conditions were a mix- 
ture of four reverberation times (T = 0,05, 1 and 1,5 s), five signal-to—noise 
ratios (SNR > 50, + 15, + 8, + 1, and -6 dB), and five noise spectra, see Table 
1. The different noise spectra mainly differed in their high-frequency energy 
and were supposed to be representative of various types of ambient noise. 

Table [. Specification of all 28 listening conditions in terms of type of noise spectrum used, 
signal-to-noise ratio, and reverberation time 

T in S SNR in dB Type of noise spectrum 

50 +15 +8 +1 —6 

0 1 2 3 4 5 Speech noise 
0.5 6 7 8 9 10 Speech noise 
1 11 12 13 14 15 Speech noise 
1.5 16 17 18 19 20 Speech noise 
0-5 21 22 Traffic noise 
0.5 23 24 lndoor traffic noise 
0-5 25 26 Train/airplane noise 
0-5 27 28 Industrial noise 

After two days of training the listeners got, on each of the following days, 
all 28 condmons in random order for one speaker, plus some standard 
condmons for practice and reference. The identification experiment was 
computer controlled and all responses were stored on-line for subsequent 
data processing. 

3. Results 

For an evaluation of the various percentages correct scores under the various 
conditions we refer to Pols (l981a, 1981b); in this paper we will concentrate 
on the structure of the confusion matrices. The present data require a 
so-called three—mode model, namely stimuli x responses x conditions. These 
models are also referred to as individual difference models; these so-called 
individual differences are replaced in our data by differences caused by the 
acoustic conditions. For the time being we have neglected the real individual 
differences in our data, namely those caused by different Speakers and 
different listeners, and used cumulative data. Appropriate multidimensional 
scaln programs like PARAFAC (Harshman, 1970), INDSCAL (Carroll 
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and Chang, 1970), and ALSCAL (Takane et al., 1977) represent the stimuli 
and/or the responses as points in a multidimensional space with fixed axes, 
whereas the conditions are represented as factors weighing the overall confi- 
guration. Differences between these programs have to do with the structure 
of the input data the optimization algorithm, freedom of axes etc. 

Kroonenberg and De Leeuw (1980) recently presented the method of 
principal component analysis by alternating least squares algorithms to solve 
the three-mode model in its most general form. Results from this program, 
called TUCKALS, will be presented here and we will limit ourselves to the 
initial-consonants data. A mean-squared loss function is used to mmrmrze 
the difference between the low-dimensional model and the original data. A 
3-dimensional stimulus configuration is presented in Fig. 1. The response 
configuration happens to be almost identical to this one. If one studies the 

configuration of Fig. 1 one will realize that clusters of consonants are 

positioned in the centre and at the four corner points of a tetrahedron. One 
can distinguish the following clusters: /l‚r,w‚j,h/‚ /z,s/, /v,f‚x/', /m‚n/, and 

/P‚t‚k/ plus perhaps /b‚d/. Although quite different from, for mstance, the 
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configuration found by Soli and Arabic (1979) by using INDSCAL on the 
Miller and Nicely data, this configuration seems to be quite attractive for 
Dutch consonants and certainly reflects the major structure in the confusion 
matrices. In those matrices one sees, for instanoe, almost no confusions 
between /f/ and /s/ , or between /v/ and /zl‚ and more confusions between 
/p/, /t/‚ and /k/ than between /p/ and /b/, or between /t/ and /d/. This of 
course, is partly related to the types of disturbances used. 

Despite the freedom given to the program to use three dimensions to 
represent the conditions, this representation of the 28 conditions tums out to 
be one-dimensional, see the upper panel of Fig. 2. The lower panel in this 
figure represents the percentage correct score for the initial consonants. 
Apart from a few deviations, e.g. conditions 26, 10, 15 and 20, there is a 
striking similarity. This could be an indication that both (speech) noise and 
reverberation have similar effects on consonant intelligibility and confusabi- 
lity behas1'or. 
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Amplitude Envelope and the Perception of Breathy Steps in 
Hindi 

L. Schiefer and K. Ketten 
Munchen, FRG 

]. Introduction 

In common with other Indo—Aryan languages of Northern Indian Ilind1 is 
characterized by a four-way contrast within the stop consenant ser1es,_the 
following phonological categories being present: voiceless, vmceless-asp1ra- 
ted, voiced, and breathy er murmured. While the first three categones are 
differentiated by Voice-Onset-Time (VOT), this does not hold for the des- 
criPtien of the breathy steps. Breathy steps in Hindi are produced With 
Prevoicing as the voiced steps are, but there is a significantly different release 
Of the closure, i.e. the first part of the following vowel is breathy. 

Fischer-Jergens€n (1967) and Dave (1977) wheexammed breathy and 
clear vowels in Gujarati did not find any difference in thefermant structure 
Of these vowels. The analysis of !Xöö and Gujarati carried out by Bmldey 
(1982) Showed that the relationship of the first and second harmomc is 
Si8nificantly different in breathy and clear vowels. The amplitude of the_fir_st 
harmonic is always higher than the amplitude of the second harmomc m 
breath vowels. _ _ . 

The )aim of the present study is !) to check Bickley’s results With Hm};h 
material, and 2) to investigate the influence of the amplitude of the breat y 
part of the stop on the perception of breathy steps. 

2- Material and Procedure 

A list of single words containing all Hindi stop phonernes m initial 30?1t1:}:2 
was Produced by 4 native speakers of Hindi. The recerdmgs were ma e in 35 
sound“Proofed room of the Institute. A digital copy of the mate_na iwtial 
Pfepared and the first syllable of all words containing a breathy st<;{) g:;rivere 
position was segmented in the following way. Four parts of the sy a 
defined: 
1- Prevoicing, 
2- burst+voiceless aspiration, 
3- breathy part of the vowel, 
4" Steady part of the vowel. 

_ . . le In addition to these 4 parts all voiced port10ns Wü!”e segmented """ Sing 
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periods to allow manipulation of these portions. Beside other values the 
following ones were calculated: the amplitude of the single pitch periods, 
average values for the amplitude of all harmonics for the single pitch periods, 
and the relation of the 1st and 2nd harmonic for the breathy and steady part 
of the vowel. 

The relation between the Ist and the 2nd harmonic agreed with Bickley's 
results. The amplitude of the first harmonic was significantly greater in the 
breathy part than in the steady part of the words produced (from 3.46 dB to 
20.02 dB). The comparison of the amplitude envelope of the breathy part with that of the steady part of the vowel also showed a significant difference. 
The amplitude of the breathy part was between 9.8 dB and 30.05 dB lower 
than that of the steady part. Taking these results as the point of departure test stimuli for two perception tests were produced by manipulation of naturally produced speech material. 

3. Test Material 

Previous investigations of the breathy stops in Hindi (cf. Schiefer 1983) 
showed that a breathy—to-voiced continuum can be generated by reducing the breathy part of the vowel in equal steps. The first stimulus of the continuum thus contains the whole breathy part of the vowel While the breathy part is completely eliminated for the last stimulus. Clear categorical perception between breathy and voiced is found. The original stimulus choscn for the manipulation was taken from the word /dhobi/ containing the following values for the individual parts: !. prevoicing 134 ms, 
2. burst+aspiration 30 ms, 
3. breathy part 105 ms, 
4. steady part 154 ms. 

The stimuli for TEST I were produced by reducing the breathy part in steps of 3 periods, i.e. in steps of about 15 ms, thus generating a continuum Of 8 stimuli. The pitch periods used were taken from different parts of the breathy section to avoid distortion of the articulatory movements as much as possi- ble. The newly defined stimuli were then constructed from the ori8irlal stimulus with the help of a resynthesis program. The stimulus used as point of departure for the manipulation had a burst of 30 ms with an amplitude of -45.7 dB and thus differed both in length and amplitude of the burst from normal realisations in breathy dental plosives. In order to study the influence of the amplitude as well as the duration of the burst the basic continuum was subjected to a further manipulation with respect to these two parameters. For the second continuum the amplitude of the burst was reduced by 30% in the third continuum the aspiration was eliminated and in the fourth continuum both these changes were made. In order to investigate the influence of the amplitude envelope of the 
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breathy part on the perception of breathy stops the whole breathy part 02the_ 
vowel. was eliminated in TEST II, generating a stimulus that consrste o 
prevoicing, burst+aspiration, and the steady part of the vowgl; $usfltir; 
breathy phonation characteristic of the category was remove ‚h ferst 21 

superimposed the amplitude contour of the breathy sectton o? t eh leriod 
pitch periods of the steady section by ad_1ustrng the amplitude o e:c pican 
to the amplitude of the corresponding perrod. Pre-tests With p one 1 t ä 
trained staff and students of the Institute ensured that the mampu a e 
stimulus was unambiguously assigned to the breathy category. The 'i‘cä15t'lrr‘“? 
2-4 of TEST II were generated in the same way as descrrbed for . 1: 

Two identification tests were prepared, each contammg a set of 32 Stlmllti; 
which were repeated 5 times and were presented in rando_mrzed ord;r w110 
interstimulus intervals of 4 5 and a pause of 10 s followmg a bloc h0 1 1 
stimuli. The tests were run at the Centre of German Studies at the ‚law; arflae 
Nehru University in New Dehli. One group of hsteners part1;(:tpatef }l«[ri‘ndi 
tests; all subjects were students of the Centre and native spea ers olated b). 
The subjects were instructed that the presented strmulrwere ma:np3r /t th 

computer. They were asked to  decide to which phonemrc stop ca eg y , , 

d, dh/ the presented stimuli belong. 

4. Results and Discussion 

The results for TEST I show clear categolii‘:al Per cept10fl m ‘he}dentll.frläilfiz 
test in the continuum from breathy “’ "°iced (Cf' Flg' ”. (For thlä ‚i,-ee eated in investigation no discrimination tests were run- The teSts v$hi5 tipme clear March 1983 “Sing other Stim““ as p°in.t °f ‚depa'rture. d discrimination categorical perception was found in both ‚ident_ificationdan r the end of the 
tests.) The category boundary for all contmua rs locate gea iced score8 lies 
continuum. The point of intersection for both breathy an vob ndary Shift 
between the 6th and the 7th stimulus. “’ be precise at 6.54. A oudar lies at was found in the other three continua, where the category bot-ln ifiälnt in a 6.49, 6.3 and 5.97 (cf. Figs.2-4)- This shi“ was found to be n0t51gn correlate — es . .  - ' The reiutltts for TEST II again show clear categoncal pf)riägzli(z‘lilig°ä 
breathy to voiced; the category boundary lies at 6.99_(C£ Fä_ 1 There is also a 
noticed that the identification rate is not as high {15 m 35 where the category Shift in the category boundary found for the continua . - nificant (cf. Figs. boundary lies at 6.58, 6.26 and 5.93, Which‚agam ls “0:181g ts are nearly the 5—8). The values for the points of intersection for b°t tes 
same. . - vowels The perception test run by Bickley (1982') for Gu1al'atltflsswtfsrtmhzhic was 
Were judged as breathy when the ampl'tUde Of the -'1 ce of the funda- increased. Thus she assumed that ‘the in?feased Pro'i‘menrrelate ofbreath- 
mental with respect to the first harmonic is the acoust1c ct: of the amplitude 
iness’. The aim of our study was to examine the rmpoftämc 
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envelope of the breathy part of Hindi steps. Our results show that the 
amplitude envelope is also an important acoustic correlate for breathy stops. 
In addition we found that the manipulation of only 6pitch periods1s enough 
for the identification of breathy steps. Comparing the points of intersect10n 
of both breathy and voiced scores in both tests some interesting observat10ns 
can be made. It is noticable -as found by Bickley too- that the breathiness of 
the productions does not contribute in a significant degree to the perceptton 
of breathy steps. The manipulation of the burst leads to nearly the same 
results in both tests. A Shift in the category boundary was found m both tests, 
but it was obviously not significant. _ 

This leads to the concluding observation, that rather than the ‘acoust1c 
content’ of the signal the ‘articulatory gesture’ is judged by the listener (ef. 
Tillmann 1980). Further investigations should be undertaken to ver1fy th1s 
hypothesis on the basis of a variety of natural stimuli differ1ng 1n the durat10n 
as well as in the amplitude contour of the breathy part of the stop. 
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Identification of Intervocalic Plosive Consonants: the 
Importance of Plosive Bursts vs. Vocalic Transitions 

M.E.H. Schouten and L.C.W. Pols 
Utrecht and Amsterdam, the Netherlands 

]. Introduction 

When plosive consonants occur between vowels, as they usually do in 
conversational speech, their information-bearing elements are silence, vocal 
murmur, the plosive burst, and the two vocalic transitions (VC and CV). In 
the literature there has been some controversy about the relative perceptual 
importance of burst, CV-transition, and VC-transition; for a short survey see 
Schouten and Pols (1983). It is clear that the plosive burst is the most 
invariant one of the three but it is also true that the vocalic transition is 
probably more resistant to masking, and may therefore be more importam 
perceptually. 

We have run a series of experiments in which subjects had to identifY 
plosive consonants from signals in which various parts of those consonants 
had been deleted (replaced by silence). The aim was to find out what the 
relative contributions of the plosive burst and of the two kinds of vocallc 
transition are to the identification of plosive consonants. In this presentation 
we restrict ourselves to a subset of our data: we shall only discuss these 
conditions which all experiments had in common; a more comprehensrve 
report will be published at a later date. There were four experiments: . 
l. Pairs of ambiguous sentences: each pair consisted of two nearly identn:ätl 

sentences, which differed only in one plosive consonant. Segments of this 
consonant Were deleted in various ways, and the censonant had to be 
identified; subjects chose between the two possible alternatives. _ 

2. In orderto find out whether the sentence context, which, strictly speakmg, 
was completely redundant, had any influence on the scores, we lifted the 
VCV sequences containing the relevant plosives from the sentences and 
presented them in isolation. Again, the two possible alternatives were 
available for subjects to choose from. 3. As a link to experiment 4, the stimuli of experiment 2 were presented “’ the same subjects, who this time were allowed to choose among the five plosive consonants Dutch has: /p‚ t, k, b, d/. This experiment was 
actually run before experiment 2. 4. In a re—run of the experiment described in Pols and Schouten (1982)a‚nd Schouten and Pols (1983), we asked subjects to identify the three Ploswe consonants in CVCVC nonsense sequences. There was, howevef. one 
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differencez_in the earlier experiment every transition was defined operatio- 
nally as consisting of three pitch periods, but this time the transitions were 
defined as beginning (VC) and ending (CV) at the midpoints of the 
vowels. This made the segmentation procedure the same as the one 
employed in experiments l ,  2, and 3. As in experiment 3,subjects had five 
alternatives to choose from. In what follows, we shall only deal with the 
second of the three plosive consonants in the CVCVC utterance, since this 
was the only intervocalic one. 

2. Method 

In all four experiments the segment defined as the VC-transition preceding 
the burst started near the midpoint of the vowel and ended where the plosive 
burst (including vocal murmur or silent interval) began; everything was 
reversed for the CV-transition following the burst. The deleted segments 
were replaced by silence, and a 5 ms smoothing window was applied at the 
segmentation points. Four conditions are considered here: nothing deleted, 
only the burst left in, only VC left in, and only CV left in. 

Experiment 1: ambiguous sentences 
We constructed 50 pairs of sentences‚ each pair consisting of two sentences 
which were identical except for one plosive °°“S°nam (example: ‘hü telde twee keer’ = ‘he counted twice’ vs. ‘hij belde twee keer’ : ‘he rang twice’). Each of the five Dutch plosive consonants occurred five times opposite each 
of the other four Dutch plosives in varying intervocalic contexts; since there 
were ten possible pairings, this resulted in 50 sentence pairs. The 100 sen- 
tences were read by one of the authors, who took great care to  pronounce 
both members of each pair identically. The recordings were diglttsed (20 
kHz, 12 bits) and regenerated in a random order of sentences and of segmen- 
tation conditions. 

' Subjects were 19 university students: half of them did this expertment before experiment 4 on the same day, and half of them did experiment 4 first. 
For each of the sentences they had to  encircle one of two letters on a response Sheet which gave the whole sentence. On the whole they enjoyed this task. 
Which was experienced as quite a natural one. ‘ 
Experiment 2: VCV segments from the sentences, 2 alternative: 

The stimuli were the VCV segments containing the ‘ambiguous’ plosrve 
consonants from experiment ], from the middle of the preceding vowel to the 
middle of the following one. Either the whole segment was presented, or the 
burst, or one of the transitions. _ _ _ 

SUbjects were 24 university students: they took part in this experiment 
after experiment 3. They had to encircle the appropriate one of two letters on 
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a response sheet; this sheet did not contain any information on the sentences. 
The task was strongly disliked. 

Experiment 3: VCV segments from the sentences, 5 alternatives 

This experiment, which always took place before experiment 2, and in which 
the same 24 subjects participated, was identical to experiment 2, except that 
subjects now had the five Dutch plosive consonants to choose from. 

Experiment 4: CVC VC sequences 

45 Meaningless CVCVC sequences were read out by the other author, 
digitised (12 kHz, 10 bits) and regenerated in a random order of sequences 
per condition. Whatever was deleted from one of the consonants was deleted 
from all three, so that subjects were presented with three bursts, or two 
CV-transitions, or two VC—transitions, or the whole utterance (as in all the 
experiments reported here, there were more conditions, but those do not 
concern us now). However, in the CV-condition the third consonant in the 
CVCVC-utterance was represented by its burst; the same applied to the 
initial consonant in the VC-condition. This was done in order to maintain the 
impression that each stimulus consisted of three consonants. Stimuli were 
embedded in carrier phrases. 

Experiment 4 was alternated with experiment 1, and the same 19 subjects 
participated. Since this was the only one of the four experiments to be run 
on-line (tapes were used in the other three), in this experiment responses were 
given by typing in the appropriate letters. Subjects found it diffioult to 
remember the correct order of the three plosives, but they expressed no 
strong dislikes. 

3. Results and Discussion 

All results that concern us here are summarised in Fig. 1, which shows the 
percentages of correctly identified plosives in the four experiments in the 
form of histograms. Unvoiced and voiced plosives are shown separately. The 
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Figure !: The results in terms of percentage of correct plosive identification responses in allfour 
experiments. The hatched bar represents the score for the bursts without the vocalictrans1nons; 
the bars to its left and right represent the scores for the VC- and the CV- transition respectrvely. 
The top line in each histogram indicates the score for the whole (uncut) utterance. UV means 
Unvoiced; V means voiced. Chance levels are 50% in experiments ] and 2, and 20% m 
experiments 3 and 4. 

conclusion to some extent. Since in experiment 4 the speaker was different 
from the one used in the other experiments, it could be that our main 
Speaker just happens to be a good articulator of bursts. We would tend to 
Support a different explanation, however: in experiment 4, subyects had to 
identify three plosives, which came in rapid succession. Hearmg themes 
three vocalic transitions, one perceived a certain amount of contmutty 
and tended to  remember a (nonsense) word, whereas with three usually 
very brief p105ive bursts the effect was one of three completely drs30mted 
sounds suggesting a short burst of machine-gun fire. In such a srtuatron 
low scores are almost inevitable, and the conclusion could be that vocalic 
transitions are indispensable under (normal) circumstances _m Wth 
many consonants have to be identified in a short time: tftran51t10ns were 
absent, continuity could fall by the wayside. 

hatched bar in the middle of each histogram represents the condition in 2° 0ccasronally, the'CV-tratl8it10n nvals the burst m tige/opzztäenfgfi‘ilezf which only the plosive burst was heard; the bars to its left and to its right correct identifications. This happens only in the case gm the VCp—transi: represent the conditions with only VC-transitions and only CV-transitions, and then only in experiments 1 and 4. The same ap? le. ent 4 these are respectively. The top horizontal line reflects the identification score for the ttons °f unvoiced plosrves m experiment 4° In experrm " t lno uncut utterance. probably the result of the low scores forthe bursts, but in exäercll?feeriences 
We should like to highlight three features from Fig. I.: such explanation is available. in fact, this is JUSt gnelgfbte ienliembered [ .  Overall, the burst elicits many more correct identifications than do either between th? results from experiments ] and 2' It s_ ou ts 1 and 2 except of the two transitions. This suggests that the vocalic transitions contribute that 3“"““" and procedure were the same m exgerr(rjnefi context Surroun- 
relatively little to the perception of plosive consonants. Transitions help, that in experiment 1 a sup p osedly completely re du?1dznt as we believed it presumably, but in many cases the plosive burst seems to contain enough €:: ?; Sttlt?Uh' tElthfr th? c?rtlltieexsttrrlglslllilcziziss rlfaye a strong influence on 
. . . . - ' , r e ‘na ura ness o . 
mformatton by "self. The results from experiment 4 contradlct thlS identification behaviour, turning CV-transitio ns into important eue—bea- 

rers in voiced plosives. 

* _ _ — _ _ £  
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3. There appears to be a fairly systematic difference between VC-. and 
CV-transitions: the latter are more important in voiced plosives, whereas 
the former are more important in unvoiced plosives. Contrary to English, 
there is virtually no voice-onset-time between the burst and the vocalie 
parts of Dutch plosives, so our finding here may be a language-specific 
one. We predict, however, that voice-onset-time cuts off a part of the 
CV-transition and thus reduces the overall score for CV-transitions, but 
should not affect the relative scores. For the time being, therefore, we 
claim that our finding should also hold for a language such as English. 

We realise that forcing people to listen to utterances from which bits have 
been deleted does not tell us everything about the role of the remaining bits in 
normal connected speech. By introducing silence into an utterance one does 
not simply eliminate cues - one also adds new ones. We have attempted to 
avoid that trap by conducting an experiment with sentences in which one 
plosive was mutilated, and which the subjects regarded as quite natural: they 
hardly noticed anything unusual about the sentences. However, we have not 
managed to avoid the trap: in all experiments, including the sentence experi- 
ment, the gaps in the stimuli provoked a strong tendency towards /p/- and 
/b/- responses, a tendency which seemed to overrule subjects’ written prefe- 
rence for one sentence rather than the other of a pair. These things will. 
however, have to wait for future evaluation. 
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The Effects of Visually Presenter! Speech Movements on the Perception of Acoustically Encoded Speech Articulation as a Function of Acoustic Desynchronization 

H.G.Tillmann‚ B. Pompino-Marschall, U. Porzig Munich, Federal Republic of Germany 

1. Introduction 

Under certain conditions, visually presented speech movements have a strong influence on what is “auditorily” perceived when the acoustic signal 
contains the mapping of another speech movement. If, for instance, an 
a°°“5tic [ga] is synchronized to a seen <ba> movement and not presented too clearly to the listener he perceives a heard “[da]". In a series of pretests 
We found that the different effects of VPSM (Visually Presented Speech Movements) on the perception of AESA (Acoustically Encoded Speech 
Articulation), which have been observed since the appearance of McQurk 
and Mac Donalds(l977), cannot be adequately accounted for bytherr dmsron into fusions and combinations‚ e.g. in the respective cases of <ga> + [ba] = “[de]" and <ba> + [da] = “[bda1”. _ The ‘winning eye’ effects are to be judged quite differently dependmg on 
whether or not the subjects see that a labial articulation is taking place. For 
convenience we put the description of VPSM in angled brackets and if there 
is a difference between <VPSM> and [AESA] we enclose what IS actually 
aUditorily perceived in quotation marks. To express that it_istrue that the labial movement is visually present, we write <+L>, when it rs not present 
-L>. 
Yet the nondominant audimry mode may also gain in influence dependmg 

On how clearly the true ‘articulatory content’ (cf. Tillmann 1980, 68ff, 244ff) 
Of the given utterance is mapped onto the acoustic speech wave. filong these 
lines One finds an explanation for combinations such as “[bda] . Here We Would like to make quite another observation. In a noisy compnter room, 
l°°ki“g at a not so clearly visible <ga>, which is presented With its ongmal 
[ga] leads in most cases to a perceived “[dal". We would like to distinguish three different VPSM/AESA effects If the 
Contradiction between <+L> and [+da] leads to the perceptron of [bda] , 
We will speak of a phonetic combination. If in cases of <-L> the place of articulation of [+L] is moved from the lips into the mouth of the Speaker 
(<ga> + [ba] = “[da]") we speak of the resulting “Hal" 85 ‚a phonetic qi°“; [WO different phonetic categories fuse into a new category m between. Blu if in the case of <+L> there is also a transfer of lab1al manner of articulation‚ say “[p-]” or “[b_]”‚ we would prefer to call the resultmg 
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combination a phonemic fusion, because this effect strongly resembles the 
effect of phonological fusion found in dichotic listening experiments (Cut- 
ting 1976). This is clearly the case with <+ba> + [la] = “[bla]”. 

In the experiments described below we are less interested in producing the 
different VPSM/AESA-effects but rather in destroying them by systemati- 
cally desynchronizing the temporal coincidence of <VPSM> and [AESA]. 

2. Experiment I 

In our first experiment we tested the phonetic fusion using the two German 
words “Gier” and “Bier”, taking the VPSM from the first word and the 
AESA from the second one. We expected that <Gier> + [Bier] would result 
in “[dir]”, which is also a German word. To prepare a test tape for the 
Sony-Umatic-recorder a female speaker was filmed uttering the two sen- 
tences “Ich habe - Gier - gesagt", “Ich habe - Bier - gesagt”. The hyphens 
indicate a pause of nearly l s. As the lips were closed during the pause before 
“Gier” any preparatory tongue movements were masked and only the 
<g>-release could be seen. The plosive of the word “Bier" was produced 
with a short noticeable lip pressing. 

The test tape had six blocks each consisting of eight copies of the “Gier”- 
Sentence and of two copies of the “Bier”-sentence randomly inserted. The 
original speech signals from the test tape were digitally recorded and proper- 
ly segmented. Based on this segmentation (for the details of this procedure cf. 
Tillmann, 1983) the second track of the test tape received the sentence frame 
via direct AD/DA-conversion from the original track whereas the desyn- 
chronized [Bied-signals came from the computer memory. The desynchroni- 
zations of the acoustic signals had the values of 200, 250, 300, 350, 400 and 
500 ms (deviation 0.05 ms) in positive and negative direction, respectively, 
and each of these items occurred four times (the zero condition was omitted 
because in pretests we had found that the effect of phonetic fusion is very 
resistant to small desynchronizations). The dummy “Bier"-copies received 
the original acoustic signal without desynchronization via direct AD/DA— 
conversron. 

The tape was presented to 17 subjects who were instructed to watch the 
screen and to report whether they had heard “Bier” or “dir”. It appeared 
that 10 of the subjects always heard the original acoustically given word 
“Bier”, which means that they did not show any phonetic fusion. According 
to our pretests this was probably the case because no zero delayed <Gier> + 
[Bier] items were used in this test. The results of the seven fusioners are given 
in Fig. 1. 

The same tape was presented a second time to the subjects who were now 
instructed to judge the quality of the synchronization as good or incorrect. 
The results of the seven fusioners are given in Fig. 2. 
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Figure 2. Results of quality judgement in experiment ] ('undecided' responses omitted). 

3. Experiment II 

Phonemic fusion was tested in Exp. II where we used the German sentences 
“Ich habe - ba - gesagt", “Ich habe - la - gesagt”. We expected that seen 
<ba> and acoustic [la] would give the fusion “[bla]”. The tape was prepared 
as in Exp. I but we introduced only positive desynchronizations (acoustic 
delays) in this case: O, 100, 200, 300, 400 and 500 ms. The tape was presented 
to 6 subjects who were instructed to report whether they had heard “bla” or 

“la". The results are shown in Fig. 3. 
Analogously to Exp. I the second quality judging test was run. The results 

are given in Fig. 4. 
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Figure 3. Identification of experiment II (‘undecided‘ responses omitted). 
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Figure 4. Results of quality judgement in experiment Il (‘undecided' responses omitted). 

4. Discussion 

The data of the fusioners in Exp. I (cf. Fig. ])  show that for one group of 
subjects there is a wide range of desynchronization where phonetic fusions 
stay predominant, the range going from -250 to +300 ms. We had already 
found this kind of asymmetry in our pretests. The data of the phonemic 
fusion experiment (cf. Fig. 3) show that in this case the timing relations are 
much more critical. The influence of the dominating eye breaks down as soon 
as thedelay of the acoustic signal is more than 100 ms. Of interest is also the 
fact that exactly synchronized <ba> + [la] result in fewer “bla“-responses 
than in the case of the first desynchronized stimulus pair. This indicates that 
for phonemic fusion the timing relations of natural speech productions play 
a more critical role than in the case of phonetic fusion. A corresponding 
effect can also be seen in the judgements of the quality of the synchronization 
(of. Fig. 4). 
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. . . . . n 

In general, the quality judgements are in agreement With the 1denhfwatro 
. . . all 

results. We find it very interesting that subjects react so much more crrtrc y 
' ‘ ' ase of 

to desynchronization in the case of phonemic fusron than in the 0 

phonetic fusion. 
Further experiments are planned to 

tdrily different conditions that mfluence ESA. 

fects as a function of desynchronizatron between VPSM artd 3 conducted 

The next experiment which has been prepared but not.y combination 

concerns a situation where we have an amalgam of phone<räier> + [Gier] 

and phonemic fusion. As we have seen in the first pretestls,k to see whether 

produces the phonetic combination ‘_‘[bg ”. We woulS l ;onemic fusions 

Under the respective desynchronizatron condrtrons t e pderstood by the 

“[B’gier1" and “[G’bier1” result, since these could be un 
“ ' „ “ b ' e r „ .  

SUbjects as allegroforms of the German words Begter , ge 1 

determine more closely those articula- 

the decreasing VPSM/AESA-ef- 
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Listening for Phonemes while Reading 

M. Martin 
Oxford, United Kingdom 

!. Introduction 

Investigations of the psychological processing of two or more concurrent 
linguistic signals have provided extensive evidence for general limits in 
central processing capacity (e.g.‚Martin, 1978, 1980). A finding reported by 
Martin (1977), however, cannot be accounted for in this way. The auditory 
detection of phonemic targets (stop consonants) was assessed with or with- 
ont concurrent reading and compared with that of syntactic targets (adjec- 
tives) and semantic targets (temporal reference words). It was found that 
relative to single—task performance (which was equated in the three condi- 
tions), dual-task performance was impaired to an approximately equal 
extern in syntactic and semantic conditions, and that the impairment was 
considerably greater in the phonemic condition. 

Martin (1977) was able to discard a possible explanation of the phoneme- 
sPecific impairment in terms of the distinction between data-limited and 
resource-limited performance (Norman and Bobrow, 1975). If the three 
conditions differed in which of these two types of constraint were operattve, 
then rate of presentation of stimuli should have exerted a differenual effect. 
In practice however it did not. Thus an alternative explanation for the 
finding appears necessary. ‘ _ 

The hypothesis to be examined here is the specific attentional mpatrment 
arising with stop consonants as a consequence of their very brief duratron. It 
may be the case that in order to detect and discriminate stop consonants, 
subjects are forced to process in much shorter decision units, usmg a fine- 
timing mechanism. If this fine-timing mechanism were also involved in the 
control or allocation of attention when two tasks are carried out concurrent- 
ly, it would account for the observed results. _ _ 

In order to test this hypothesis a new experiment is reported in which 
detection of Stop consonants is compared with that of several other phone- 
mic targets. This allows comparison of (a) stop consonant detection Wlth 
l°“ger consonant detection, (b) short vowel detection With longer vowel 
dete€tion, and (c) stop consonant detection with another short consonant 
detection. The stop consonant, other short consonant and short vowel used 
Were ”A / n/ , and /I/ while the long consonant and vowel were /s/ and /au/‚ 
The durations in the short group, as in the long group, were approxrmately 
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equal (Umeda, 1975; 1977). Thus the fine-timing hypothesis predicts'signifi- 
cant effects within comparison (a) and (b), but not within comparison (c). 

2. Method 

Subjects 

The participants were 20 right-handed males from the Oxford Subject Panel 
aged between 18 and 35 years. 

Material 

For the auditory monitoring task fifteen lists of 224 each were prepared. 
There were three lists for each of the five target phonemes /t/, /n/ , /s/ , /l/‚ 
and /au/. Each list contained examples of only one phoneme target type- 
There were twenty target words in each list embedded in 204 distractors 
which did not contain the target phoneme. Target words were arranged 
throughout the list, separated by an average of ten and a minimum of seven 
distractors, with on average the first five words and last nine words of each 
list also distractors. Target and distractor words were all polysyllabic. Target 
phonemes occurred once only in each target word, in any position excluding 
initial and final phoneme. The lists were spoken by a North American, as in 
the Umeda (1975; 1977) studies on vowel and consonant duration, at a rate of 
1 word per second. Each list commenced 2 sec after a warning signal. 

For the reading task seven passages of text were taken from the ‘Discourse 
on Method’ of Descartes (1968). This allowed the selection of passages that 
were two printed pages in length but contained no paragraph indentation. 

Appararus 

The word lists were presented via headphones from a tape recorder. A 
response key was connected to a pure tone oscillator whose signal was fed 
through a mixer with that of the tape recorder into one channel of a second 
tape recorder. On the second channel of this tape recorder the subject’s voice 
while reading was recorded. 

Procedure 

Each participant was tested individually. The experiment proper was preced- 
ed by practice trials on each of the types of detection tasks in isolation, on 
reading in isolation, and on both those concurrently. The order of occur- 
rence of the different conditions in the experiment was balanced over sub- 
jects using balanced predecessor Latin squares. 

" ”  }) ( ‚ '  i 
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3. Results 

Analysis of variance showed that the speeds of reading m isolatio<n 233 “;,til2; 

live target conditions differed significantly, F(5‚95) = 37.13, g 4 . d ‚158 0 

mean speeds in isolation and with target detection of 22 . dal: twhile 

words/ minute, respectively. Duncan's multiple range test show; t afor /t/ 

detecting consonants the reading rate (in words/mmute) was 5 zw;;t while 

and /n/ (156.2 and 153.6, respectively) than for /s/ (172.3), ar; {62 1) < 

detecting vowels the rate was slower for /1/ (145.9), than for /au ( . , p 

.05 in ach case. _ _ _ . . _ 

Meaen target detection rates in isolation and while readmg dgi)fer;;los;lger‘ilig 

cantly at 84.6%‚ and 65.8%‚ respectively, F(l,l9) = 63.94, p <.h f" e t  es of 

there was no significant interaction between this factor andt gi) 12\;7 );}; 6% 

detection, F(4,76) = ‚52, with dual-task detection at 79.5%,/ /./ aond lau/, 

74.8% and 74.2% of performance in isolation for /t/ , /n/, /s , t , , 

respectively. 

4. Discussion 

The results of this experiment Pf0Vided evidence that the dete;tlf 2ff123g22 
consonant is more injurious to dual-task Peff°‘mance thanh a of another 
fricative, while its effects do not differ sigmficanth/ “?"? t.gzes than along 

short, nasal consonant. Similarly‚ a Sh°“ V‘_’Wel 1.5 more änjulfltas‘( setting has 
one. The investigation of phoneme percepti<_m Wlmm a ua_- the temporal 
thus been shown to provide significant ev1dencc concerning din articu- 
characteristics of the human information-P“_"iessfng system;;;hanilzm may 
lar suggests that specific demands u190n a pos1ted fine tmä‘mätion of dual-task 
be placed both by phoneme detection and by the C°'°f m 

performance. 
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Speech Quality and the Gating Paradigm 

S.G. Nooteboom and G.J.N. Doodeman 
Eindhoven, the Netherlands 

]. Introduction 

The correct recognition of a word from speech can often take place when 
only part of the spoken word form has been heard (e.g. Marslen-tson, 
1980). In such a case the remainder of the word is, in some sense, redundant 
information. Of course, redundant does not mean superfluous. Redundancy 
serves to make speech communication less vulnerable to all kinds otdegrada- 
tion of the ‘ideal‘ speech signal, caused for example by sloppy art1culatron, 
external distortion, or a hearing deficit in the listener. _ 

In the present experiment we have set out to measure the effect of “diffe- . 
rences in speech quality, caused by differences in degree of data reductton m 
LPC vocoder speech, on the relative number of speech sounds needed for 
correct recognition of polysyllabic words. For this purpose we used an 
adaptation of the ‘gating paradigm’ introduced by Grospan (1980). . 

Our aim was twofold. We wanted to find out whether we could obtam a 
reliable and relative easily applied measure of speech qual1ty. \_V_e also 
Wanted to see whether the course of the probability of correct recogmtron, as 
controlled by the successively added speech sounds, has any dtagnostxc value 
with respect to the type of degmdation of the speech signal. 

2. Method 

A set of 40 Dutch polysyllabic words was selected, with frequencres of usage 
of 10 or more per 720.000 words in the Uit den Boogaart word frequengy count (Uit den Boogaart, 1975), Optimal spoken realrsatrons of_the_se wer s 
by a speaker of standard Dutch were recorded and stored on dl$k in digital form (pcm, 12 bit per sample, 10 kHz sampling frequency). From each “;.°;d 
token an initial fragment was isolated, corresponding “’ the begll'll'llflg 0 t ; word, and containing several speech sounds. This frant was chosenhsut! that it was long enough to successfully apply LPC analysrs andresynt elslis‚ and short enough to ensure a low probability of correct recognmon. Furt er 
versions of the same word token were produced by addmg_ segmentS Of Speech corresponding to successive speech sounds to the mmal fragment. 

' This was done under visual and auditory control. An example ofa phonettc transcription of consecutive fragmemary W°rd tokens Of one word, in this case the word AUTORI'I‘EIT (Engl. AUTHORITY) “‘ 
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l. [oto], 2. [otor], 3. [otori], 4. [otorit] 5. [otoritei], 6. [otoritsit]. 

All 40 sets of word fragments were prepared in four speech qualities: 
1. the original digital recording, using 120,000 bits per second; 
2. vocoder speech, obtained with an LPC—to-formant analysis-resynthesis 

system, using 16,000 hits per second (Cf. ’t Hart, Nooteboom‚ Vogten and 
Willems, (1982); 

3. idem, with further data reduction by parameter quantisation to 4,000 hits 
per second; 

4. idem, with still further reduction to 1,000 hits per second. 
From these 40 sets of word fragments in the four speech qualities, four 

stimulus tapes were prepared. Each tape contained four groups of ten words, 
each group in a different speech quality. Each group of ten words appeared in 
a different speech quality on each of the tapes. The order of speech qualities 
on each tape varied randomly from one word to the next. 

Each tape was played over headphones to a different group of five liste- 
ners, who were tested individually. After the presentation of each fragment 
listeners were encouraged to guess and say aloud the word from which the 
current fragment was taken. If not able to guess, they were asked to repeat 
aloud the fragment heard. After each correct guess the experimenter switch- 
ed to the next set of word fragments. Stimuli and responses were recorded on 
two separate tracks of a magnetic tape for later analysis. 

3. Results 

The results presented here will be limited to pmbabilities of COrrect recogni- 
tion as a function of the number and kind of added segments. ProbabilitY °f 
correct recognition as a function of the number of speech segments added to 
the initial word fragment, for the four speech qualities separately and avera- 
ged over all words and all subjects, is given in Fig. 1. 

The difference between each pair of curves is significant (p < 0.05) °“ 3 
sign test applied to estimated means for individual words in different condi- 
nons. As expected, the number of audible segments necessary for correct 
recognition systematically increases with decreasing speech qualifi- 

In search for diagnostic indications in our data, we have calculated th.e 
relative contribution of consonant and vowel segments to correct recogm' 
tions. The proportion of the total number of correct recognitions occurring 
immediately after adding a vowel segment, and the proportion occurrifl_g 
immediately after a consonant segment, in the four speech qualities, IS 
plotted in Fig. 2. We see that with decreasing speech quality the relative 
contribution of vowel segments increases at the cost of consonant segments" 

We also investigated the relative contribution of stressed and unstressed 
syllables to recognition. For this purpose we focused on those 27 of the 40 
words in which the initial word fragment did not contain the lexically 
stressed syllable. For each of those words we numbered the added segments! 
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Figure I. Probability ot correct word recognition as a function of the number of sound segments 
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Figure 3. Frequencies of correct word recognition as a function of the position of the added 
segment. This position is taken relative to the position of the lexically stressed vowel. 

starting with 0 for the vowel of the stressed syllable, negatively towards 
earlier and positively towards later segments. We then made frequency 
distributions of correct recognitions over the numbers of added segments- 
These are presented in Fig. 3. Obviously, as speech quality decreases correct 
recognition becomes more and more dependent on the availability of the 
vowel of the lexically stressed syllable. 

4. Discussion and Conclusion 

The results of this experiment show that the ‘gating paradigm’ can fruitfully 
be applied to the problem of measuring differences in speech qualitY- lt 
proved possible to find significant differences between the four speeCh 
qualities used, with 40 words and only a few listencrs per word, suggesting 
that measurement of relative speech qualities can be fairly easy and fast, 
given the availability of prepared sets of word fragments. The discriminative 
power of the test compares favourably with an adaptation of the Nakatani 
and Dukes (1973) test, as applied to approximately the same speech qualities 
by Vogten (1980). As exemplified in the results section, a simple analysis Of 
the data distribution may give useful indications which parts of the speech 
signal are most seriously damaged in each speech quality. 
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The Detection of Mispronunciations and the Influence of Context 

LB. Ottevanger 
Utrecht, the Netherlands 

]. Introduction 

This report reviews a series of experiments investigating word recognition and the influence of context. The series was set up to test the cohort theory of word recognition (Marslen—Wilson and Welsh, 1978), a model which makes precise predictions about the way in which recognition takes place. In short it claims that in the perception of speech ‘the word’ is the level at which data-driven and knowledge-drivm processing Strategies are optimally co- operative. The model assumes that on the basis of acoustic information a word-initial ‘cohort’ is activated, which contains all words in a language that begin with the same two or three phonemes as the input word. Next, word candidates are removed from the cohort as soon as their acoustic characteris- tics are no longer compatible with the acoustics of the flow of new input; the same happens when word candidates are in confiict with contextual specifi- cations. When one word candidate is left, word recognition has been achiev- ed. Going from left to right in the word, the phoneme that distinguishes that word from all others in the cohort is called the recognition point. 
2. Method 

2. I. Stimuli 

Recognition points of twelve Dutch polysyllabic words were determined with the aid of a standard Dutch dictionary (Kruyskamp, 1976). Each word was mispronounced by changing one phoneme into another at four or five successive points, the 3rd point being the phoneme that functioned as the recognition point. Care was taken that the initial two phonemes of the stimulus words and the final one were not mispronounced, so that word boundaries were kept intact. Other requirements were that all mispronuncia- tions were phonotactically legal and that the initial part of the words up to and including the misplaced phoneme was not identical With the beginning Of any other Dutch word. 
The stimulus words were spoken in isolation and in a final position in short auditoryl context sentences. These sentences were alternative versions ofthe phrase ‘The next word is ....’ Out of the auditory context sentences the WOr ds 
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were spliced onto structural context sentences, again sentence-finally. The 
latter set consisted of five sentences which were ambtguously constrarmng, 
i.e., syntactically and semantically they led both to the target word and at t£e 
same time to another word that shared its first two_phonemes With t e 
stimulus word. The extent to which targets and alternatrves turned out to be 
predictable on the basis of preceding context combined With the acoustrcs 0; 
the first phonemes was 5_( 52% and 55%, respectrvely. The retnat;;mg1 set;2d 
sentences were unique constraining: syntactically and semantrca y }: ey te- 
to the target words only. On the basis ol‘pnor context and acoustic c arac 
ristics of the first phonemes their mean predrctabrhty was 92%. 

2.2. Procedure 

For each of the three conditions, isolation, auditory context and _strpctuzrl 
context (ambiguous and unique), five groups of etght to ten subyec 5 ws a 
instructed to listen for mispronunciations (cf. Cole, 1973) ar;d todptr_;sem 
response key as soon as an error was heard. The fourp; we ‚lm sof 
mispronunciations of a target word were presented to the di er;r:hg misp m- 
subjects. Reaction times (RTs) were measured from the onset o p 
nounccd phoneme. 

2.3. Predictions 

On the assumption that word recognition is prior to error difä£gg :::; 
cohort model predicts long RTs to mispronounced phonemes:gouowmg the 
recognition point or coinciding with it, and short RTs to error 
reco i ion oint. . . . Bei:Ztise inpthe isolated condition recognition is based on the m;;rjag:gg:é 
acoustic input and lexical knowledge only, th_° cohort ??“; 51 t being the 
RTs to mispronounced Ist, 2nd and 3rd pornts (the Trh Same prediction 
recognition point), and short RTs to 4th_and 5th P°““ä; ° context has no 
applies to the auditory context condrtron: smce au 1tory redicted to be 
power to remove word candidates from the cohort, words are P 
recognized at the same point as when presented in isolatigrell. redicts long 

For the ambiguous structural contatcondrtron the }T°b sig of acoustic 
RTs to mispronounced Ist and 2nd pomts, smce on t e a d candidates 
input, lexical knowledge and contextual constramts two w}c:r ohort and 
(the stimulus word and the alternative word) are left '"RtTe (ie redicted therefore, word recognition has not yet taken place. Sho_rä sl?as iiow been to 3rd, 4th and 5th points, because one of the two candr ates_ t 
removed on account of its incompatibility With the acoustic mpu ' 

' ' lies that the sentence- I The term is taken from Pollack and Pickett ( l964); audrtofy 32?;1;:3ß manner, in the case 
final word is not constrained by prior context m a syntactrc an 13 „„ the sentence-final word, 
of structure! context prior context does have such constram 
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In the case of the seven uniquely constraining structural context sentences 
the cohort theory claims that word recognition has occurred on the basis of 
context well in advance of the earliest mispronunciation point and all RTs 
should be short. 

3. Results 

The results of the detection experiments are displayed in Table I 
and graphically represented in figure 1. 

A one-way analysis of variance showed that for the isolated condition RTS 
to 4th and 5th points were significantly shorter than to lst, 2nd and 3rd 
points as predicted (F(3,370)=2.90, p < .05); for the auditory and the 
ambiguous structural context condition there was no significance. For the 
unique structural context condition there was a highly significant difference 
between RTS to lst and 2nd points on the one hand and 3rd, 4th and 5th 
points on the other (F(4,351)=4.69, p < .01); this was not in accordance with 
the prediction that RTs to the successive points would be equally short. 

4. Discussion and conclusions 

The recognition of words spoken and presented in isolation is adequately 
accounted for by the cohort model. The same is not true when words are 
presented in auditory and structural context. In auditory context the pattern 
which reflects the crucial role of the recognition point in word recognition, 
namely the large difference between the 3rd and the 4th mispronunciation 
point, has disappeared. The ambiguous structural context sentences have not 
achieved that recognition occurs at an earlier point in the word. The unique 
structural context results show that recognition has taken place at an earlier 
point, but not so early as the interaction of acoustic analysis, lexical know- 
ledge and syntactic/semantic constraints permits. 

For a more elaborate discussion of these results and for a presentation of 
the complete stimulus set of which these stimuli were a subset, the reader is 
referred to Ottevanger (1982; 1984). 

Table I. Mean RT and standard error in ms per mispronunciation point for the three conditions 

Isolated Auditory Structural context 
context _ _ _ —  

ambiguous unique 

1st point 833 (25) 769 (31) 753 (75) 
2nd 831 (18) 717 (24) 659 (50) 613 (28) 
3rd 790 (23) 642 (26) 644 (58) 455 (28) 
4th 601 (17) 556 (21) 660 (97) 454 (24) 
5th 576 (18) 495 (18) 567 (59) 458 (19) 
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Figure 1. Mean RTs to the successive mispronunciation points in the target words as found in the 

isolated condition, in auditory context and in structural context (ambiguous and umque).' 

It can be concluded that, although reactions to mispronunciations in 
words presented in context are faster, context has no accelerating effect on 
word recognition in the sense that words are recognized earlier. 

The finding that RTs are shorter to mispronunciations in words presented 
in auditory context compared to isolated words, fits in well with the results of 
Pollack and Pickett’s (1964) experiment, in which they found that additional 
context contributed to the intelligibility of excerpts even though the contents 
were known to their subjects beforehand. 

Finally, it is striking to see that, however long RTS to mispronunciations in 
isolation are, Standard errors are small, indicating much conformity between 
subjects. The same degree of conformity is not found in the other conditions; 
the extremely high standard errors for ambiguous structural context indicate 
that subjects were very much hampered by the presence of alternative word 
candidates. 
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Effects of Antieipatory Coarticulation on Vowel Detection in 
Meaningful Words 

V. J. van Heuven and M. Ch. Dupuis 
Leyden, the Netherlands 

l. Introduction 

Acoustic and perceptual consequences of coarticulation have been extensive- 
ly investigated for CV and VC structures in meaningless syllables,using either 
human or synthetic (pattern playback) speech. Generally, in VC syllables the 
place of articulation of C is clearly perceptible in the preceding V, and such 
characteristics as lip rounding, vowel height and backness are audible in the 
initial C of a CV syllable. Moreover, pereeptual effects may not be confined 
to neighbouring sounds: the formant frequencies and transitions of V' in a 
V1CV2 sequence are systematically affected not only by C but also by V, 
(Öhman, 1966; Lehiste and Shockey, 1972). In spite of several attempts, 
however, it has proven very difficult to aseertain whether such anticipatory 
coarticulation between such non-adjacent sounds enables the listener to 
recover the identity of V2 (or some feature of it) from an earlier portion of the 
utterance if both V2 and the preceding C are (electronically) removed from 
the stimulus (cf. Lehiste and Shockey, 1972; Benguerel and Adelman, 1975). 
This would seem to suggest that useful coarticulation information does not 
extend beyond adjacent sounds. 

Recently, Martin and Bunnell (1981) were able to show that vowel detec- 
tion latencies for V, were slightly (9 ms) faster with a properly coarticulated 
V‚ than when V. contained acoustically conflicting information after cross— 
splicing. However their stimuli were meaningless, and phonologically illegal 
structures of the type /kae’zi:, kae'za:‚ ku:'zi:‚ kuz'za:/, with a non-reduced 
first vowel, and stress on the second. lt would be of interest to see if more 
convincing effects can be found across word boundaries rather than word 
intemally using meaningful and phonologically legal words. 

The present experiment assumes that the final portion of a word contains 
information that enables the listener to predict some or all properties of the 
beginning of the next word, i.e. the word initial consonant(s) and possibly 
even the following vowel. We wished to test the hypothesis that such feed— 
forward information facilitates the identifieation of the following vowel (V:) 
in continuous utterances. Our approach was to compare two types of stimuli: 
one with the crucial word in its original coarticulated environment, and 
another in which the vowel immediately preceding the crucial word (V,) had 
been replaced by a noise burst. 
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2. Method 

Forty-two words were spoken by a male speaker of Dutch in the fixed carrier 

1. at folyenda wor:t #12 da yaworda 

(Het volgende woord is de geworden, ‘The next word has become the ...’), 
i.e. preceded and followed by unstressed syllables containing schwa. The 
crucial words were disyllabic and with initial stress, which was consistenfly 
realised with the same accent—lending pitch movement (see stylized pitch 
traee in (l)). Six stressed vowels (iz, y:‚ m, e:, o: a:) were combined with 6 
initial consonants p, t, k, b, d, or no C). Finally, 6 three-syllable words 

beginning with V were added to the stimulus set. 
The 42 stimulus sentences were recorded per target vowel in blocks of 7, 

interspersed in a quasi-random fashion with an equal number of foils (drawn 
from a pool of 42 two or three-syllable words containing any of the Dutch 
non-target full vowels or diphthongs). The schwas immediately preceding 
the crucial words were excised from the utterances and replaced by pink 
noise with an amplitude equal to that of the removed vowel (10 ms rise/decay 
time). In the control condition the schwas were left intact, but now the vowel 

/I/ in is was replaced by noise. Stimuli were sampled from both conditions 
(coarticulation removed vs. coarticulation intact) in equal numbers. Two test 
tapes were prepared such that when coarticulation intact) in equal numbers- 
Two test tapes were prepared such that when coarticulation was removed on 
tape I, it was left intact on tape II, and vice versa. As a result each tape 
contained each word only once. 

Pony-one Dutch listeners were instructed to press a button as soon as they 
heard a particular target vowel. After each block of 14 stimuli they were 
informed of the change in target. 

3. Results 

Subjects scoring more than 4 errors (misses or false alarms) were eliminated 
from further analysis, leaving 2 balanced groups of 14. The results showed 
that one group (tape I) had si gnificantly faster detection times than the other 

(tape II) (310 vs. 493 ms). To redress subject variability, the data were 

Z-normalised for individual means and standard deviations. Figure 1 plots 
normalised vowel detection latency as a function of the initial C (panel A), 
and as a function of the stressed vowel (panel B). A second absci55a provides 
a rough translation of Z-scores to milliseconds, on the basis of a grand mean 

of 401 ms and an average standard deviation (= 2) of 171 ms per subj°°t- 
Detection latencies do not differ for any of the 6 target vowels wh€n 

coarticulation is preserved,-F(S,S7l)=2.l (ins.). Removal of coarticulation 
has the overall effect of slowing detection down by ‚16 Z (or 27 ms), 
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Newman-Keuls test with p<.05. 

same 

Fu nss>=7.9 (p=.005>‚ but not &" the Y°“.’°'s “? Zifiüliirffßiii other 
extent. Specifically, /i:/ and /o:/ are now srgmfi‘3a';t Y nd in fact slower than 

vowels in the same condition, F(5,574)=_6.8 (p<.00 ),;tion F(ll 1145)=4.8 

any Of the other vowels in either coarticulation con \ (“chlation is in the 

(P<-001)- FO!” /a:/, /y:/, and /e°/ the effect Of. coat ‘ Finally for /u:/ 
predicted direction, but it is too small to reach nn.lfic.?niet;fly so ’ 

the effect is in the wrong direction, but again msrgm “‘ ' 
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It is apparent from panel A that vowels are detected sooner after voiéeless 
plosives or initially in three-syllable words than after voiced plosives or 
initially in two-syllable words, F(3,1153)=6.5 (p<.001). 

4. Conclusions and Discussion 

First and foremost, our data support the hypothesis that target vowels are 
detected earlier when anticipatory coarticulation is provided in the preceding 
syllable (word), even across an intervening consonant. 

One might object, of course, that the longer latencies in the coarticulation 
removed condition are simply due to the disturbing influence of the noise 
burst immediately preceding the target word. Had this been the case, howe- 
ver. the delay should have been the same for each of the 6 target vowels, 
which clearly it was not. Similarly, its effect should have been more d15rupt- 
ive for targets in initial position (Le. abutting the noise) than for targets 
separated from the noise by a consonant. Again this effect does not obtain 
(cf. panel B). 

As a final point we want to speculate on the origin of the difference in 
detection latency for initial vowels in two as opposed to three-syllable words. 
Why would targets in the longer words be detected sooner than in the shorter 
words? Explanations on the basis of word-frequency differences can be ruled 
out, as both types were selected from the low frequency brackets in the Dutch 
lexicon. Neither do the two types differ with respect to the point at which the 
word can be unique distinguished from all other words in the lexicon: both 
two- and three-syllable words have their theoretical recognition points (cf. 
Marslen-Wilson and Welsh, 1978) after 4‘/2 phonemes, on average. There- 
fore, we reason that the effect must have a phonetic origin. We know that in 
Dutch the duration of a long vowel in an initial stressed syllable is 20 to 30 ms 
shorter in a three-syllable word than in a two syllable word (Nooteboom 
1972). It might thus be reasonable to assume that our subjects delay their 
decision until they have heard the end of the target vowel, which comes 
earlier in the three-syllable words (all else being equal). We have re-analysed 
our data, using target offset rather than onset as the reference point for the 
latency measurements, and again normalising the new results for individual 
means and standard deviations. Generally, having eliminated an uncontrol- 
led source of error, residual variance in the data should now decrease, the 
statistical significance of all effects should go up, except for those that are 
contingent on vowel duration. Error variance does indeed go down, viz. from 
1079 to 1035, and the differences between the target word onset conditions 
are substantially reduced, but fall short of statistical significance, 
F(3,1153)=2.4 (ins.). Counter to the prediction, however, the differences 
betwmn the 6 target vowels increase, especially between the phonetically 
long vowels /e:/‚ /o:/, /a:/ on the one hand, and the phonetically shorter 
vowels /i:/, /y:/ and /u:/. Possibly, therefore, identification of the shorter 
vowels is delayed until the end of the vowel, but may take place at some 
earlier point for the longer vowels. - 
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Stress and Accent 
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Extrametricality and Italian Stress 

E.A. den Os 
Utrecht, the Netherlands 

In standard generative phonology stress was regarded as a property of single 
vowels. Liberman and Prince (l977) proposed another way to look at stress. 
According to them stress must be seen, not as an absolute property, but as a 
relative prominence between syllables, represented in a hierarchical, proso- 
dic structure. It is the result of a) the way in which elements are grouped in 
binary branching trees and b) the relation strong-weak which is attached to 
pairs of sister-nodes. 

This new ‘metric’ theory, which was based on English, induced Harris 
(1980) to reinvestigate the Spanish stress system. In his description of the 
stress system of Spanish nouns, adjectives and adverbs, Harris used the 
theoretical nation of ‘Extrametricality'. Extrametrical elements are elements 
which are temporarily skipped over when the prosodic trees are formed. 
Harris gives as an example the stress assignment in nomadu‚‘wandermgf; 
according to Harris the first ‘a’ is extrametrical and the following structure ts 
formed‚ where ‘/‘ marks extrametricality on the segmental level and ‘-’ 
extrametricality on the rhyme level: 

(1) nomäda 
| ;L-_' | R 
s w 
_\fl 

The extrametrical element must be incorporated in the prosodic structure. ' This is accomplished by ‘Stray Rhyme Adjunction’ (SRA) WhICh adjoms a skipped element as a weak node (w) to the adjacent f°°“ 

(2) nomdda 
R 

s w w 
V 
S 

F 

I have used Harris’ paper as a starting point for the analy5i5 °f Italian stress. Describing stress assignment in Italian nouns, ad.l°°tlves and adverbs I start from the following principles: ' 
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a. All suffixes are attached to words and not to derivational stems, e.g. gatto 
+ ino and not galt + ine. A phonological rule,V—- o/ + V,takes care of 
vowel deletion: gatto + ina -* gam'no ‘kitten’. Besides this phonological 
rule a morphological rule is needed for the deletion of the ‘e' in e.g. 
formale + mente -- formalmente ‘formally’. This is a morphological rule 
since it is a deletion before the specific suffix, mente. 

b. Rules for the segmental structure (in this case vowel deletion) work before 
the stress rules. 

c. Stress is assigned cyclically. This is necessary given e.g. the words impossi- 
bilita' ‘impossibility’ (from imposst'bile) and irrazionalita' ‘irrazionality’ 
(from irrazionäle). In these words the relative prominenée relations of the 
inner cycle are maintained. 

d. In the lexicon segments can idiosyncratically be marked as extrametrical. 
These extrametrical segments must be peripheral in the word. Hayes 
(1981) remarks that it is a universal characteristic of extrametrical ele- 
ments that they are peripheral in the stress domain, which in Italian is the 
word. Thus, the Italian word tavolo ‘table‘ has an extrametrical ‘0’ which 
is peripheral in the stress domain. 

e. Primary stress is assigned from right to left and is determined by language 
specific rules for foot and wordtree structure. In Italian these rules are 1) 
Foottrees are left branching, labelled s w; Non-branching nodes are 
labelled at word level, because in metric theory there must be at least two 
elements, since stress is expressed as ‘relative' prominence. 2) The maxi- 
mal footform is s w w and the rightmost foot with this form is only 
possible when there is an extrametrical final segment. 3) The Branching 
Condition, which says that footnotes labelled w may not branch, iS 
applicable. 4) Word trees are right branching, labelled w s. 

In the following words, the first one has no extrametrical final segment, the 
second one has: 

SRA 
(3) a. pensiéro . b. tävold tavold 

..L.LB .LL‘1'B .LLIB 
: w 3 w s w w 

___VE M ‘! 

I
f

 

In pensiero ‘thought’ the Branching Condition is not violated, since the 
branching rhyme is labelled at word level and not at foot level. In tavolo 
‘table’ Stray Rhyme Adjunction (SRA) takes care that the last ‘0’ is attached 
to the preceding foot as a weak node; SRA is structure preserving: the 
branching direction and the labelling of the foot in Italian are not violated. 
Words which end with a consonant can also have an extrametrical final 
segment. In the following words, the first one has no extrametrical segment, 
the second one has: 
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' $ la # 
4 ' b lap- pl 

( ) a.. bazar 

W S  

1 1  AL_F__\L_F. 

In bazar the last syllable must get the label s(trong)‚ since it has a branr£r;g 

rhyme. In Iapis ‘pencil’ the last syllable can have the label w_wnthout_gro This 

the Branching Condition: the final segment IS temporanly mv1_sx ((:éCA) 

segment is incorporated in the structure by Sjtr;y Coda Adjunction , 

since it is not a whole rhyme that is involve ere. _ b 

There are a few Italian words whose stress pattern cannot äe'exflljäegnaä 

this theory. These words have bramhing rhymes in the penlu t1ma mandorla 

syllable and primary stress on the antepenultrmate syllab e, e.tgt.ocomi_c1er 

‘almond’,festivgl. Since so few words are mvolved, I do not wan 

these words as counterexamples. 
Italian has three wellformedness conditions i e 

are no stress clashes 2) Words begin with a stressed syllable and 3) There ar 

no successions of more than two unstressed syllable_s (see V°,gärfxl:cs;:zhosjé 
1982). When we regard the forming of canzonetta little song automatically 

‘song’), we see that the first wellformedness condm;n uswr the second 

fullfilled by the rules for foot and wordtree structure. owe ‚ 

wellformedness condition is violated: 

n relation to stress: 1) There 

l +e t ta  

(5) a. Ist cycle canzone 2nd cycle eanzore 

_ R s w s w 
: w 

F 

' F w s 

w} {s w _ÄL.‚—‘Y 

' ' ore the stress 
Fir5t, vowel deletion takes place, because thus rule works bef 

rules. After vowel deletion a word tree IS formed. 

tta 
b. canzon+etta canmne R 

V R s w 
5 WF 

F 

w w s 

w 8 
\ /  

E s 
W _\L‚_l’ 

rst s llable: 
The stress clash is removed; a rule is needed for stress on the fi Y 

(6) Initial Stress Rule 
W [ a -+w [  F [ sw...] F a + primary stress 
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This rule says that the first w at word level is formed together with at least one 
syllable following the foot s w. The Initial Stress Rule gives in the case of 
canzonetta structure (7a); now the right word tree can be formed (7b): 

(7) a. canzonetta b.eanzonetta 
! | ! I R  R 
s w s w s w s w 

F F 
S 
I 

I 

W S 

> £ W  

The prosodic structure of rinocéronlt'no ‘little rhinoceros’ looks like (8d) after 
primary stress assignment in both cycles, after vowel deletion, after word- 
treeforming and after the ‘elegance’ principle which says that a w at word 
level, which is not labelled at foot level, is attached to the preceding foot as a 
weak element of that foot: 

V del 
b. 2nd cycle rinoceronte + ine _’ (8) a. Ist cycle rinoceronte 

s w w s  w : w w s  w s w 
\ I  \ l  s s ABE . _>ÜLJL 

w s w s 
_\L_! _AL_!L 

rinoceront + im c. rinocerontino d. rinocerontino 
.LLL_LI_R LLL_LLR R 
s„ww s w  s \ w w  s w  s w w w s w  1 \ I  s s s 

\/ V F  P \s ’ \ ,  
w s w w / s  F 

Now a foot with the form s w w w is formed. This is not allowed because the 
wellformedness condition which says that there are not more than two 
successive unstressed syllables in Italian, is violated. We need a rule which 
transforms this big foot into two feet with rhe form 5 w: 

(9) Maximal Foot Rule 
F [ s w w w ]  " p l s w l p l s w ]  

In the case of rinocéronrz’no this rule gives the form (10a); the new right 
wordtree is formed (1%): 
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(10) a. rinocerontino b. rinocerontino 
1.1.LLLJ_R J..LLLLIÄ 

S W S W  S W  S W S W  S W 

F 31 M 51 F 
S W W S 

:' \ s, 
W 

We see that the Branching Condition is violated: ‘on’ is a branching rhyme 
with the label w. I want to conclude from this that it is more important in 
Italian that stress clashes which arise when two morphemes are put together, 
are avoided than that the Branching Condition is maintained. 
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The Stress Pattern and Its Acoustic Correlates in Beijing 
Mandarin 

M.C. Lin, J.Zh. Yan, G.H. Sun 
Beijing, the People's Republic of China 

1. Introduction 

Chinese is a tone language, and it also has the feature of stress in syllable- 
groups (including words and phrases) and sentences. Phonemically, only 
three different degrees of stress are found: weak stress (i.e. neutral tone), 
normal stress and contrastive stress. 

2. The perceptual result of normal stress 

Actually, the syllables in syllable-groups that have neither neutral tone nor 
contrastive stress do not have the same degree of phonetic stress. The stress in 
such syllable-groups is defined as normal stress. 

In our experiments, 103 two-syllable groups were pronounced with 
normal stress by ml  and f 1 and 154 three-syllable groups were spoken by m2 
and f2. The normal stress in the speech sounds of the two-syllable groups and 
of the three-syllable groups was judged by 8 listeners and by 7 listeners (all 
phoneticians) respectively. 

Figure 1 shows the probability distribution histogram on the perceptual 
result of normal stress in the two-syllable groups judged by 8 listeners. From 
Figure 1 we can see that in 103 two-syllable groups, there were 95 groups 
pronounced by ml and 92 groups done by fl in which the second syllable was 
judged as having the normal stress by the great majority of 8 listeners. 

8 students of linguistics were asked to pronounce the same two-syllable 
groups and judge normal stress of his or her own speech sounds. The per- 
ceptual results of normal stress are represented in Figure 2. Figures ] and 2 
identically demonstrate that the second syllable was judged by the great 
majority of the listeners as having normal stress. 

Some scholars claimed that the contrast between the second syllable and 
the first syllable with normal stress does exist in such two-syllable groups like 
It ‘fortification’ vs. &! ‘offensive’, i!!! ‘register’ vs. me ‘report’, im 
‘cock’ vs. ms ‘attack‘, && ‘take a walk’ vs. im ‘spread’, M (U ‘get 
angry’ vs. M (n.) ‘vitality’. In order to verify this claim, we put these two- 
syllable groups into sentences. They were then pronounced by m l  and fl. 
The results show that the second syllable was often judged as having normal 
stress by our informants. We conclude that in two-syllable groups, normal 
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Figure 1. Probability histogram on the perceptual data by 8 phonetrcians. 
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stress usually occurs on the second syllable. It is also the case that there_is no such a two—syllable group in which the first syllable carries normal stress. In three-syllable groups, normal stress is usually on the last syllable. Which is more stressed, the first syllable or the second one? The judgement is not consistent. 

3. The acoustic data on normal stress 

Figure 3 indicates the relative distribution of syllable duration in the two- syllable groups. There were 71 groups pronounced by ml  and 84 groups by fl in which the duration of the second syllable was longer than that of the first one. Correlation coefficients of .82 for m l  and .80 for fl were found between the normal stress and syllable duration. 
Figure 4 shows the relative distribution of syllable duration in the three- 

duration of 
(als) 1 the first syllable 

500-— 

l | ' l ' l ' l 100 200 am _ 400 500 (ms) 
duration of the 
second syllable Figure 3. Relative distribution of the syllable duration in two-syllable groups by ml, fl‘s is similar to ml’s. 

r m . —  
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. , . . "I to Figure 4. The relative distribution of the duration m three-syllable groups by m2, i2 5 ns sum ar 
m2's. 

s)'llable groups. 'lhe duration in the great majority of the third s;_yllaä>l;g;: 
longer than that of either the first one or the second one, not on y ot f the 
also for f2. It must be pointed out that the duratton m the major: y 0 
second s llables is longer than that of the first one. . . _ 

The peyak intensity in the second syllable in the great ma;orfrty)ofäh;t;vc1 
syllable groups or in the third syllable in the great ma;ortty od_t e tnes lis 
lable groups is not higher than that of the first one or the prece mg 0 . 
can be seen in Figures 5 and 6. _ 

The pitch contour of the last syllable in the two—syllable groupsfo:hien;hle 
three-syllable groups frequently approximates the tonepa}:terr:flcäur of (in 
lable in isolation. But there is a variation between the p1tc co llables in 
first syllable in the two-syllable groups and that of the first }tlwo ?ycts are i]- 
the three-syllable groups and their standard tone pattern. T eseha „able is 
lustrated in Tables ] and 2, in which the average pitch for eac sy 
given. 
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(db) the peak intensity of 
the first syllable 

. ' r  1 T - 
10 20 30 40 (db) 

the peak intensity of 
the second syllable 

Figure 5. The relative d'st 'b ' ' ' ' ' Similar lo ml's‚ | ru utron of the peak rntensrty in two-syllable groups by ml.  fl‘s ls 

From the above analysis, it is concluded that in a syllable group the last 
syllable rs the syllable with the normal stress. The acoustic correlates of 
normal stress are given below: the pitch contour of the syllable with normal 
stress_approxrmates its tone pattern in isolation; its duration is longer as for 
peak mtensity, it takes little part in normal stress. ’ 

4. The acoustic properties of neutral tone 

The acoustic characteristics of neutral tone (cf. Lin and Yan 1980) will be 
presented here briefly. A syllable with neutral tone loses the, original tone 
pattern of the syllable, and the duration is shortened by an average of 50% 
compared With the stressed syllable. When a syllable is pronounced with 
neutral tone, the tongue position of the main vowel more or less shifts toward 
that of the central vowel. But its peak intensity is not always decreased These 
results come from the acoustic data of 29 minimal stress pairs for example 
312 E east and west’ vs. m ü "  ‘thing’, H. 5% ‘brothers‘ vs H., - ä  ‘younge; 
brother’, & % ‘lotus seeds’ vs. ii! --'F ‘curtain’, 9< ä ‘tb°burn’ vs % % 
:baked wheaten', !: if— ‘the philosopher Lao-zi’ vs 1; -+ ‘a father’ and * *- 
rnam pamts’ vs. dc dt ‘careless’, etc. In each of these pairs the three con- 

strtuents (the initial, the final and the tone) of the first syllables are the same 
but the second syllables, with identical initial and final constituents, can be, 

„. -c'
. 
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the third syllable 
! ' ‘ the first syllable 

- l’ l ' 
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- 2 0  
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Figure 6. The relative distribution of the peak intensity in 
similar to m2’s. 
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three-syllable groups by m2‚ f2’s is 

pronounced with normal stress or neutral tone. To mark a neutral tone, a dot 

has been placed before the Chinese character. 

As for the contrastive stress, it implies that an emp 

syllable or syllable-group. 

basis is put on some 
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Table 2.3. The average pitch and its tone (excluding tone 3 + tone 3) in three-syllable groups 

tone tone 1 tone 2 tone 3 tone 4 

speaker the average pitch and its tone 

the first syllable m 159-158 124-161 120-113 161-105 
55 35 33 52 

f 201-198 146-196 151-134 206-132 
55 35 33 52 

the second syllable m 159-158 133-156 IIS-85106 157-101 
55 45 312 52 

125-101 
32 

f 198-200 161-194 156-111-124 201-121 
55 45 312 52 

147-117 
32 

the third syllable m 157-154 117-150 109-80-111 163-81 
55 35 213 51 

74-89 
12 

1” 187-187 133-180 135-98-133 203-104 
55 35 315 51 
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On the Distinctive Features of Byelorussian Utterance Accents 

Anna A. Metlyuk 
Minsk, USSR 

l. introduction 

The present paper reports on an experimental investigation of linguistically 
relevant prosodic units and their distinctive features in Byelorussian. Utter- 
ance accentemes actualized as accents are the smallest elements of the 
accentual subsystem of utterance prosody. Paradigmatic types ofaccents are 
determined on the basis of their functioning in larger phonological com- 
plex—accentual structures, which stand out as models of syntagmatic orga- 
nization or patterns of combination of the smaller elements. 

It is wide accepted that in the accenrual structure of an utterances accents 
are peaks of prominence, hierarchically ordered due to the differences in 
their functions. 

'" Byelorussian, like in Russian and English, and, presumably. in a 
number of other languages, functional differentiation of accents in an utter- 
ance, i.e. their paradigmatic classification, is based on the discrimination of 
the following types: nuclear accent, non-nuclear (full and partial), and zero 
accent. 

The nuclear accent differs from the non-nuclear in its specific semantic and 
or8anizing role: it singles out semantically the most important word m an 
utterance and is its obligatory element. Non—nuclear accents give promi— 
nence to semantically less important words and function as optional ele- 
ments. So, the relations between the nuclear and non-nuclear accents Within 
the structure are those of subordinative syntagmatic hierarchy. 

The basic characteristics of the paradigmatic relations of these accents are 
their qualitative distinctions. They manifest themselves in the predomtnant 
CO-occurrence of the nuclear accent with the kinetic tone and the non-nuclear 
accent with the static tone. In addition. the nuclear and non-nuclear accents 
can be opposed to each other by the degree of pitch contrast - strong/weak. 

Analogous to the above differentiation is the discrimination of non-nu- 
clear accents into full and partial, which also reflects the semantic mequahty 
of the words. _ _ 

All the types of accents are represented in concrete speech reahzatrons by 
definite phomtic variants, conditioned by positional and combmatrve fac- 
tors. For example, the first and the second full pre—nuclear accents belongmg 
to one functional type differ as positional variants by thetr pitch charactens- 
tics. 
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2. Method 

In analysing the acoustic correlates of utterance accents it seems reasonable 
to consider each type of accent separately. In our investigation the nuclear, 
and non-nuclear full and partial accents were analysed in 114 statements and 
in 128 general questions, which were read by 5 native speakers of Byelorus- 
sian. The full non-nuclear accent was analysed in its two variants - the first 
and the second positions. Acoustic prominence was determined by relative 
values of fundamental frequency, intensity and duration of the accented 
syllables as compared to those of adjacent unaccented syllables. 

3. Results 

The data obtained demonstrate the greatest prominence of accented syllables m duration features: accented syllables in Byelorussian utterances are much 
longer than unaccented ones. Intensity contrast between accented and unac— cented syllables appears to be weaker than duration contrast, whereas funda- 
mental frequency contrast is the weakest. 

The highest peak of duration prominence is with the nuclear syllable (in statements duration contrast is sharper than in questions), the second peak is With the first accented syllable. Intensity prominence increases from the first accented syllable to the nuclear one. F.,-prominence is the greatest with the 
nuclear syllable; the second peak of Fo-prominence is with the first accented syllable. Thus the nuclear accent is effected by the strongest contrasts in all 
the parameters. 
. The types of accents also differ in the combination of acoustic contrasts, 1.e. m their acoustic structures. The nuclear syllable is most frequently 
effected by the structure for all the 3 parameters, whereas the structure of [ligpguclear accent is most frequently constituted by 2 parameters (Metlyuk, 

In creating the effect of utterance accent irrespective of their type the leading parameter, as to the frequency of occurrence of its contrast is fundamental frequency (84% of the cases on the average). In the acoustic structure of the nuclear accent Fo-prominence occurs in 100% of the experi- 
mental utterances (both statements and questions). In the structure of the full 
non-nuclear accent it occurs in 76% of the cases (90% in the first accent and 
62% in the second one). There is practically no Fo-prorninence in the acoustic 
structure of the partial accent. 

I-prominence appears to be more frequent (82% of the cases on the 
average) than t-prominence (68% of the cases). It occurs in 88% of the cases 
in the structure of the nuclear accent, and in 83% in the structure of the 
full-nuclear one, whereas t-prominence is observed in the structure of the 
nuclear accent in 72% of the cases, and in the structure of the full non-nuclear 
accent - in 63% of the cases. 

In investigating the acoustic nature of utterance accents we are not equally 
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interested in all the existing differences between accented and unaccented 
syllables but mainly in those which are significant on the perception level. 
Therefore the data obtained as a result of the acoustic analysis were checked 
against the results of the auditory test of synthetic Byelorussian utterances - 
(statements and questions) which testified the validity of the above conclu- 
srons. 

4. Discussion 

From the linguistic point of view the results of our investigation can be 
interpreted in the following way. 

The distinctive features of the above accent types are of a compound 
nature (cf. compound distinctive features of phonemes, Dzhaparidze, 1979). 
The acoustic structures of the compound distinctive features are essential for 
the perception of these accents. The components of the distinctive feature of 
the Byelorussian nuclear accent are fundamental frequency prominence and 
duration prominence, Fo- prominence playing the leading role. At  the same 
time duration prominence can function as the only distinction in cases when 
there is no Fo-prominence (the so-called level tone). 

The non-nuclear full and partial accents are differentiated by the preva- 
lence of intensity or duration prominence in their acoustic structures, intensi- 
ty prominence being more essential for the full accent and duration for the 
partial accent. 

Qualitative distinctions of the accents are closely related to their quantita- 
tive distinctions: the degree of prominence increases from the zero to the 
nuclear accent. The quantitative characteristics of Byelorussian accents are 
less conspicuous than in Russian and even less so when compared to utter- 
ance accents in English. 
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Stress in Standard Swahili 

C.W. Temu 
Dar Es Salaam, Tanzania 

]. Introduction 

The word ‘stress’ generally means the greater force exerted in the articulation 
of one part of an utterance compared with another, thus accentuating that 
certain part of the utterance, giving it more prominence. In Swahili, when a 
word or phrase is pronounced in isolation, stress is realised on the penulti- 
mate syllable. 
Examples: 

piga (hit) imba (sing) mtu (person) 
[ pi-ga] [ i-mba] ['m—tu] 

l 
tazarna (look at) waite (call them) 

[ta- za-ma] [wa—'i-te] 

anacheza (he is playing) walimpa (they gave him) 
[a—na- t [ e-za] [wa-li-'m-pa] 

It is now generally agreed that stress is manifested by pitch (fundamental 
frequency), force (intensity) and duration (time), but how these parameters 
combine to produce stress in Swahili still needs to be examined. 

2. Stress parameters 

2.1. Pitch 
This term is used to describe a high or a low frequency of vibration of the 
vocal cords. The syllable -ba- can be pronounced in many pitch levels but in 
actual normal speech the syllables of Swahili can be said to  belong to three 
general pitch levels i.e. high, mid (normal) and low, while other syllables have 
a rising pitch or a falling pitch. Stress can be manifested by a higher pitch of a given syllable in relation to the others appearing together in the same 
utterance. 
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High 

""“ „(i\ À Low 
ta  za ma ta za  ma 

A B 

In the above diagram the second syllable in each group can be taken to be 
stressed as it has a higher pitch in relation to the others. A subsidiary 
question can now be asked, Is pitch the only manifestation of stress in 
Swahili? Before an answer is sought, the other parameters must be examined. 

2.2. Force 
A syllable can be produced loudly (i.e. with greater intensity), normally or 
softly (i.e. with less intensity) in relation to surrounding syllables. A syllable 
produced with more force in relation to the others around it is louder and 
hence is heard more clearly. The question is whether a stressed syllable in 
Swahili is associated with greater force. From the definition of stress one 
would say that naturally if a syllable is stressed then it must be produced with 
greater force. However, if a combination of force and pitch is made one could 
also argue that it is possible to produce a syllable with normal force but with 
a high pitch and still produce the effect of ‘stress‘. 

Let a dot be selected to  represent a softly pronounced syllable and a larger 
circle to represent a loudly pronounced syllable. Let us also assume there are 
three pitch levels in Swahili. One could then come up with a picture such as 
the one below showing the possibilities of pronouncing the syllable /ba/ with 
force. 

. A O . —  Hugh _ Mid . n .... 
Pitch Low . a L 
(Fº )  ba ba ba  

Son Normal Loud 

Farce (intensity) 

2.3. Duration 
Any sound takes time to be produced and in the case of syllables one can 
measure their duration in (milli) seconds. If a syllable takes longer to be 
produced, one could say that it is longer than the other. In Bantu languages it 
is customary to talk of long and short syllables, so in this case we shall assume 
that the syllables in Swahili are either short or long. The question then is 
whether a stressed syllable is longer than its unstressed counterpart. 
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Ashton (1947:5) stated that ‘stress accompanied by length and a falling 
tone lies normally on the penultimate syllable of a word or phrase’. The 
author thinks that by ‘stress’, Ashton meant both ‘pitch’ and ‘force‘. The 
author thinks that length is part and parcel of ‘stress’ in Swahili. 

3. Discussion 

If we now synthesize the three parameters the picture becomes a bit more 
complicated and the third question to be posed in respect of Swahili stress 
becomes relevant, and that is: To what extent does syllable length (duration) 
play a part in the manifestation of stress in Swahili? 

At this stage one can speculate and say that it is most likely that a stressed 
syllable has a higher pitch, is more forcefully produced and has a longer 
duration. However, as stated earlier, this statement needs proof based on 
results of actual measurements using phonetic instruments such as the sound 
spectrograph, the intensity meter, the fundamental frequency meter and even 
a computer. The second main question of practical importance is: What signs 
or symbols should be used in order to explain and to teach Swahili stress, 
rhythm and intonation? When such symbols are used one must take into 
consideration the simplicity of writing and printing and the probability of 
acceptability of those signs for the speakers and learners of the language. 

l..l Summary of Stress Parameters: 

High 
Mid 

F0rcetul Long 

Low Ordinary Short 
Rising 
Falling Sol! 

4. Marking 

Pitch can be shown by the plawement of the mark between two lines so that 
the mark is on the upper level for a high pitch and on a lower level for a low 
PitCh- In the Case of force, a dot can signify a soft syllable while a heavy bigger 
Cif01€ shows a forceful syllable, Ieaving an ordinary unshaded circle to signify 
a syllable produced with normal force. The problem lies with the choice of a 
symbol for showing syllable length, rising or falling tone. Would the follow- 
mg symbols be acceptable? 
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A high falling forceful syllable 
A low rising soft syllable 
A high long forceful syllable 
A high short forceful syllable 
A high short soft syllable etc. 

m
m

m
m

t
5
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Phonetic Reality of Linguistic Structures: the Case of (Secondary) Stress in French 

S. Paul Verluyten 
Antwerp, Belgium 

]. Introduction 

A great deal of the investigation of stress phenomena in French has been carried out by scholars who belong to what might be called the French school ofprosody and intonation (cf. Ladd, 1982: 161), whose approach is ‘characte- r12ed by an emphasis on instrumental phonetics, a tendency to translate mstrumentalresults into fairly ‘concrete’ or ‘surface—y' phonological ana- lyses, and an interest in the prosodic correlates of grammatical organization’ (Ladd, ibid.). These scholars work under the assumption that there exist one or more phonetic correlates of the phonological category of stress and that these correlates can and must be identified before we can further obr under- standrngof stress-related linguistic phenomena. In this paper I wish to argue that (|) it is by no means either necessary or obvious that stress may be correlated with phonetic parameters, and phonetic data up to now tend to show that the correlation, if it exists at all, is at the very least not a straightf°f- ward one, and (ii) the necessity of positing a phonological category of stress can be demonstrated without references to the phonetic parameters this category IS. usually correlated with. Stress phenomma are one of the surface manrfestattons of the underlying prosodic (‘metrical’) structure of the lan- rgr:i:rgpel.levr:iiec;zlvalgiidtliat the underlying prosodic structure of French (mono- S (W) Most of th s(;s characterized by an alternating rhythm of the type 3 W in French b e ata adduced in this short paper concern seeondary stress _ , ut the same argument could be equally well upheld for primary stress in French, and possibly in most other languages too. 
2. Perception of stress 

g:;flgggäfig? 5 assumption’ that_there must be phonetic correlates to a 
idea ‚hat some„f.g°ry “°“ “ Stress ls _very proban based on the (implicit) 
another h sic Illn g cannot be perceiyed WhiCh is not, in some form °f 
aboundé &— zxaa ); gpresent "‘. "_‘° Signal. Yet psychological literature 
Well-known inst$ip € u;_here this is not the case. Just as there are many 
where the acousticaftjlas'0 So-called Optical illusions’‚ the" 3150 exist cases 
To take Slg‚nal and the PerCeived categories do not correspond. an example which concerns us more directly, it has been established 
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that the human being may perceive (and normally does perceive) rhythmic 
groups in stimuli which are, in fact, not grouped together in any fashion at 
the physical level: 

Si nous écoutons tomber dans le silence des gouttes d’eau provenant d‘un 
robinet mal fermé, nous les percevons groupées par deux ou par trois, plus 
rarement par quatre, méme si la cadence de leur chute est parfaitement 
réguli‘ere. On parle alors de rythmisation subjective parce qu’aucun fac- 
teur lié a la suite objective des stimulations ne détermine le groupement 
(Fraisse 1974: 74). 

Thus, there are in fact no a priori reasons to assume a correlation between 
phonetic parameters and any given phonological category. The existence 
itself of such a correlation is an empirical question, and the absence of any 
correlation at all cannot be rejected without prior examination. 

3. Absence of secondary stress 

In reality, phonetic investigations as they have been carried out since the 
beginning of the century, if one examines them without bias, tend to indicate 
that a correlation between the phonological category of stress and phonetic 
parameters such as intensity, pitch or duration is either absent, or else much 
less simple and straightforward than has been assumed. Initially, the major 
correlate of stress in French was thought to be intensity (Grammont, 1914: 
105); since Delattre (1938), it is often taken to be vowel duration; for some. 
the major parameter is pitch (cf. Wunderli, 1978: 71-74, 99-100); recently, 

Cmmpt0n (1980) has adduced evidence that stress is not correlated to 
duration, but that ‘it seems that contrary to the views expressed by certain 
other investigators (...). intensity is a significant correlate of aecent in 
French' (Crompton, 1980: 230-1). Thus, we are back at the beginning... 
Clearly, there exists no stable phonetic correlate of stress; typwally_‚ the 
investigator’s conclusions vary depending on the data he or she obtained, 
i.e.‚ ultimately, on the test and on the subjects tested. There may be regional 
or individual variation as to the major parameter; or else, as we argued 
above, it may be the case that stress is not correlated to any phonetic 
Parameter at all (this view is also expressed by Crompton, 1980: 211). 

Rigault (1970) has set up a phonetic experiment by means of Which he 
wishes to show that there exists no secondary stress in French: In this 
experiment, three subjects were asked to read a number of French tnsyllabrc 
and quadrisyllabic words; in these words, Rigault searched for a_posmble 
correlation between pitch, intensity and duration and the systematw occur- 
rence of secondary stress (as defined by those phonetic parameters) on any 
but the final syllable. lt comes as no surprise that the three parameters 
themselves exhibit a different behavior: 
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Pour les trisyllabes, on constate que les schémas des trois facteurs de la 
procmrnence se répartissent de facon différente: les schémas de hauteur et 
d mtensrte sont en majorité décroissants ou croissants-décroissants( ) 
Pour les quadrisyllabes, la situation est meins nette. Remarquons ue 
dans l ensemble la hauteur et l’intensité suivent des schémas inversesqde 
celut de la durée (Rigault 1970: 286-7). 

Although the author concedes that we do not know the relative weight of 
each of the phonetic parameters. he does not consider the possibility how- 
ever clearly tt seems to us to be indicated by the data that there is ; total 
absence of cor_relation between secondary stress and thephonetic parametcrs 
that are exammed. Rather, Rigault‘s conclusion, hardly surprisingly on the 
basis of his assumptions, will be that there exists no secondary stress in 
French. In fact, the experiment is irrelevant to the question of the existence of 
a phonological category of secondary stress in that language. 

4. Phonology of stress 

"sl;l:ees;eilzvlarrlce gt” the phonological category of secondary (as well as primary) 
ter-s („ccm ?; thca:t be demonstrated without reference to phonetic parame- 
also „named . e nvral sense_that, for tnstance, vowel deletion is of course 
is inspired b Sci: the phonetic output). “fire prosodic model we adopt 
sches a muy" tarte S‘ (19790, 197917) proposals for English (which are them- 
metrical theor s rovrög y_modrfied versron of Liberman and Prince’s (1977) 
relative _ y). tthtn the word, only syllables are assign€d a binary 

promtnence marker (S or W). According to Schane, the basic rhythm 
S W W W S W W  

5122225: E: 3 llslh_words ls dactylic; SWW (Canada. America); our hypothesis 

type wsws(wr)ytng rhythm °f aCh words is iambic, or alternating, of the 

Otherwise) Thu (":! general the final s)'llable is W if it contains schwa, S 

relatively less rs t .  e penulnmate syllable of French words (lexemes) is 

more traditiofiaclm‘lclinent (W) than theantepenultimate (S); this captures the 

French phonolo isltsea -°f antepenulnmate secondary stress (which most 

French Words vagrio “litt! anyway)_ If We accept this prosodic structure of 

and general wa sus p 0nological phenomena can be explained in a simple 

such before b y. ome Of these Phenomena have not been observed as 

ob - ’ ecause there was no theoretical framework which made their 
servauon feasrble. 
Firs ' . 

Positiotrliy‚w\lltirizls ;iplaän Why schw a rs deleted more easily in penultimate 

in am e enulr' °“ _ 5_ to be mamtamed or restructured towards [e] or [a] 
P 1mate posmon. Thus, the initial schwa is deletable in seconde 

where i ' . ; l t rs vg)‚s ar;d stends to become [e] m secundo (where it is S)", it is 
c - ‚ _ _ 3 w 3 

etable "‘ dem—34130", but not m demi-heur2. In words such as d2r2ch2fl 
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W S W S W S W S 

briqueterie, buffleterie, the schwa which is in W position is deletable; the one 

in S position is not, and tends to become [a]. Many more data from standard 

French can be adduced (most data are from Martinet and Walter 1973). 

Secondly, it appears that the phenomenon of high-vowcl syncope in 

Quebec French occurs prefercntially in W position: in the corpus we exami- 

ned (from Hammond, 1980), there were 45 cases of syncope of [i], [y] or [u] in 

penultimate or ante-antepenultimate (Le. W) position, against 12 in antepe- 

nultimate (S) position: versification, inseription, capacine, rajoute, etc. 

Thirdly, positing an alternating rhythm (and hence secondary stress) on 

French words allows us to explain some observations made in the realm of 

French verse. It is known that in French verse, some of the metrical positions 

(such as the 6th and the 12th in the alexandrin) have to be filled with a 

(prosodically) stressed syllable. Whereas this syllable had to bear primary 

stress (hence, in French, had to be word-final) in the classical and postclassi- 

cal period (17-18th century), this constraint has been weakened in the course 

of the l9th century. In particular, the French poet Paul Verlaine (1844-1896) 

gradually starts writing lines where the 6th metrical syllable is not word-final. 

Given that all of Verlaine’s violations of the classical metrical constraints on 

the French alexandrin are clearly becoming more numerous and more 

extreme over the years, it is interesting to observe that lines where the 6th 

metrical position is filled with a syllable that is prosodically S in our model 

(mostly antepenultimates) appear much earlier in his works than lines where 

this is not the case (i.e., where the 6th metrical position is filled by a W 

syllable such as a penultimate). The first type of line also remains much-more 

frequent than the second type. Clearly, it is felt the first type of line is less 

unmetrical; this obsewation receives a Straightforward explanation in our 

model of French prosodic structure, where antepenultimate syllables carry 

secondary stress because they are underlyingly S in virtue of the alternatmg 

rhythmic pattern of French words. 

5. Conclusion 

0 be a wide array of facts which tend to establish 

dary stress in French. Some phonologists may ‘ 

differently. Either way, however, 

ters of secondary stress is at 

letely irrelevant to the issue 

nor advisable to assurne 

In summary, there appears t 
the necessity of positing secon 
dispute these facts, or try to explain them 

the question of the existence of phonetic parame 

best an interesting side-problem, at worst camp 

phonologists are discussing. It is neither necessary 

phonetic reality for all linguistic structures. 
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On the Perception of J uncture in English 

W.]. Barry 
Kiel, Federal Republic of Germany 

1. Introduction 

In English, where relatively unconstrained syllabification and free stress 
patterning exist, word-boundary disambiguation is more critical than in 
languages where fixed word stress or more restricted syllable structure 
reduce potential ambiguities to a minimum. Word identity is, of course, 
guaranteed to a large extent by situational information and by on-going 
processing of syntactic and semantic structure (Marslen-Wilson, 1975; 1980). 
However, it may be presumed in this as in other areas of speech perception 
that top-down processing must be supported by a systematic signal structure. 

In the two major experimental studies of juncture production and percep- 
tion (Lehiste, 1960; Gärding, 1965), systematic differences in the speechsignal 
structure of juncturally ambiguous strings of segments were found. With few 
exceptions (e.g. the style-dependent use of glottalized vocalic onset in initial 
vowels) the differences can be subsumed under the parameters duration and 
intensity, both of which contribute to the perceptual prominence of a seg- 
ment. Word initial segments generally have greater prominence than cognate 
word-final segments. In a later study by the present author (Barry, 1981), the 
main trends of the previous analyses were confirmed, though there was a 
tendency, to a differing degree from speaker to speaker, to neutralize word- 
initial and word-final parameter values in running texts. Also, uncertainty in 
junctural identification was found to coincide with one or more atypical 
parameter values. 

Neither the studies mentioned above nor the exclusively perception orient- 
ed studies by O’Connor and Tooley (1964) and by O’Connor-Dukes and 
Nakatani (1979) have carried out perception tests with systematic variation 
of the signal properties which have been found to differ. 

The present paper reports on a perception experiment which aimed to 
examine the contribution to junctural identity of various parameters speci- 
fied in the three studies mentioned above. 

The junctural pairs: See Mabel - seem able; why choose — white shoes; keep 
sticking - keeps ticking were spoken several times by the author and one pair 
selected on the basis of an auditory judgement as to junctural distinctiveness 
and prosodic identity. Care was taken not to produce glottal constriction 
during ‘seem able’, nor to glottalize the /t/ in ‘white shoes’. These pairs were 

i!‘ ' ‚I‘ 
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selected from the nine pairs used in the previous study (Barry, 1981) for 
reasons of differing Hans-junctural complexity. The durational characteris- 
tics of the individual utterances are given in Table I. 

Apart from the modified properties, no changes were made in the stimuli. 
Table 11 gives the parameter values used for modifying the stimuli. 

Signal manipulation was carried out with the Speech Signal Processor 
(Schäfer, 1982) at the Kiel Institute of Phonetics. To avoid undue concentra- 
tion on the acoustic structure of each juncture type, all three pairs were 
offered together in a single test. 

Five repetitions of the 32 generated stimuli from the 3 junctural pairs (6+ 
8 + 18) were offered with a 3 s. decision pause in randomized order to 20 
native speakers of English for identification. Subjects were required to mark 
the member of the pair identified. 

Table I. Durational values for signal segments of junctural pairs (ms) 

a. /s/ /i:/ /m/ et/ /b/ /l/ 2 

See Mable 153 149 76 187 75 157 797 ms 
Seem able 144 161 61 187 82 135 770 ms 

1). /wat/ /t/ /j' /u:z/ ): 
Why choose 223 57 110 438 828 ms 
White shoes 218 54 174 404 850 ms 

c. /ki:/ /p/ /s/ [t] [-h] /lkljl/ £ 
Keep sticking 139 102 95 28 16 335 715 ms 
Keeps ticking 124 80 81 56 39 334 714 ms 

Table II. Parameter values for modification of junctural-pair members 

See Mabel 59 67,6 76 
vs. [rn] duration (ms) 
seem able 61 69,7 78,4 

step 1 2 3 

b. 
why choose 
vs._ 174 152 131 110 [ [] duration (ms) 
white shoes 

step 1 2 3 4 

c. 
keep sticking 161 179 197 [ps] duration (ms) 
vs. 
keeps ticking 44 69 95 [th] duration (ms) 

step 1 2 3 

„
_

_
_

.
 

‘ . 
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2. Results 

Group average scores are displayed graphically in Fig. 1a - c. It is immediate- 
ly apparent that the degree of certainty with which the junctural distinction is 
made varies considerably. Although the number of ‘Mabel’-judgements 
increases systematically with increasing [m]-duration (all tank-sum diffs. > 
12, n = 20, k = 3; p < 0.05 after Wilcoxon-Wilcox, one-sided), even the 
unmodified, original ‘Mabel’ does not score better than 60%. The ‘choose’ 
judgements, on the other hand, range from 24% - 93%, and ‘sticking‘ from 
10% - 88%. 

These differences can be explained partly by the degree of acoustic change 
imposed on the original stimuli (cp. Table II). Whereas the difference in 
[m]-duration between ‘See Mabel’ and ‘seem able’ is only 17 ms, the fricative 
element in ‘white shoes’ and ‘why choose’ differs by 64 ms. However, the 
even greater difference between ‘keep sticking' and ‘keeps ticking‘ (36 ms + 
51 ms) does not result in the expected unanimity of judgement for the original 
stimuli. 

With the exception of the ‘sticking-ticking’ pair the parameters modified 
in this experiment appear to explain the junctural distinction completely. In 
neithcr of the other two pairs is there any difference in the judgements as a 
function of the original stimulus. The stimuli derived from original ‘ticking’, 
however, receive significantly more ‘ticking' judgements than those derived 
from ‘sticking’ (T = 32,5 < 52, n = 20, p < 0.05 after Wilcoxon). This 
indicates that remnant junctural information is contained in the stimuli apart 

mo; * 

. o—-o original "Habel' 
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from the durational information in the [psth] segments that were manipula- 
ted. The likeliest candidate is the greater release burst intensity of [th] since it 
remained unmodified by the durational manipulation applied to the section 
following the burst spike. This assumption is plausible in the light of the 
dominant influence which the aspiration has on junctural identity: changes 
in /ps/ duration have only a slight effect on judgement distribution (see Fig. 
Ic) though the influence again appears to be systematic between the extreme 
parameter values (Cliff. > 12, n = 20, k = 3; p <0.05 after Wilcoxon-Wilcox). 

In a test with 15 German subjects the regularities in perception were much 
less clearly defined (Fig. 2a - c), though for the ‘choose-shoes’ and the 
‘ticking-sticking’ distinction there was a significant perceptual effect of [ ]] 
and [JH-duration, respectively (diffs. > 15 for ‘shoes-choose’, k = 4; diffs. > 
11 for ‘sticking-ticking’, k = 3; p < 0.05). The German subjects were unable 
to distinguish the ‘Mabel-able’ pair, understandably in view of the predomi- 
nance of glottalized vowel onsets in German, and they failed to react to the 
[ps]—duration in ‘keeps ticking’ vs. ‘keep sticking’. 

3. Discussion 

The following tentative conclusions may be drawn from the results: 
1. J unctural distinctions vary considerably in their perceptibility, but under 

circumstances of mixed presentation do not achieve scores suggesting 
clear junctural categories even in their original realisation. This would 
suggest that the phonetic decoding of word boundaries is secondary to the 
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clearly categorical function of phonemic identification, and that top- 
down information has a more prominent place in the perceptual strategy. 
This is in accord with the tendency to neutralize junctural distinctions in 
running text production (Gärding, 1965; Barry, 1981). 

2. Not all systematic signal differences contribute to the perception of 
juncture. There is some support for Gärding’s (1965, p. 15) hypothesis 
that post-junctural information is more important then pre-junctural 
information. The degree of post-junctural aspiration was dominant in the 
‘ticking-sticking’ decisions, and although the ‘choose-shoes’ pair was only 
varied in a single (post-junctural) parameter it was distinguished quite as 
well as ‘sticking-ticking'. Also it may be assumed that the missing [?] in 
‘able’ contributed to the extreme uncertainty of decisions on the ‘Mable- 
able' pair. However, a global post— vs. pre-junctural dichotomy is ob- 
viously too undifferentiated; the longer post-junctural /s/ in ‘sticking’ 
had no effect on decisions. 

3. With mixed presentation (i.e., under slightly less ‘clinical' conditions than 
often exist in perception tests), junctural identification scores could be 
explained completely by a single parameter. This suggests that subjects’ 
extreme sensitivity to a multiplicity of signal differences, which has been 
used as an argument against feature-based perception (Bailey and Sum- 
merfield, l978), might be less a component of normal speech perception 
than a sign of human perceptual flexibility and learning potential under 
extreme condition (cp. Barry, 1980, p. 116-7). 

4. Despite the ‘production-universal’ character of the junctural differences, 
the perceptual exploitation of them appears, at least partly, to be language 
specific. The German subjects, accustomed to a language with strong 
distributional constraints in the phonemic system (final devoicing, glottal 
onset in initial vowels) showed generally weaker reactions to the potential 
junctural signals. 
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‘Koartikulation’ and ‘Steuerung’ as Factors Influencing the 
Perception of ‘Momentary Tempo’ 

B. Pompino-Marschall, H.G. Piroth‚ P. Hoole, H.G. Tillmann 
Munich, Federal Republic of Germany 

]. Introduction 

In earlier experiments we were able to replicate the results of Ventsov’s 
(1981) investigations into the influence of open and closed syllables on the 
perception of ‘momentary tempo‘ but the results of our modified eXperi- 
ments led us to the conclusion that it is rather the sequence of the articulatori- 
ly defined point of ‘Koartikulation’ - in accordance with the results of 
p-centre experiments (cf. Tuller/Fowler 1980) - than the sequence of closed 
syllables as proposed by Ventsov, which determines the perception of ‘mo- 
mentary tempo'. The tests described below were designed firstly to examine 
the effect of the direction of vowel manipulation and secondly to investigate 
sequences with consonant clusters instead of just one consonant. 

2. Procedure 

The subjects were asked to decide wheter a [mamamamamam] sequence had 
the same rhythmic structure as an [a a a a a] sequence (all [a] sounds being 
separated by pauses), whereby the repetition rate of the open [ma] syllable 
was different from the repetition rate of the closed [am] syllable. A natural 
utterance of [mamamamamam] was segmented into single pitch periods 
normalised with regard to F., as described in Pompino-Marschall et al. 
(1982). In the following the pitch period will be used as the unit of time. For 
Experiment 1 the periods from this inventory were combined according to 
(1): 

(1) (4m+[26a)+(8m1+[22a)+(12m]+[18a)+(16m]+[l4a)+ 
(20m]+[10a)+24m] 

In this way a test sequence was produ'ced in which the [ma] syllable is always 
30 periods long, and the [am] syllable always 34 periods long (round brackets 
vs square brackets). 

Five sequences for comparison were constructed, each consisting of five 
vowels separated by pauses. The vowels were constructed from the above ‘ 
inventory of [a] periods, and were equal in length with those of the test 
sequence. The pauses were so chosen as to give five different sequences with 
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vowel repetition rates corresponding to a time equal to 28, 30, 32, 34 and 36 
periods respectively. The five sequences for comparison with the test se- 
quence are analogously described in (2), where ‘nP' stands for a pause of 
length n periods: 

(2.1) (26a + 2?) + (22a + 6P) + (18a + 10?) + (l4a + NP) + 10a 
(2.2) (26a + 4p) + (22a + SP) + (18a + 12?) + (143 + 16P) + 10a 
(2.3) (26a + 6?) + (22a + 10P) + (18a + 14?) + (14a + 18?) + 10a 
(2.4) (26a + 8P) + (22a + 12?) + (18a + 16?) + (14a + 20?) + 10a 
(2.5) (26a + NP) + (22a + NP) + (18a + 18?) + (14a + 22?) + 10a 

Stimuli for an AX test were formed by combining sequence (1) with each of 
the sequences (ZA)-(2.5). The five stimuli, which occurred ten times each, 
were presented to the subjects over loudspeakers. The interval between the 
end of the first sequence and the beginning of the second sequence within 
each stimulus was 250 ms. The stimuli were separated by a pause of 3 s. 
Between each block of 10 stimuli there was a longer pause of 5 s. The subjects 
were required to decide whether the two sequences in a given stimulus had 
the same rhythmic structure. 12 students and members of the institute took 
part in the experiments. 

3. Results 

The results of Experiment 1 largely confirmed the findings ofVentsov (1981) 
(see tig. 1). As in his Experiment 2 the stimulus with a vowel repetition rate of 
34 periods in the second sequence was the stimulus most often judged to have 
the same rhythmic structure in both sequences. In contrast to Ventsov 
however we found an asymmetry between the number of ‘same’ responses to 
stimuli (!  - 2.3) and (1 - 2.5). In other words, the sequence with the slowest 
vowel repetition rate (36 periods) was more sharply discriminated from the 
test sequence than was the sequence with a vowel repetition rate of 32 
periods. To test our hypothesis that this asymmetry is caused by a perception 
of increasing tempo within the test sequence, for Experiment 2 we construc- 
ted a complementary test sequence with lengthening [a] according to (1.1): 

(1.1) (24m+110a)+(20m1+[14a)+ (16m]+[18a)+(12m1+[22a)+ 
(8m]+[26a)+4m]. 

Analogously to Experiment 1 the vowels of the sequences for comparison 
were chosen so as to reflect the vowel structure of the test sequence. Proce- 
dure and subjects remained the same. 

The results (cf. tig. ]) are clearly in agreement with our hypothesis (the 
closed syllable is here 30 periods long) since there is a similar asymmetry but 
in the opposite direction. 

To test whether these results are interpretable along p-centre lines, for the 
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next pair of experiments we complicated the consonantal part of the se- 

quence by introducing the variable-length fricative [f] before the constant 

[m]: 

(1.2) (4 j+[4m+22a)+(8 n+ [4m+8a)+(12fl+[4m+14a) +(16 I]+[4m 
+10a)+(20[1 +[4m+6a)+2411. 

In analogy to Experiment 2 the complementary sequence (cf . 1.3) was tested 

in Experiment 4: 

(1.3) (24 I+[4m+6a)+(20 n+ [4m+10a)+(16[1+[4m+14a) 
+(12 I]+[4m+ 1 8a)+(8 ;) +[4m+22a)+4 „. 
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The results of this pair of experiments clearly show the same reversal in the 
asymmetry of responses (see tig. l); it is also noticeable that the median for 
the ‘same‘ responses now lies slightly further away from vowel onset than in 
the simple [mam] sequences. The results are all in agreement with those of the 
p-centre experiments: lengthening of prevocalic consonant clusters shifts the 
point of psychological syllable onset away from vowel onset and the comple- 
mentary sequence shows the mathematically opposite effect. 

In the last pair of experiments we tested our hypothesis that these results as 
well as the results of the p—centre experiments are interpretable along the lines 
of the theory on ‘Koartikulation’ and ‘Steuerung’ proposed by Menze- 
rath/de Lazerda (1933), i.e. that the psychological moment of syllable onset 
is the point of ‘Koartikulation’, defined by the simultaneous production of 
the prevocalic consonant and the vowel. 

Here we kept the vowel constant and varied the relationship of [m] to [ ]] in 
a consonant cluster also of constant length, sequence (1.4) starting with long 
[]], short [m] and sequence (1.5) starting with short []], long [m]: 

(1.4) (24 [+[4m+6a)+(201]+ [8m+6a)+(16 fl+[l2m+6a)+ 
(12 fl+[löm+6a)+(8 I]+ [20m+6a)+4 ]] 

(1.5) (4I+[20m+6a)+(8 fl+[l6m+6a)+(12fl+[12m+6a) +(16fl+[8m 
+6a)+(20fl +[4m+6a)+24]] 

The experiment with sequence (1.4) could also be easily interpreted along the 
lines of ‘Koartikulation’ (see tig. l). However, the complementary sequence 
(1.5) was perceived as beginning in [Ima] and ending in [ma ]], and gave 
results showing that the subjects perceived the tempo as lying half-way 
between [Ima] and [ma ]]. We would interpret this as indicating that the 
effect of ‘Steuerung’ becomes more pronounced in the course of the sequence 
i.e. as syllable-final []] becomes longer. 
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Patterns of Temporal Compression in Spoken Italian 

M. Vayra, C. Avesani and C.A. Fowler 
Pisa, Italy and New-Haven, USA 

]. Introduction 

According to many linguists (e.g. Classe. 1939; Pike, 1945; Abercrombie, 
1965), languages can be classified by their rhythmic structures as stress timed 
(Germanic languages) or syllabic timed (Romance languages). A strong 
version of a stress-timing hypothesis for Germanic languages - that intervals 
between stressed-syllable onsets are isochronous - has been disconfirmed 
(eg. Lehiste, 1973; Lea, 1974 among many others). This disconfirmation, 
coupled with evidence that listeners are insensitive to acoustic departures 
from isochrony in speech (e.g. Lehiste, 1973; Donovan and Darwin, 1979), 
has suggested that stress timing is, at least in part, a perceptual illusion. 

However, some ‘stress-timed’ languages exhibit temporal structures that 
may support linguists’ and other listeners’ intuitions. Lindblom and Rapp 
(1973) report that stressed syllables in a word shorten substantially in the 
context of following unstressed syllables and weakly in the context of prece- 
ding unstressed syllables. This pattern of temporal compression, found also 
in Dutch (Nooteboom, 1973), English (Fowler, 1981; Huggins, 1978) and 
other languages, suggests a metrical foot structure in which unstressed 
syllables cohere with preceding stressed syllables. This durational compres- 
sion is perceptible (Nooteboom, 1973), and may underlie the perceptual 
reports of stress timing. (See Dauer, 1980, for another explanation). 

A strong version of a syllable-timing hypothesis for Romance languages is 
also disconfirmed (e.g. Navarro-Tomas, 1946, and see our Figure ! below). 
Our research is designed to ask whether the linguists’ reports that Romance 
languages, in particular Italian (cf. Beninetto, 1981), are syllable-timed can 
be explained by patterns of temporal compression. Compression suggestive 
of syllable timing would include shortening of a vowel in the context of 
preceding and following intrasyllabic consonants. Our research tests predict 
that strong syllable-level compression, but, at most, very weak foot-level 
compression will occur in Italian. 

2. Experiment 

To test the first hypothesis (syllable—timing) we measured the duration of [a] 
in CéVC„2 syllables. To test the second hypothesis (stress-timing), we used 14 
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stress patterns corresponding to real words or to noun-verb combinations of 
words. For each stress pattern, [a] was produced in reiterant versions ([da 
da...]) of the target words. The stress patterns realized four different condi- 

_ tions in which different numbers of unstressed vowels preceded and followed 
the target stressed [a], and in which the position of word boundary interven.- 
ed between stressed and unstressed vowels or did not intervene. All utter- 
ances were spoken in a sentence frame. 

For the syllables, the interval of periodicity for the vowel‘s voicing was 
measured from a waveform display. For the reiterant productions, vowel 
duration was measured as the interval between burst release and the first 
evidence of closure for the following consonant. 

One subject, a native speaker of Italian who was naive to the purposes of 
the study, repeated each of the syllables three times. In addition, he repeated 
each stress pattern both in its real-speech and reiterant forms three times 
each. 

3. Results 

Figure ] shows a weak and inconsistent effect of syllable structure on 
duration of the vowel. This outcome was not expected, based on the idea that 
temporal compression effects at the level of the syllable could explain reports 
that Italian is syllable-timed. 

Figure 2 shows'the effect of preceding and following unstressed vowels on 
a stressed vowel within a pair of word boundaries. The shortening effects are 
regular and asymmetrical like those occurring in Swedish and English. 
Figures 3 and 4 show anticipatory and backward shortenin g effects, respecti- 
vely, when a word boundary intervenes between the stressed vowel and one 
or more of the unstressed vowels. Shortening is present but is weaker and less 
consistent than that shown in Figure 2. 
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4. Discussion 

To compare the strength of compression effects in Italian with those reported 
for speakers of stress-timed languages, we submitted our foot- level data to 
modelling procedures similar to those described by Lindblom and Rapp 
(1973). The syllable—level data were not modelled because the vowels did not 
show regular shortening influences of surrounding consonants. 

Lindblom and Rapp (1973) modelled patterns of temporal compression 
using the following formula: D„ = Di/(l + a)“ ( l  + b)ß. Applied to stress 
vowels surrounded by various numbers of unstressed syllables, Di is the 
duration of a stressed vowel in a monosyllable. In a polysyllable, this 
underlying duration is compressed by: ‘a’ the number of following unstressed 
syllables in a word; and ‘b' the number of preceding syllables. a and ßare 
parameters of anticipatory and backward compression. For Lindblom and 
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Rapp‘s data, the best-fit values of a and B were ‚48 and .12, the asymmetry 
reflecting the foot structure of Swedish. 

Fowler (1981) modified the model slightly, adding a parameter of final 
lengthening and counting unstressed vowels across a word boundary in the 
value of ‘a’ and ‘b‘. In her data, a = .6 and B = .07 (average error, 9.3 msec per 
stressed vowel) for utterances produced to a metronome. For the same 
utterances without the metronome (Fowler, unpublished data) a = .5, .4 and 
[3 = .05, .09, for two speakers (average error: 3 msec). 

For our Italian speaker, we modelled two sets of utterances: those in which 
unstressed vowels are within the same word as the stressed vowel (a = .08, B 
= ‚07, average error: 10 msec), and those in which some unstressed vowels are 
not (a = .l7, 13 = .03, average error: 11 msec). In accordance with our 
expectations, the speaker of Italian showed much weaker foot-level shorten- 
ing (that is, the values of or are small) than speakers of two-stress-timed 
languages. 

5. Conclusion 

Consistent with our predictions, we found evidence for relatively weak 
compression at the level of the foot in Italian. Unexpectedly, however, 
syllable-level compression also was weak. Indeed, overall, stressed vowels in 
Italian showed rather weak shortening effects. 

We hypothesize that Italian is reported to be syllable-timed for two 
reasons: first, unstressed vowels cause little foot—level shortening and second, 
reportedly (Bertinetto, 1981), unstressed vowels reduce less in Italian than in 
stress-timed languages 
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Section 12 
Communicative Functions of Prosody 



Acceptability of Accenting and De-accenting ‘NEW’ and 
‘GIVEN’ in Dutch 

J.G. Kruyt and 8.6. Nooteboom 
Leyden, the Netherlands 

l. Introduction 

Thanks to the work of ’t Hart and Cohen (1973) and ’t Hart and Collier 
(1975) we have at our disposal a ‘grammar of Dutch intonation’, a rule 
system that generates stylized piteh contours that are melodically equivalent 
to naturally occurring Dutch piteh contours. These rules can easily be 
implemented in a system for speech synthesis-by-rule, and then supply the 
synthetic speech with acceptably sounding piteh contours. Figure ] shows 
some possible piteh contours for the sentence ‘Het Concergebouworkest 
speelt Mahler’s negende symphonie’ (The Concertgebouworchestra plays 
Mahler’s ninth symphony). The contours differ - among other things - in 
number and location of the pitch accents (a piteh accent is an accent lending 
piteh movement on the lexically stressed syllable). 

For example, in (a) the words Concertgebouworkest. Mahler’s, negende and 
symfonie are accented, whereas in (b) the words Concertgebouworkest and 
Mahler’s remain unaccented (or are de-accented). The grammar of Dutch 
intonation can generate these. and other possible piteh contours‚ but at 
present it is still necessary to indicate by hand which words have to be 
marked with a piteh accent. In other words, rules that automatically and 
correctly determine piteh accent locations are still lacking. 

Part of the research in our laboratory is concerned with the question which 

* * * * 

bL / \ 

* * 

r l  / \ " .  / /“'L 
* . HE! CONCERTGEBOUWORKESI' SPEEL1’ MAHLERS NäGENDE SYHFONIE 

t h e  concer lgcbouworchestrc p l a y s  mahlor's n inth symphony 

Figure [. Some examples of stylized piteh contours. Accent lending piteh movements are marked 
with "‘. 
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factors systematically affect the accenting of words in read‘ aloud texts. 
Central questions are (a) which factors influence the speaker’s choice of the 
words to be marked with a pitch accent, and (b) how do accents affect the 
listener's perception and/or comprehension of an utterance. In this paper we“ 
are concerned with only one of the factors related to accentuation, viz. the 
‘newness’ vs. ‘giveness’ of the information referred to (Chafe 1976; Firbas 
1979; Halliday 1967). In an earlier production experiment, in which subjects 
had to  read aloud newsbulletin-like items, we defined the terms NEW and 
GIVEN operationally as ‘not mentioned’ and ‘mentioned in the immediately 
preceding utterance’, respectively. A syntactic constituent could be repeated 
in the same form or in the form of a synonym. In accordance with the 
literature we found that NEW information was generally accented. Howe- 
ver, rather unexpectedly, GIVEN information was very often accented, too. 
Only a few speakers de-accented the GIVEN information (Kruyt 1982). This 
raised the question whether or not context has much effect on accenting in 
this kind of newsbulletin-like language material. Or, more specifically, whe- 
ther or not accenting of just mentioned information is acceptable to the 
listener, and if so, whether or not listeners have a preference for accenting or 
de-accenting. This question was address-ed in the following perception expe- 
riment. ‘ 

2. Experiment 

In the present experiment several instances of plus and minus accent on 
particular words were judged as to their relative acceptability, as a function 
of the ‘newness’ vs. ‘giveness’ of the referents of these words. NEW and 
GIVEN were again defined as “not mentioned‘ and ‘mentioned in the imme- 
diately preceding utterance’, respectively. For this reason pairs of sentences 
were used, in which the grammatical subject of the second sentence was or 
was not mentioned in the first. Four ‘first sentences of a news item’ and two 
‘second sentences’ were constructed. These are shown in Figure 2. The 
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Figure 2. Survey of stimulus utterances and their stylized pitch contours, used in the experiment. 
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grammatical subject of the ‘second sentence’ is Gouda or gemeente. Gouda is 
NEW in the sentence pairs Aa and Ba, and GIVEN - in the form of a 
repetition of the name Gouda - in Ca and Da. Gemeente can only be GIVEN, 
viz. in the sentence pairs Cb and Db, in the form of a synonym of Gouda (Ab 
and Bb do not make sense). All these sentences were spoken by a speaker of 
standard Dutch, and, with the aid of an LPC-analysis-resynthesis system (’t 
Hart, Nooteboom, Vogten and Willems 1982), provided with pitch contours 
as shown in Figure 2. In the second sentences the pitch contour on the words 
Gouda and gemeente was systematically varied: ] ,  2 and 3 are accent lending 
movements, 4 and 5 are not. The predicate always had a ‘hat pattern‘, 
consisting of an accent lending rise, a stretch of high declination line, 
followed by an accent lending fall. All these re-synthesized utterances were 
recorded onto Bell and Howell Language Master cards, so as to enable easy 
recombination of utterance pairs during experimental sessions. 

Sixteen listeners had to  fulfill two tasks. In a forced choice task they had to  
select the most appropriate first sentence (A, B, C or D) for each intonational 
variant of the utterance ‘Gouda is geteisterd door een wolkbreuk’ (Gouda 
has been afflicted by a cloud-burst) (a 1-5). In a scaling task they had to listen 
to each possible utterance pair (A, B, C and D combined with a1-5, C and D 
combined with b1-5) and indicate on a ten-point scale (1-10) how well the 
utterance pair sounded. The ten-point scale was chosen because of the 
familiarity of our subjects with this scale, as it is generally used in the Dutch 
educational system (10 means very good, 1 means very bad). Tasks and order 
of presentation of the utterance pairs were balanced over the listeners. 

3. Results 

Table 1 shows the results of the forced choice test. Rows show the two 
categories [+accent] (al-3) and [-accent] (a4,5) on Gouda. Columns show 
how many times subjects responded with [Gouda NEW] (A  or B selected) and 
[Gouda GIVEN] (C or D selected) (differences within the categories [+ac— 
cent] and [-accent] were small). [-accent] is clearly associated with [Gouda 
GIVEN] (30 out of 32). [+accent], however, has been assigned to both 
categories, albeit with preference for [Gouda NEW] (30 out of 48). 

In Figure 3 the results of the scaling test are presented. Panel A shows 

Table [. Distribution of utterances intonationally marked with and without accent on Gou_da,judged most 
suitable to introdueing a new referent (NEW) or to repeating a previous mention (GIVEN). The effect of 
plus vs. minus accent is significant (;;2 = 28, df = l ,  p < .001) 

Type of pitch movement GOUDA in 2nd sentence Total 

NEW GIVEN 

+accent 32 16 48 
—accent 2 30 32 
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Figure 3. Mean acceptability of accenting or de-accenting a subject noun introducing a new 
referent (NEW) or repeating a previous mention (GIVEN), either by repetition (B) or by a 
synonym (C). All differences are significant (A: t(158) = 8.1, p < .001; B: t(158) = -8.0‚ p <  .001; 
C: t(158) = -3.5, p =.001). 

mean acceptability for [+accent] and [-accent] pitch movements on Gouda 
when introducing a NEW referent. [+accent] is preferred over [-accent] (6.5 
vs.- 4.4). In panels B and C mean acceptability for [+accent] and [-accent] are 
shown for Gouda and gemeente, respectively, both repeating a previously 
introduced referent either by repetition (B) or by a synonym (C). Now 
[-accent] is preferred over [+accent], both in the case of Gouda (7.4 vs. 5.5) 
and in that of gemeente (7.7 vs. 7.0). However, in the case of gemeente the 
difference (although significant) is so small that we may conclude that both 
[+accent] and [-accent] are acceptable. 

4. Discussion 

From these observations we can conclude that listeners prefer NEW refe- 
rents to be mentioned in accented verbal expressions, as one would predict 
from the literature and from the earlier mentioned production experiment 
(Kruyt 1982). It would have been in line with the literature if GIVEN 
referents could not acceptably be referred to with accented verbal expres- 
sions. Here, however, - and this agrees with the production experiment - the 
data, although suggesting a preference for [— accent], also indicate that [+ 
accent] is not entirely unacceptable. If we draw the line between acceptable 
and unacceptable in the middle of our ten-point scale, at  5.5, we see that 
accenting a constituent refem'ng to what is GIVEN is never clearly unaccep- 
table, and is even clearly acceptable if the constituent is a synonym of the 
referring expression used in the previous utterance. 

If these results will be confirmed in other experiments, then this could be 
taken to mean that ‘newness’ and ‘givenness’, as defined here, are not 
necessari important determinants in accent location rules for this kind of 
text. 
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Syntactic Dispositions as a Factor in Discourse Segmentation 

Z. Palkovä 
Prague, Czechaslavakia 

]. Introduction 

In the past we have voiced the hypothesis that the decisive unit in the 
sound-form of a continuous (read) text is, in Czech, what we called the 
discourse segment (Palkovä, 1963). It is a unit of the same order as the colon 
in classical metrics, and has been explicitly formulated for Czech in the works 
of Daneä (1957). Of the units used in the modern descriptions of other 
languages it probably comes closest to Trager and Smith‘s (1951) ‘phonemic 
clause‘ as applied in Dittmann and Llewellyn’s study(l967) or the ‘tone unit’ 
of Kr'eckel’s works (1981). Our subsequent investigations have shown that 
the degree to which the grammatical and content properties of a text support 
or inhibit its division into discourse segments is what determines the ease 
with which a speaker reads or a hearer can perceive the text. We have 
described texts which conspicuously support segmentation as rhythmical. 
The experiments we have conducted enable us to assert that, for Czech, the 
major factors through which a text contributes to its own segmentation are 
its syntactic structure and the semantic dispositions for locating sentence 
stress (Palkovä, 1974). 

Dispositions in favour of segmentation arising out of syntactic structure 
have so far been investigated from the point of view of the admissibility or 
otherwise of an intersegmental divide between individual syntagmas, under 
the assumption that the dimension of the excerpt favours segmentation (in 
Czech a length of five or six stress groups is already enough for the tendency 
towards segmentation to arise). Accordingly we looked at those tendencies 
which are linked to the ‘quality‘ of the syntagma3 verifying experimentally 
the types of close-knit word combinations that are unlikely to be split by an 
intersegmental divide (eg. attributive adjective in agreement with neun - the 
velki düm (=big house) type). 

2. Subject of Analysis 

In this paper we shall be describing another way in which a text’s syntactic 
structure affects segmentation. It stems from the speaker’s need properly 1° 
maintain the hierarchy of segmental divides within a closed syntactic unit 
(clause or sentence). 
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This hierarchy comes about as a consequence of the confrontation be- 
tween the linear progression of the spoken rendering and the not always 
linear construction of the sentence as a structured unit. Individual adjacent 
parts of the sentence need not always be equally strongly connected, so for 
example: 

]. Z mohutného kopce/l porostlého nizkymi keii/2 je dobie vidét/3 i za 
äpatne'ho poöasi/4 na blizké mésteéko (=lit.: From an impressive hill/ 
overgrown with low shrubs/is easy to see/ even in bad weather/ to the 
nearby township). 

The potential segmentation in accordance with the basic tendencies towards 
phrasing in Czech is indicated by slashes. However, the ties between adjacent 
segments at 1 and 3 are strenger than those at 2 and 4. 1 and 3 separate 
segments between which there is a direct syntactic relation, so that if the 
divide happens to be omitted a ‘meaningful’ formation is left. The segments 
divided by 2 and 4 have no such direct syntactic connection, and taken 
together they give no meaningful interpretation. 

This mutual imbalance between consecutive potential segmental divides 
often works as a conditioning factor in the actual phonic realisation of 
certain divides. In the example, it is mostly up to the speaker to segment at ] ,  
but if he does so he must also segment at 2, otherwise the hearer will sense 
something wrong in the spoken rendering. The same holds for 3 and 4. From 
the phonic-stylistic point of view, with all four divides being made, this 
hierarchy ought ideally to be preserved; i.e. between looselyjoined segments 
the divides should be more conspicuous than between more closely connect- 
ed ones. In this way a competent speaker can facilitate his hearer’s orienta- 
tion in the text. 

3. Discussion 

This effect of sentence structure on segmentation influences a large part of a 
text. It is most striking that wherever the structure of the text permits two 
interpretations, segmentation in the spoken rendering resolves the ambiguity 
in one or other way. If the speaker does not appreciate this consequence of 
phrasing, the resultant mis-phrasing can give the wrong interpretation (a 
common case in complex texts in radio and television journalism). 

The classical instance of this is the different possible grouping of a com- 
pound sentence, as in: 

2. Znovu doälo k neshodé/l mezi mym otcem/2 ajeho piitelem Janem/3 a 
mou nejmladéi tetou (= lit.: again there was disagreement/ between my 
father/ and his friend John/ and my youngest aunt). 

Only the relative proportions of divides 2 and 3 determine who disagreed 
with whom. 
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In Czech, textual ambiguity may also come from different interpretations 
of syntagmas, which is often supported by case homonymy: 

3. Informovali jsme ui/ ] o vysledcich novych pokusü/ 2 naäeho dlouholeté- 
ho spolupracovnika X.Y (=lit.:We have already informed/ on the results 
of the recent experiments/ of our long-standing colleague X.Y.). 

In Czech, the ambiguity arises from the two possible evaluations of NP (our 
long-standing colleague X. Y.) in the last segment: 
a. it is a genitive and the syntagma is: the experiments of our colleague; 
b. it is an accusative and the syntagma is: we have informed our colleague. 

The hearer’s selection of one or other variant depends on the strength of 
divide 2: if it is weaker than 1, we have the a) variant. 

4. Syntactic framework 

It is not easy to describe systematically what we have called the ‘hierarchy of 
segmental divides‘ because of the sheer variety of real sentence structures and 
because syntactic structure does not operate in isolation. Nevertheless analy- 
sis of large amounts of material (from television news programmes) lead us 
to believe that for Czech the description of inter-segmental relations as endo- 
or exocentric may offer at least a partial syntactic motivation for this 
phenomenon (Lyons 1969); this characterisation would follow from the 
relation of the distribution of a given pair to their distribution separately. 

The point of departure here is the a priori (hypothetical) segmentation of a 
text in accordance with the basic established phrasing tendencies in Czech. 
The resultant (hypothetical) segments usually represent neun or verb 
phrases, most often expanded, and are often long enough to constitute 
segments m a genuine rendering. 

Determination of the endo- and exocentric relations between these (for us 
elementary) units enables us to assign to the subsequence of units within the 
sentence a structure which is part of the overall syntactic structure of the 
sentence, e.g.: 

4. A(Informovali jsme ui)B(o vysledéich nov3'rch pokusü)/C(naäeho dlou- 
holetého spolupracovnika) 

which can be interpreted either as 

5. A X(B——C) 

or 

6. (A—B)X C 
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where x and —* denote exo- and endocentric relations respectively. Then in the 
phonic rendering the relationship between endo- and exocentric relations is 
represented by two degrees of divides, the exocentric being characterised by a 
strenger one than the endocentric. So in a real phonic rendering the ratio 

7. Ende: Exo = Ti : Tj, i < j  

ought to be maintained, where Ende, Exo represent endo- and exocentric 
relations between pairs of phrases, T is the strength of the respective interseg- 
mental divide, and i‚j denote the degree of strength; in principle i and j 
acquire the values i=l, j=2, or i= O, j= 1. In the extreme case the difference 
may be eliminated (i=j), if the grammatical structure of the text does not 
admit two interpretations. The reverse ratio (i>j) should not arise or the 
hearer will sense that the rendering is wrong. 

5. Conclusion 

So far we have assumed a two-degree hierarchy of intersegmental divides, 
which is what is most commonly found in standard phonic texts, and we 
believe that this matches the aptitude of the average professional speaker and 
the perception of the average listener. How far this assumption of just a 
two-degree hierarchy is a generally valid constraint is the subject of further 
investigation. 
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The Effect of Accentuation on Comprehension: An Experiment 

J.M.B. Terken 
Eindhoven, the Netherlands 

l. Introduction 

Psycholinguistic investigations (Cutler, 1976; Cutler and Foss, 1977) have 
proposed that accents direct the listener’s attention to the words carrymg the 
accents. This would make sense if, as linguistic investigations have proposed, 
accents mark words which convey important information in a given context, 
and deaccentuation (that is, not accenting a word that may be accented for 
syntactic reasons) marks information that is recoverable from the context 
(Halliday, 1967; Chafe, 1974). Accentuation and deaccentuation might Sig- 
nal to the listener how to distribute processing efforts in an efficient way; for 
instance, deaccentuation might tell him not to spend much effort on doing a 
precise analysis of the speech signal, since the interpretation is already 
available on the basis of the preceding context (Nooteboom and Terken, 
1982; Terken, in preparation). 

If the distinction between presence and absence of accent is a functional 
one, we should be able to measure the extent to which the presence or absence 
of accents affects the listener’s comprehension of the incoming information. 
More specifically, we may ask what the effect of appropriate application of 
accentuation rules is, that is, whether the listener’s comprehension is serious- 
ly disrupted if a word which should be accented is not accented or vice versa. 
For the clearly structured material used in the present experiment we will use 
the following straightforward wie: if an expression has been mentioned in 
the preceding utterance in the same syntactic function, it need not be accent- 
ed. Deviation from this rule defines ‘inappropriate’ accentuation. 

2. Method 

To investigate these questions we have chosen a verification task: a listener is 
watching a screen displaying a simple configuration of alphabetic characters. 
Subsequently, he hears a description of some aspect of the configuration, and 
he is asked to decide as quickly as possible whether the description is right or 
wrong. Decision time is taken as an index of comprehension time. 

To give an example: we present the letter configuration shown in figure l. 
After a warning signal the p moves to the top of the k. Subsequently, we 
present the description ‘the p moves to the top of the k’. The listener should 
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Figure 1. Example of initial configuration of alphabetic characters. 

decide whether the description is right or wrong. Next the 17 moves to the left 
of the q. We present the description ‘the p moves to the left of the q'. In the 
second description, the ‘p’ should be deaccented because it has been mention— 
ed in the preceding utterance. If it were accented, it would be labelled 
‘inappropriately accented’. On the other hand, the ‘q’ has not been mention- 
ed in the preceding utterance and should therefore be accented. If it had not 
been accented, it would be labelled ‘inappropriately deaccented’. The succes- 
sive descriptions are interrelated, so that we can define the appropriateness 
of accentuation with reference to the preceding context. 

By manipulating the presence or absence of an accent on a specific word, 
and by measuring the decision time from the word onwards, we get an 
indication of the effect of accentuation and appropriateness of accentuation 
on comprehension time. 

The presence or absence of accents and ‘appropriateness‘ is manipulated 
independently for subject nouns and predicate nouns. For each condition, 
ten sentences are presented to eleven subjects, and comprehension times 
measured. 

3. Results and Discussion 

For subject nouns we find the following data (we do not consider the data for 
‘true’ subject targets, since if the subject is described correctly, the listener 
has to wait for the remainder of the sentence before he can make a decision, 
while we are interested in the immediate effects of accentuation. So the data 
presented are only for ‘false’ subject targets. Means are in ms. Arrows 
between means in the matrices indicate that the means differ significantly in a 
sign test on comparisons of individual measurements. Each mean is based on 
at most 110 measurements). 

—Accent +Accent 

Appropriate 606 584 
Inappropriate 624 / 6 1 3  

We see that the presence of an accent leads to faster decisions, and that both 
for plus and minus accent the appropriate application of the rule leads to 
faster decisions than the inappropriate rule application. 
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For predicate nouns we have two sets of data: for true descriptions and for 
false descriptions. Let us first consider the data for false descnptrons. 

-Accent +Accent 

Appropriate 435 389 
Inappropriate 453 427 

Again, we see that the presence of an accent leads to faster decisions than the 
absence of an accent, and that appropriate rule application leads to faster 
decisions than the inappropriate application of the rule. The data for ‘true’ 
predicate targets are the following. 

_ -Accent +Accent 
-? = —06 

Appropriate 266 294 
Inappropriate 407 X 323 

Again, we see that inappropriate rule application leads to longer decision 
times. However, for true descriptions the presence of an accent leads to faster 
decisions only when the rule is applied incorrectly. When the rule is applied 
correctly the absence of an accent leads to  faster decisions. 

4. Conclusion 

We see that appropriate application of the rule in all cases leads to faster 
decisions, and that the presence of an accent leads to faster decisions except 
when the description is true and the word may be appropriately deaccented, 
that is, when there is no conflict between the description and the word 
described, and there is also no conflict between the lexical information and 
the accentual information. Thus, the present results suggest that the ‘appro- 
priateness' of deaccentuation should not only be defined with respect to  the 
preceding linguistic context, but also with respect to  the domain ofreference: 
we have found that accentuation speeds up decision time when there is a 
conflict between the information conveyed and the actual state of affairs. 
This would make sense if accentuation signals to the listener that he cannot 
easily supply the intended interpretation by himself , so he should give proper 
attention to the analysis of the speech signal, and if deaccentuation converse- 
ly signals that the listener has the intended interpretation already available 
on the basis of the preceding context, so that he need not spend too much 
effort on analysing the speech signal. This new definition of ‘appropria- 
teness’ is being tested in current experiments. 
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S. Applications 

In the design of rule systems for automatic accent assignment the present 
results suggest the following. Words which may be accented for syntactic 
reasons (eg. nouns) should be marked by an accent, except in cases where 
there is no doubt concerning two matters: 
]. deaccentuation is appropriate with respect to the preceding context; 
2. what is said is a true description of the state of affairs. 

This strategy will probably lead to the presence of an accent in a number of 
cases where speakers would apply deaccentuation. We have no evidence yet 
about the possible cumulation of negative effects of such a conservative 
strategy in coherent discourse. 
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Perception and Interpretation of Non-Native Intonation 
Patterns 

M. Cruz-Ferreira 
Lisboa, Portugal 

1. Introduction 

Most of  the few studies on non-native use of intonation are production studies 
(Anderson, 1979, MacNaught, 1978), analyzing overt ‘foreign accents’ but 
failing to reveal the less obvious though no less impairing interference of ‘ 
defective comprehension of  intonation (Berkovits, 1980; Scuffil, 1982). 

This paper outlines an experiment designed to assess non-native compre- 
hension of intonation in (European) Portuguese and (British) English, using 
as informants thirty native speakers of each language who could speak the 
other (Cruz-Ferreira, 1983). Material was, for each language, a set of thirty 
minimally paired sentences, differing in intonation only, or presenting the 
same intonation twice (‘filler’ pairs) spoken on tape by a native speaker of 
each language (the intonational framework used is based on Halliday, 1967 
and O’Connor and Arnold, 1973). Each pair conveys meaning distinctions 
which may or may not be rendered by the same intonational means in L2 (or 
by intonation at all). The task was a closed-choice binary decision on two 
levels: i) perception: decide whether the sentences in each pair have the 
‘same’ or ‘different’ meaning, and ii) interpretation: match one of the two 
meaning glosses provided for each pair with one or both of the sentences, 
according to the previous decisions. This layout enabled conclusions regard- 
ing non-native ability to  discriminate the patterns (by perceiving them as the 
same or as different); to interpret the patterns (through the meaning assigned 
to each or to both); and to identify the patterns (Le. to recognize them as 
meaningful in the filler pairs). 

Each native group was asked to provide answers for their native tongues 
too, and the results were used as control values for statistical treatment of the 
non—native data (p£.05). Some very general characteristics of Portuguese 
intonation are (as relevant in explaining the results presented below): there 
are no falling-rising intonations in Portuguese, but there is a very low starting 
falling tone, the ‘low low-fall‘; the nucleus has a fixed final position within 
the intonation group. 
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2. Analysis of Some Results 
Some typical non-native replies. 

The non-natives had no difficulties 

]. where the same meaning contrast is conveyed by the same intonational 
device in L; and in L.. 

l. Same meaning conveyed by same intonational device in L, and L, object v apposed 
subject 

Ptg _ela co'meu a galinha 
ela corneu/a ga)linha 

int. dev. tonality 

n-n reply. 1 IG: NP, = object 
ZIG: NP, = apposed subject 

Eng. they've'left the children 

they‘ve left/the children 

The interpretation of F- -RF as conveying ‘neutral‘ vs. ‘impressed’ state- 
ments in both languages was also correct for both groups of listeners. 

2. where the meaning contrast in L, may be associated with a typical use of high 
versus low nuclear pitch in L‚. 

2. Meaning contrast in I., may be associated with a typical use of ‘high' versus ‘low' 
nuclear pitch in L‘ 
command v warning 

„ \  
Ptg. nao bebas dessa a'gua 

nii'o 'bebas dem agua 
int. dev. tone Low LF-—LF 
n-n reply. Low LF = command 

LF = warning 

Eng. |don‘t leave the ‘house int. dev. tone F—l-‘R 
\don’t leave the "house n-n reply. F ' command 

PR = warning 

English F_»—FR, conveying ‘neutral’ vs. ‘reserved‘, statements, was also 
correctly mterpreted by the Portuguese listeners. Even where one of the 
contrasted pattems does not exist in L., the non—natives seem to be 
sensrt_ive to differences in the gross phonetic shape of the patterns, and to 
assocrate overall higher pitch with a more ‘open’ meaning, and lower pitch with a more ‘fmal’ overtone (see Cruttenden 1981). 

The non-natives had difjiculties 

3. with idiosyncratic uses of intonation in L,. 
These fall into three classes: 
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3.1. where the meaning conveyed by intonation in L, has no intonational 
equivalent in L.. 

3. Idiosyncratic uses of in tonation in each language 

3.1. Meant'ng conveyed by intonation in L, has no intonational equivalent in L‚ 

‘not. . . 'any’ ‘not. ..vany 

Eng. they ' |don’t admit ‘any students int. dev. zone F ' ‘none at all’ 

they\don't admit vany students FR = only some’ 
n—n reply. perceptian: random 

interpretation: random 

The distinction between äny and"any is made through lexical means in 
Portuguese. In a flller pair presenting theizny pattern twice, the Portu- 
guese perceived the patterns as the ‘same’ but assigned to both the 
‘none at all’ meaning of a straightforward negative. 
On the other hand, in a Portuguese pair presenting constant polarity 
tags with LR and LF, which convey the same ‘patronizing’ overtone, 
the English perceived the tones as ‘different’ and gave random replies 
to their interpretation. 

3.2. where the meaning contrast is conveyed by intonation in both languages, 
but the device used in L‚ is non-existent in L‚. 

3.2. Meaning is conveyed by intonation in both languages, but L, device is non— 
existent in L' 
positive vs negative presupposition 

Eng. lvthought she was married int. dev. tonicity V = po: 
l'thought she was ‘married obj = nes 

n-n reply. perceptt'on: random 
interpretation: random 

3.3. where the intonational devices exist in both languages, but are put to 
different uses. 

3. Idiosyncratic uses of intonation in each language 

3.3. Intonational devices exist in both languages, but are put to different uses positive 
v negative presuppost'tion 

Ptg 'eu sempre a hei que ele yinha int. dev. tone LF = pos 

‘eu sempre achei que ele Vinha HF = neg 
/ n-n reply. perception: ‘different’ 

interpretation : random 
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In these three cases, the contrastive meanings dependent on various aspects 
of intonation are idiosyncratic to L‚. The use of intonation in L2 cannot 
therefore be deduced from uses of intonation in L,. 
4. with items or syntactic structures usually associated with one particular 

meaning. 

4. Syntactic structure or item usually associated with one meaning 
question vs exclamation 

Eng. 'didn’t John erijoy it int. dev. tone F = exclamatiort 
'didn’t John enjoy it LR = question 

n-n reply. perception: random 
interpretation: random 

In English, inversion structures are commonly associated with an interro- 
gative meaning. Random results were also obtained by the English listen- 
ers to a Portuguese pair presenting two alternative interpretations of a 
word (‘coma'), usually associated with an interrogative meaning too. 

3. Conclusions 

_On the whole, the hesitation of the non-native in assigning meaning to the 
mtonation patterns of L, was clear. Most patterns were either misunderstood 
through the assigment of a wrong meaning to them -, or not understood at all 
- as proved by the large number of random replies. These results argue for 
the arbitrariness of certain intonational meanings. But the results also show 
that the non-natives do not always hesitate when the foreign pattern is non- 
existent or has no equivalent use in their mother tongue. They apparently do 
not have the exact native patterns in mind and, in some cases, seem to make 
use of some ‘internalized’ abstract functions of intonation. These results 
show that some features of intonation and associated intonational meanings 
seem to lie beyond particular uses in each language. It seems possible to set 
up some 1nterpretive strategies that non-natives use in listening for 
tntonattonal meaning in L,: 
. the transfer strategy: where the same intonational difference operates on a 

famtltar structure in L., the meaning conveyed by intonation in L, iS 
generalized to L; (see 1); 

. the pitch height strategy: where the meaning contrast conveyed by 
mtonatton in L, can be associated with broadly similar uses of pitch 
contours or pitch heigth in L„ ‘abstract’ generalizations regarding 
meaning seem to be made, correlating higher overall pitch with ‘openness’ 
and lower pitch with ‘finality’ (see 2); 

0 the lexico-syntactic strategy: where certain lexical items or grammatical 
patterns of L; are most commonly associated with one particular mean- 
ing, thtsstraigthforward interpretation suggested by the words will tend 
to overrtde alternative interpretations which are intonation-dependent 
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(see 4); if the patterns are perceived as the ‘same‘ (viz. in the filler pairs), 
this strategy results in the assignment to both patterns of the meaning 
favouring a more straightforward interpretation of the words (see 
comment for the pair presenting the "any pattern twice, in 3.1). 
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Experiments on the Stylization of British English Intonation 

J. ‘t Hart and J.R. de Pijper 
Eindhoven, the Netherlands 

l. Introduction 

On earlier occasions we have reported on a method applied in intonation 
analysis which we call the stylization method. Straight line segments are used 
to construct approximations to FO curves in such a way that these are 
simplified as much as possible, but nevertheless give a melodic impression 
similar to that of the originals. After stylization it is far less difficult to make 
an inventory of the melodic possibilities of the intonation system of a 
language, as was demonstrated for Dutch (’t Hart and Cohen, 1973; ’t Hart 
and Collier, 1975). Since this approach boils down to analysis by synthesis, 
an additional advantage is that it yields reliable recipes for the control of FO 
in speech synthesis, by virtue of its continuous testing of the perceptual 
adequacy in the process of the analysis. 

This study examines whether the stylization method is also applicable to 
the intonation of British English (henceforth BE). 

2. Close-copy stylizations 

The first question to be answered for BE intonation is whether such a straight 
line approach is feasible at all. lnstead of aiming at fully standardized 
contours in one step, we introduced an intermediate step of constructing 
close-copy stylizations. These are defined as composed of the smallest num- 
ber of straight line segments with which perceptual equality can be obtained. 

Close-copy stylizations are made following a trial and error method with 
the experimenter as sole judge. The alleged perceptual equality is, of course, 
tested afterwards in an appropriate listening experiment. 

In such an experiment, 64 native English subjects were presented with 60 
pairs of sentences, varying in duration between one and three seconds. Each 
sentence was processed by means of an LPC analysis-resynthesis system in 
order to obtain three versions: a resynthesized original, with the original F0; a 
close-copy stylization; an ‘altemative' contour, made in such a way that the 
differences with the originals would be easily audible. Sentence pairs came in 
three categories: (A) a resynthesized original and a close-copy stylization; (B) 
two tdentical versions; (C) a resynthesized original or a close-copy stylization 
and an alternative contour. Subjects were asked to indicate for each pair 
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whether they thought its members to be exactly equal or not. In the instruc- 
tion they were acquainted with the notion of close-copy stylizations, not only 
verbally‚ but with demonstrations on tape as well. Table I summarizes the 
results of the test. 

Category A shows a very high number of responses ‘equal’. One reason for 
this could have been that, since the pairs of category C differed so much, 
subjects’ criteria might have been biased in favour of judging the pairs of 
category A to be equal. However, a post hoc analysis of the data did not 
substantiate this possibility. Moreover‚ the scores show that the number of 
‘equal’ is lower with A than with B. This can be attributed to a number of 
cases in which some listeners were able to hear differences so small that they 
had not been observed by the experimenter. The listeners would therefore 
certainly have sacred a higher number ‘different’ for category A if the 
objective differences would have been only slightly bigger than they actually 
were. The conclusion is that it is possible to stylizeßEintonationonby meansof 
a restricted number of straight line segments, and nevertheless to maintain 
perceptual equality. ' 

3. Standard stylizations 

The ultimate aim of the stylization method is to replace the movements in 
close-copy stylizations by pitch movements with standard specifications of 
slope, duration and position in the syllable. The purpose of such a standardi- 
zation is to facilitate the finding of correspondences between otherwise 
different contours, and thus reveal the melodic structure of the various 
patterns of the intonation system of the language. Such standard recipes have 
been developed for a limited variety of different intonation patterns. As 
examples of these patterns, two representative items were taken from each of 
the seven Primary Tones as recorded on the tape which goes with Halliday’s 
course (1970). These are fully acceptable samples of BE intonation, as has 
been confirmed in the experiment to be discussed below. 

Standard stylizations are generally not indistinguishable from their corres- 
ponding originals. But if we want to claim that standard stylizations are still 
representative of normal BE intonation, they should at least sound as 
acceptable as resynthesized originals. 

Table ]. Total number of responses, and number of cases in which members of a pair were 
judged equal or different. Objectively, the members in a pair were different in categories A and 
C. and equal in category B 

Category No. of responses No. ‘equal‘ No. ‘different‘ 

A 1280 1111 169 
B 1280 1222 58 
C 1280 75 l205 
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This claim was tested in an acceptability experiment. Of each of the 
fourteen chosen utterances, five versions were made, only differing in intona- 
tion. The five versions were: resynthesized originals (ORIG), fully standardi- 
zed stylizations (FS), partly standardized stylizations (PS), DUTCH-ver- 
sions and WITTEN-versions. - 

In PS-versions not all parameters that characterize pitch movements are 
fixed, but two of them are allowed to vary freely, viz. overall position of FO 
and overall size of the excursions. DUTCH-versions were constructed follow- 
ing the rules developed for Dutch intonation. Care was taken to select 
Dutch patterns that resembled the given BE patterns as much as possible. 
WITTEN-versions were constructed following the recipes for the synthesis 
of Halliday’s seven Primary Tones, as published by Witten (1977). 

DUTCH-versions were incorporated with the expectation that, when 
recipes for another language are used to build the contours, the outcome will 
be less acceptable. Witten based himself on Halliday’s impressionistic des-‘ 
cr1ptions of the Tones. In view of the notorious unreliability of the unaided 
ear in intonational matters, these versions were also expected to be less 
acceptable than the ones based on instrumental analysis. Sixty-six native 
speakers of BE were asked to judge the acceptability of each of the test items 
on a five point scale. By means of the method of successive intervals (Ed- 
wards, 1957) a psychological continuum was derived from the raw data, and 
each of the stimuli assigned a scale value which refers to that continuum. See 
Table II. 

Unlike the raw data, the scale values lend themselves to a statistical 
analysis. Such an analysis revealed that ORIG, FS and PS do not differ 
srgnificantly in acceptability, whereas DUTCH and WITTEN do differ from 
each of these, and from each other. We may therefore conclude that the FS- 
and PS-versions sufficiently agree with the internal representations the listen- 
ers have of the intonation patterns of their language. But at the same time, 
the outcome for DUTCH- and WITTEN-versions shows that the recipes 
used for the standardized versions are necessary to agree with the listeners’ 
mtemal representations: as soon as other recipes are applied, the resulting 
contours sound less acceptable. Thus, the attentive subjects are sensitive to 
any v1olatron of the rules of their intonation system. However, their critical 
behavrour did not keep them from approving of the FS- (and PS-) versions. 
These versions can therefore be considered as fully representative of some 
patterns of the BE 1ntonation system. 

Table II- SCal° values avelaged OVCI the 14 stimul , !, and sta da Vlat 0115 101 eaCh 01 the “ “ fd de l . 

ORIG FS PS DUTCH WITTEN 

Mean 2.676 2.712 2.476 1.839 .654 s.d. .438 .384 .541 .625 .454 
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Gradations in Pitch Accents? 

T. Rietveld 
Nijmegen. the Netherlands 

]. Introduction 

Much of the work on Dutch intonation is based on the framework developed 
by Cohen and ’t Hart (1967), and Collier and ’t Hart (1978). This framework 
of concepts and terms is presented in a diagram which was taken from a 
course in Dutch intonation by Collier and ’t Hart (1978), see Figure 1. 

The diagram presented in Figure 1 distinguishes only one type of pitch 
accent. This pitch accent is regarded as conspicuous whercas all other 
accents, realized by duration, are regarded as less conspicuous. If one wants 
to use the terms ‘primary stress’ and ‘secondary stress’ for these types of 
sentence stress, the latter has to be assigned to the duration accent. 

In our work on the automatic detection of prominence in Dutch (Rietveld 
and Boves, 1979), we have come across several samples of pitch movements 
with characteristics typical for prominence-lending movements, which did 
not lead subjects to score ‘sentence stress’. These pitch movements very often 
occurred on that syllable in polysyllabic words which carries word stress. The 
task the subjects had to perform was an (O,l)-task; this means they only had 
to mark the stressed syllables in the sentence ‘l’. The prosodic phenomenon 
in question cannot be classified as micro intonation since the ‚observed 
F.,-movements show fairly large excursions and since their occurrence is not 
determined by phonetic factors but by a grammatical one, i.e. word stress in 
polysyllabic words. 

The questions we want to discuss should be seen against the background of 
the construction of a prominence (= sentence stress) detector. This detector 

word accent (latent) 

realized not realized 
= sentence stress 

pitch accent duration accent 
(conspicuous) 

_ _ —  

(not conspicuous) 

Figure ). Framework of concepts from Collier and 't Hart (1978). 
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has to cope with F.,-movements which - apart from the range - are quite 
similar to the movements which give rise to sentence stress, but are not 

prominence-lending themselves. 
The relevant questions are: . 

a. To what extent can Fo-movements which are similar to but not identical 
with the prominence-lending movements, be expected on syllables car- 
rying word stress but not sentence stress? 

b. In how far does the Fo-range of these movements overlap with that of the 
prominence-lending movements? 

c. Are the syllables mentioned under a) perceived as carrying some kind of 
stress? 

The first two questions are relevant for the construction of the detector, the 
last one pertains to its evaluation: ‘false alarms’ on syllables which carry 
some kind of ‘secondary stress’ are less serious than false alarms on other 
syllables. 

Experiment 1 and 2 are carried out in order to answer the first two 
questions. In the first experiment we gave explicit instructions to the speakers 
to stress only specific syllables; in the second experiment speakers were free 
to realize the speech material in their own way. This time, however, we asked 
them to give stress judgments of their own speech, thus we could say with 
greater certainty which syllables were meant to take sentence stress and 
which not. The third and founh experiments aim at answering the question 
whether an extra response category (‘Half stressed’) is a useful and reliable 
one and can be related to the occurrence of pitch movements which do occur 
on syllables with word stress. ' 

2. Experiment 1 

Procedure 
In this experiment three male speakers had to realize one carrier sentence 
with eighteen different polysyllabic words (target words). 

The carrier sentence was: 
'Je meet niet over de gaan klagen, maar er we! over nadenken'. 
(You should not complain about....‚ but think about it) 

The speakers were asked to stress the italic syllables only. The blank (....) had 
to be completed with a three- or moresyllabic compound (‘target word’). 

Six of these had the stress pattern l 3 2: 
‘t'ruittelersbond, suikerbietenoogst, autobusdienst, 
schoonmaakploeg, vuurwapenwet, veevoederprijs’ 

six had the stress pattern l 2 3: 
‘zakwoordenboek, kinderspeelplaats, scheepstimmerlui, 
legerwoordvoerder, tandheelkunde, filmtijdschrift‘ 

Six had the stress pattern 2 l 3: 
‘schooladviesdienst, boerenleenbank, stadsschouwburg, 
staatsbosbeheer, rijkswaterstaat, burgemeestershuis.’ 
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2. I Analysis 
Pitch and intensity were measured with the IFN-pitchmeter (Van Rossum 
and Boves, 1978) and the IFN-intensitymeter, respectively. The analog 
output was fed into the computer with a sample frequency of 100 Hz; 
subsequently the pitch curves were plotted in semitones together with the 
lower declination line, according to a procedure borrowed from ’t Hart 
(1979), but adapted by us. 

The measurement procedure was as follows: (a) If a target word contained 
an Fo-rise which started early in the syllable or a fall which started late and if 
the F.,-range exceeded 1 semitone, the corresponding pitch jump was measur- 
ed. We are quite aware of the fact that only an average of more than 1 
semitone can be seen as a meaningful result. (b) Pitch jumps were also 
measured on the syllables which subjects had been instructed to stress. 

2.2. Results 4 
We observed pitch movements to or from the lower declination line on all 
target words. In most cases these pitch movements occurred on the syllable 
carrying the main word stress. 

The following pitch jumps were observed: 
Target words; mean Fo-excursion: 4.04 semitones, s.d.: 1.65 semitones (n 
= 54) 
Stressed syllables in other words; mean Fo-excursion: 6.34 semitones, s.d.: 
1.78 semitones (n = 208). 
The difference in pitch jumps between the two types of syllables was 
significant : t = 8.56, p < 0.01, df = 260. 

Thus, we found evidence that word stress which is not intended to be 
sentence stress is accompanied by pitch movements in many cases. The fact 
that the excursion of these movements is smaller than the one for sentence 
stress, can be regarded as an indication that ‘secondary pitch accent’ may be 
a useful category in Dutch prosody. 

3. Experiment 2 

This experiment was carried out to answer the same questions as in experi- 
ment ]. This time, however, the speakers were not instructed to stress any 
particular syllable. Furthermore, the speakers had to judge their own mate- 
rial twice: once immediately after the realization of the complete set of 
utterances, and once in a normal listening test which took place a week later. 
In this way we were able to determine which syllables were meant as stressed 
by the speakers themselves. In addition a panel of ten listeners performed the 
listening test too. In all cases the test was an (0. 1)— task: all syllables had to be 
categorrzed as either ‘stressed‘ or ‘unstressed'. 
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3.1. Speech material 
Nine sentences read out by live speakers. In this material three samples from 
each of the three categories of polysyllabic words mentioned before (“target 
words’) were included (see experiment 1). 

The speakers were asked to imagine a situation for each utterance so that 
they could be used as ‘naturally as possible‘. 

3.2. Analysis 
The pitch jumps were determined in the same way as described in experiment 
]. 

We determined: 
a. the jumps on the target words 
b. the jumps on the syllables which were labeled ‘stressed’ by the majority of 

the listeners. 

3.3. Results 
]. None of the target words were scored as stressed by the speakers when 

they had to judge their utterances straight away. 
2. In the second task (the listening task) four of the five speakers did not 

change their mind; only one speaker now scored eight of the nine target 
words as ‘stressed’. 

3. Fourteen of the 45 target words (= 5 X 9) were judged stressed by the 
panel of ten listeners. 

4. In 42 of the 45 target words clear pitch movements were found on the 
syllable carrying word stress. 

5. The pitch jumps on the target words (mean: 4.87 semitones, s.d.: 2.04 
semitones) were significantly smaller than those on the syllables in non- 
target words which had been judged stressed by the majority of the panel 
(mean: 8,45 semitones, s.d.: 1.98 st): t = 1.72, p < 0.05, df = 156. 

6. A significant, though not a strong correlation was found between the 
excursion of the pitch jumps on the target words and the number of stress 
scores given by the panel: Pearson’s r: ‚65, p < 0.0] (n = 44). 

4. Experiment 3 

In the third experiment we presented the same speech material as in experi- 
ment 2. This time, however, listeners had the possibility to use three respon- 
se-categories in their stress-iudgments: ‘full-stress’ ‘half-stress‘ and ‘no 
stress‘: a (0,1/2,1)-task. 

In experiment ] we observed noticeable Fo-movements on the syllable 
carrying word stress in polysyllabic words. These syllables were not judged 
‘stressed’ in an experiment with two response—categories: no stress and stress. 
In the present experiment with three response-categories we expected the 
majority of the syllables involved to be judged as ‘half-stressed‘. 
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4.1. Results 
Thirty out of 45 syllables carrying word stress (= 67%) were judged as 
‘half-stressed‘ by the majority of the listeners. This result implies that the 
dichotomy of pitch accents (= sentence accents) and other accents as intro- 
duced by Cohen and ‘t Hart is not confirmed by our data. The presence of 
pitch movements on syllables which do not carry sentence stress is related to 
a stress impression of a certain kind: ‘half-stressed’. Experiments with resyn- 
thesized speech and manipulated F„—movements may show to what extent 

— this relationship is a causal one. 

5. Experiment 4 

A further indication of the reality of a ‘secondary accent’ may be deduced 
from the interrater reliability of scores involving this response category. 

To this effect we presented a text consisting. of 10 sentences with 221 
syllables to two panels of 12 listeners each. 

One panel was given a (O,l)-task, the other a (O,l/2‚l)-task. We did not 
use all the scores gathered in this experiment since the method we applied to 
determine the reliability of the scores is based on the assumption of indepen- 
denee of scores: Ebel's reliability coefficient by analysis of variance. Stress 
scores, however, are not independent; for that reason we formed subsets of 
all available scores by quasi-random sampling. 

The reliabilities we obtained in both tasks for ‘full stress’ were high: 0.92; 
the reliability for ‘half-stress‘ was lower, but still satisfactory: 0.80. 

From the latter value we can deduce that the ‘secondary-accent’ is indeed a 
real perceptual category in Dutch. 

6. Conclusion 

In the measurements reported here, clear pitch movements were found on the 
syllables carrying word stress in words of three or more syllables. The great 
majority of these syllables were not scored as ‘stressed‘ by the Speakers 
and/or listeners. The range of these pitch movements was smaller than the 
range on other syllables which had to be pronounced as ‘stressed’ (exp. 1) °' 
were judged ‘stressed' (exp. 2). In another experiment (exp. 3) we found that 
the majority of the syllables carrying word stress in words of three or more 
syllables were judged ‘half-stressed‘ in a task which included three possible 
responses: ‘unstressed’, ‘half-’ and ‘full stressed’. F.,-measurements (exp. 2) 
showed considerable pitch movements on the syllables carrying only W°rd 
stress. 

Our data do not confirm, therefore, the suggestion of the diagram by 
Collier and ’t Hart that accents which are not ‘éonspicuous’ do not carry 
noticeable pitch movements and are mainly durations accents. 
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An Analysis of Regional Variation in English Intonation 

T.I. Shevchenko 
Moscow, USSR 

]. Introduction 

English dialectology which is traditionally deeply rooted in the history of the 
English language has accumulated ample material on sound change in 
regional varieties of English. The specific regional features which manifest 
themselves at the suprasegmental level, however, on account of their com- 
plexity have been left, as a rule, beyond the systematic research of both 
phoneticians and dialectologists. The fact that mention was made of the 
phenomena in question by Ida Ward (1948) Roger Kingdon (1958) and 
Kenneth Pike (1965) is but a proof of their objective reality. 

In the context of what has been said above, the papers on regional 
intonation, in which is it viewed either in the information aspect (Brown et al. 
1980) or sociolinguistically (Trudghill, ed. 1978) are of great interest. After 
David Crystal who emphasized the necessity to correlate social factors with 
prosodic and paralinguistic features in speech analysis (Crystal 1975), John 
Pellowe and Val Jones (Trudgill, ed. 1978: 101-121) as well as Gerry Knowles 
(Ibid: 80-90) have made succesful attempts at establishing such correlation in 
their study of Tyneside speech and Scouse, respectively. The results 
highlighted a few aspects relevant for our comparative intonation analysis of 
different regional varieties of English. 

Our experiment is concerned with intonation peculiarities of Midland, 
_ _Northern, Scottish, Irish and Welsh types of English as compared with the 
intonation of Southern standard English (RP). The material, 12 readings of 
an identical text containing 318 words was in part recorded at the Phonetic 
Laboratories of Edinborough University and the the Experimental Phone- 
t1cs Laboratory of Moscow Foreign Languages Institute by English students, 
aged 18 to 22, male and female, with various regional backgrounds, two 
speakers for each type. The corpus was subjected to auditory and acoustic 
analyses. 

2. Results 

The data obtained in the course of the analysis give evidence to the following: 

]. Besides the nuclear tones which are generally considered socially and 
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regionally significant, configurations of the melodic contour and its pitch 
range characteristics, the inventory of heads, their variants and relative 
frequency prove to be relevant too. Thus, for instance, narrowing the pitch 
range is a typical regional modification of the contour, when compared with 
a similar realization in RP; another common featureis the descending 
character of the head which prevails in all regional types of English. Certain 
specifications, however, ought to be made here: In Scottish English, for 
instance, the descending head is mainly realized in the medial part of the 
range and is shaped wavy-like; in contrast with it high level and low level 
heads are more frequent in Midland English. 

The importance of the inventory o f  heads employed by the speaker can 
thus be demonstrated: the informants from London and Edinburgh make 
use of 4-5 types of heads, while the Irish speakers limit the amount to three; 
the Hebrides Islands speaker makes it one. 

2. Nuclear tones, which have always been the focus of attention in English 
intonology, reveal their regionally distinctive relevance in the inventory, 
distribution, choice of the structural variant and functional load. E.g. most 
of the regional speakers tend to use more level tones (compared with RP) in 
non-final tonegroups of statements. Hence, the level tones are equivalent to 
the rising tone in expressing non-finality. Alongside with this general obser- 
vation the use of the level tone in special questions (the Irish speaker) may be 
treated as a specific feature. 

It is common knowledge that falling tones are most frequent in the English 
language. But their configuration may be modified, levelled out and not 
reaching the lowest pitch level at the end. Besides that, an initial rise is 
commonly registered at the beginning of the tone in Scottish and Northern 
English. This variant is identified by phoneticians who have a long expe— 
rience in listening to RP, as a risefalling tone. Functionally, however, it is 
quite devoid of the connotations described for the RP rise-fall (O’Connor 
and Arnold, 1961). It is deemed necessary, therefore, to qualify the tone in 
question as a regionally marked structural variant of the falling tone. Thus 
we can conclude that phonetic variability, however great, may not be func- 
tionally supported: the process of communication, with the exception of the 
connotations mentioned above, appears to be in no other way impaired by 
these modifications. 

3. Common to all the readings which represent different regional varieties of 
English are similarity of accentuation, the division into tonegroups and the 
location of pauses. The length of pauses and the rate of delivery, it may be 
assumed‚ is determined, to a great extent, by sex and individual variability. 
One cannot, however, make generalizations about the data from the limited 
amount of the material available. 

4. The fact that in a number of national varieties of English, such as General 
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American and General Australian, for instance, similar tendencies have been 
observed, among them a narrow range of pitch, a mid-level wavy head and a 
rising- falling-to—mid terminal tone (Shakhbagova 1982) gives us grounds to 
believe that the latter constitute inherent English features, part of the proso- 
dic system of English. 
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Surface Tones in Chaga: Towards a Tonetic Classification 

C.W. Temu 
Dar es Salaam, Tanzania 

l. Introduction 

The Vunjo dialect of the Chaga (Bantu) language is spoken by approximately 
two hundred thousand Wachaga people on the slopes of Mount Kilimanjaro 
in Tanzania. A prevalent or standard form does not exist in the Chaga 
language and it is not active written except for a few religious hymn books. 
Occasionally friends write to one another in the dialects but tone is not 
marked so that the dialects exist side by side influencing one another and 
being much influenced by Swahili vocabulary and syntax. 

l.]. Stage of Research on the Chaga language 

The first published work (Raum, 1964) described the Moshi dialect but 
contains very little on tones. 

1.2. Corpus 

The material analysed for this paper is not based on a strictly delimited 
corpus since the author speaks the dialect as his mother tongue. 

1.3. Terminology 

The terminology used in this study is free drawn from that of modern 
Bantuists and that of general phonetic and linguistic description. The sym- 
bols are those of the IPA. 

2. Main Structural Features of Vunjo 

Since tonetics and tonology are intricately interrelated to segmental phone- 
logy, morphology and syntax it is proposed here that only the main features 
will be presented in outline. 

2.1. Vowels 

Vunjo has five vowel phonemes represented as /i/‚ /e/‚ /a/‚ /0/ and /u/. 
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Phonetic realisations are [i], [e], [a], [o], [u]. Minimal pairs involving long 
and short vowels are not found in Vunjo vowels. All vowels are phonemically 
short. Phonetically long vowels occur as a result of morphophonemic pro- 
cesses (see 2.4). There are no phonemic diphthongs. What appear to be 
diphthongs are quick transitions from one vowel to another. 

Vowel Distribution 

All vowels can occur alone as independent syllable-carrying tones of the 
structure -V. Moreover all vowels can occur alone initially before a conso- 
nant or another vowel and finally after a vowel as most of Vunjo syllables are 
open hence /#-C, /#-V, /C-C, /CV-#. In all these cases they carry tone. 

2.3 C onsonants 

Phonologically Vunjo has twenty-eight consonant phonemes which are reali- 
sed as twenty-nine consonant sounds phonetically. 

2.3.1.Phonetic Chart of Vunjo Consonants and their realisations 

Bilabial Labio Dental Alveolar Palatal . Velar Glottal 
Dental 

Steps p h t d c k 
Prenasalized mb nd 138 
Fricatives { s .: I h 
Prenasalizecl mv nz 
Africates pf ts II 
Prenasalized nd; 
Nasals m n ‚n !] 
Laterals | )_ 
Happed ‚ 
Rolled ‚. 
Semi Vowels w i 
The phonetic realisation of the consonants is as follows: 
Steps: pata MM (field) mboxa HM (blessing utifo MLM (foot) ndifo MM 
(footsteps), duka MM (shop), ikoru MML (snail), cija ML (yam), ggofi HH 
(blows); Fricatives: ifila MML (weakling), mvuo HH (rain), isembo HHL 

‘ (fool), nzie HL (locust), rema HH (farm), mjiki MML (sister) handu HL 
(place); Affricates: tfoma MM (mucus), nd3ui HH (hair), pfumu HH (spear), 
kitsi ML (waist); Nasals: manake MMM (boy), natsi ML (dry grass). llama 
HL (meat), ruqu ML (leopard); Laterals: Iorika HHL (stool) ma7.a ML 
(edibles); F laps: kora HM (moss); Rolls: r_)gerero HML (beard); Semivowels: 
welt ML (wedding), jewa HL (shoulder). 
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2.3.2. Consonant Distribution 
All consonants can occur in initial and intervocalic and after syllabic nasals 
without noticeable phonetic modification. 

2.4. Morphanotactics (Morphophonology) 

The most common morphophonemic changes observed in Vunjo (Chaga) 
are also very common in most other Bantu Languages when sounds are in 
contact. These are contraction, assimilation, elision, devocalization and 
palatalization. 

2.4.]. Contraction 
a + a > a: /wa+ana/ > [wana] (HH) (children). 

2.4.2. Reciprocal Assimilation without Contraction 
a + i > ee: /wa+iwi/ > weewi HLH (thieves). 

2.4.4. Elist‘on 
i. V+CV+0 > V+C+o: /i+t Iu+o/ [it [0] HH (that one Cl 1) 
ii. CVI+V2>CV2V2: /wa+ou>[woou] HLH (fearful ones Cl 2) 

2.4.5. Devocalization 
i+V > j: /i+a+ko/ > [jako] ML (mine). 

2.4.6. Consonant Assimilation 
r>d‚ w>b: /n+rusu/ > [ndusu] HH (strings) /n+weri/ > [mberi] MM 
(feathers). 

2.4.7. Cansonant Loss 
n>e /-p‚ t, k, l v, s, f, (optional): /n+fana/ > [fana] MM (birth mark) 
/n+teri/ > [teri] HL (soil). 

2. 4. 8. Palatalization 
This affects the sound /k/ mostly so that it is always palatalized before front 
vowels: /ki+ndo/ [eindo] HL (thing). 

3. Tonetic Classifation of Nouns 

3.1. 

A simple neun in Vunjo (Chaga) consists of at least one independent prefix 
and a neun root: mndu</mu+ndul (person) pl (wandu). On the phonetic 
level some of the prefixes are not realised, e.g. [pfumu]<i+pfumul (spear) pl 
[mapfumu]. Compound nouns consist of two independent prefixes and at 
least two stems: [mndumka]</m+ndu+m +ka/ (woman). Complex nouns 
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consist of at least three preftxes and at least two stems: e.g. [mawanduwaso- 
ro] < /ma +wa+ndu+wa+soro/ (big men). 

3.2. Phonetic Realisations: Syllabic Structure of Nouns. 

A neun always occurs with its prefix in speech, except where the prefix has 
been dropped by specific morpheme rules. It is within this framework that 
the tonetic classification of nouns is given. 

Most of the nouns in Vunjo are of the syllable structure CVCV and 
CVCVCV. Monosyllabic, quadrisyllabic and pentasyllabic nouns occur very 
infrequently. Of a total 484 nouns examined only 6 (12%) were monosylla— 
bic, 197 (39.4%) disyllabic, 223 (46%) trisyllabic, 32 (6.4%) quadrisyllabic, 
and 6 (12%) pentasyllabic. Disyllabic and trisyllabic tonetic realisations 
accounted for 86% of the total. 

3.3. Tonetic Patterns of Nouns 

The nouns were tonetically classified into different patterns depending on 
their tonal realisations in isolation and also in a very limited context. A 
question such as ‘what is the word for 'stranger‘ in Vunjo’ the answer, 
‘mjenu‘ HML. This was then put in the context, /ni mjenu tupu/ ‘it is a 
stranger only’. On the basis ofthis criteria the following patterns were found. 
The monosyllabics have one pattern: H : (sleep). The disyllabics have five 
patterns: HH mana (child), HM kip fi (wasp), MM pata (meadow), HL kindo 
(thing). ML soka (axe). Trisyllabics: MMM it Ieri (tick), HML kikut [u (bag), 
HHL lo:ika (stool), MML mkuma (wind), HLH kikapu (basket), MLM 
mkoku (baby), HLL kileje (bird). The quadrisyllabics were found to have 
eleven patterns HLHL kilemeko (hend), MLML lavvutar3i (brother-in-law), 
HLLM uaggari (thirst), HLLH kilodana (hate), MLHH mfiriwa (cattle- 
pen), HHLH ndarakana (spark), HHMM warisinda (sister in law), HHHH 
manamae (cousin), HMMM ikugia (sack) HLLL kipoporu (rodent), HHHL 
ndondokoro (am). The pentasyllabics have three patterns: HLHLH (mneen- 
geri), MLLHL it Iongololo (millipede) HLHHL (ikururuma) (thunder). 
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Section 14 
Speech Acquisition 



Pitch and Timing Cues in Speech Intelligibility: the Case of 
Child Language 

N. Bacri 
Paris, France 

]. Introduction 

These last years, several investigators have presented evidence for a direct 
link between timing and pitch cues in sentence perception. It has been shown 
that prosodic parameters allow listeners to disambiguate sentences (Lehiste 
et al., 1976), whereas deviant durations and fundamental frequency contours 
decrease intelligibility (Huggins‚l978, 1979). Moreover, data bearing on the 
relative effect of temporal cues and pitch movements point to the greater 
efficiency of the former. In experiments where the three suprasegmental 
variables for one meaning of an algebraic expression are interchanged for the 
other meaning of the expression, Streeter (1978) demonstrated that the 
magnitude of the pitch effect was about 14-20%, depending on the speaker. 
When conflicting cues are introduced, lengthening alone gave a correct score 
of 90% (Nooteboom et al. 1978), but F0 overrode the cue value of pauses as 
boundary markers (Larkey 1981). However, if local variations of FO, except 
in the latter case, are not a crucial factor for sentence comprehension, the 
contribution of prosody to speech perception appears to be more important 
than suggested by these data. Duration and pitch are analysed as connected 
cues and form an integrated percept. They supply different information, and 
specifically, prosodic continuity seems to be essential to the listener’s ability 
to perceive speech at all (Nooteboom et al., 1978, Carlsen et al., 1979). 

In reply to the question as to what kinds of perceptual cues are available to 
allow a listener to understand speech with a low degree of intelligibility, ] 
have put forward the hypothesis that compatibility between timing and pitch 
cues support intelligibility whereas confiicting cues result in misunderstand- 
ing. In this paper, I try to answer this question by comparing temporal 
organization and pitch patterns of two types of utterances, judged intelligible 
or not. 

2. Subjects, test material and procedure 

Three adults (two females and one male), native speakers of Parisian French, 
were asked to sort out 1450 utterances of spontaneous speech, produced by a 
child, into three categories: intelligible (IU), unintelligible (UU), undecida- 
ble. Utterances were classified as follows: 463 IU (32%) and 859 UU (59%); 
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128 utterances (9%) were judged undecidable by at least one judge. The child, 

aged 1; 10 at the beginning of the study and 2;2 at the end, was visited six-times 

at home, every three weeks. Each session lasted 45 minutes and was recorded. 

All utterances were transcribed in 1PA by a phonetician who then calculated 

the number of syllables in each sequence. An independent rater likewise 

computed the number of syllables by sequence. A level of agreement of 0.96 

was attained between the two ratings (de Bardies et al., 1981). 

The present study does not hear an phonemic distribution. However, it is 

worth noticing that is is significantly different from adult French distribu- 

tion. 
For each utterance, a pitch detector plotted variations of F„ and amplitude 

of the speech signal as a function of time. The following variables were 

measured: total duration of utterances, initial and final syllabic durations, 
overall speaking rate (duration of utterances / number of syllables / sec.), 
articulation rate or time spent articulating (duration of utterances minus 
duration of pauses / number of syllables / sec.), duration and frequency of 

pauses, mean FO value for the first F0 p‘ot, amounts of rises and falls, average 

number of fluctuations per second and per syllable in the FO patterns. For the 
last two variables, a fluctuation was defined as a point corresponding to a 
local maximum or minimum on the F0 curve. In order to be sure of the 
perceptual relevance of FO movements, a F0 change was labelled fluctuation 

if it exceeded 35 Hz during at least 50 msec. 

3. Timing analysis: durational eues 

Analysis of variance was carried out on 360 utterances from 2 to 5 syllables. 
equally distributed over the sessions. Total duration of utterances had no 
significant effect on intelligibility, and neither had the number of syllables. 
The main effects were due to initial and final syllabic durations. Initial 
syllables in TU were shorter than in UU (F(l‚ 356) = 6.30, p < .02). The mean 
durations were 139 msec. and 156 msec., respectively. Final syllables in IU 
were longer than in UU (F (l, 356) = 5.84, p < .05). The mean durations were 
185 msec. and 166 msec. respectively. Moreover: final syllables in IU increas- 
ed in length with the increased length of utterances. The interaction between 
final syllabic duration and number of syllables was significant (F (l, 178) = 
4.98, p < .05). However, the degree of variation for syllabic durations was 
considerable, as previously noted by Oller and Smith (1977) for child lan- 
guage. So an analysis of syllabic durations was performed session by session, 
and on the whole corpus, data being partitioned in short and long utterances 
according to the number of syllables (2+3 vs 4+5 syllables). t-test showed 
significant differences between IU and UU, but only for initial syllabic 
durations of long utterances. t-test for paired observations performed on IU 
and UU respectively showed systematic differences between initial and final 
syllabic durations for IU (short IU: t(5)=4.25, p < .01; long 1U:I(5)=5.69‚ P 
< .01), but not for UU (Fig. 1). 
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figure ). Mean differences and confidence intervals (in ms.) between initial and final syllabic 

durations, within short and long sequences, for intelligible (1U) and unintelligiblc (UU) utte- 

rances. 

Moreover, changes in duration varied from 21% to 30% in IU and so, 

according to Klatt (1976), could serve as perceptual cues, whereas they varied 

from 1% to 8% in UU and it was not possible to discriminate them. 
The main difference between IU and UU comes from the contrast between 

initial and final syllabic durations in IU, a contrast that does not appear in 
UU. IU alone present a regular temporal organization, and therefore a 

rhythmical structure, which can be used by the listener as a cue to the 

linguistic value of the utterances, mainly to their boundaries. These local 
variations are probably directly linked to changes in the spectral properties 
of speech (Miller 1981), and can facilitate the judgment of intelligibility. But 
it is also well known that rate of speech, and particularly articulation rate, 
influence temporal characteristics and the way in which intelligibility is 
achieved. So it is worth studying whether these local variations are linked to 
variations in speech rate, to some kind of extrinsic timing. 

4. Timing analysis: pauses, speaking rate, articulation rate 

For the two types of utterances, pause length was about 20% to 27% of the 
total mean duration. IU were characterized by one pause in median position, 
just after the first syllable (short utterances) or after the second or third one 
(long utterances). In all cases, pause was preceded by syllable lengthening. 

The mean prepausal syllabic duration was 168 msec. On the other hand, no 
preferential position for pauses and no lengthening were found for UU. 
Speaking rate and articulation rate were similar for the two types of utter- 
ances. Speaking rate was 4.23 syll./sec. for IU, 4.40 for UU; articulation rate 
was 5.75 syll./sec. for IU, 5.99 for UU; 

Our data suggest the perceptual relevance of relative timing in the intelligi- 
bility of child language. But the role of speech rate (overall speaking rate and 
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articulation rate) has not been confirmed. It seems likely that intrinsic 
timing, i.e. variations in initial and final syllabic durations, is not related to 

changes in the rate of speech. It is not possible to conclude from the data that 
listeners adjust to speech rate, in order to judge utterances. It can be assumed 
that it is intrinsic timing alone which serves as a cue because it supports the 
rhythmical structure of intelligible utterances. It can be thought that the 
contrast between initial and final syllabic durations in IU is a cue both to the 
phonetic identity and to the identification of utterances boundaries. This last 
hypothesis concerning the role of timing cues in intelligibility is confirmed by 
the close correspondence between temporal and speech patterns. 

5. Fundamental frequency analysis 

Analysis of FO initial mean value has showed its steadiness through the whole 
corpus for every kind of contour, rising, flat or falling (336 to 294 Hz for IU; 
340 to 322 Hz for UU). Amounts of rises and falls had similar ranges of 
values, about 160 Hz for the rises, 100 Hz for the falls. No difference was 
found between types of utterances. However, it is worth noticing that F0 
changes exceeding 100 Hz could occur on arbitrary positions for UU, where- 
as they tended to occur on the last syllable for IU, or on a syllable preceding a 
pause. In this last case, the utterance was identified as a sequence of two 
constituents. 

Analysis of the two ‘dynamic’ variables indicated that the average number 
of fluctuations per syllable and per second was quasi constant on the whole 
corpus, whereas for each session the two types of utterances differed signifi- 
cantly. The number of fluctuations per syllable Was two to three times 
smaller for IU than for UU. Values of 1 (6) varied from 3.6, p < .02 at 1;10 
year old to 9.80, p < ‚001 at 2;2 year old. Average number of fluctuations per 
syllable was .666 for IU, 1.26 for UU (Fig. 2). 

These results suggest that one fluctuation per syllable impairs intelligibili- 
ty. Moreover, small fluctuations occurred in all syllabic positions for UU, 
whereas they occur for IU on the last one or the last two syllables, final rise or 
fall being preceded by one or two small F0 changes. In long IU, a third 
fluctuation occurred only before a 200 to 300 msec. pause. Simultaneity of 
occurrence of durational and pitch boundary markers seems to facilitate 
intelligibility judgment. This explanation is confirmed by analysis of the 
average number of fluctuations per second; 2.78 for IU, 4.95 for UU (Fig. 2)- 
As a consequence, IU FO slopes were smoother than UU ones. 

The close relationship between intelligibility judgment and the rate of F0 
change suggests that abrupt slopes and frequent jumps Iowa intelligibility, 
particularly when large F„ changes do not precede a pause and when a lot of 
small fluctuations disturb the establishment of pitch continuity. 
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Figure 2. Mean number of F., fluctuations per syllable and per second for intelligible (IU) and 
unintelligible (UU) utterances, with confidence intervals. 

6. Discussion 

It is well known that the French language is characterized by a final accent 
marked by a final syllabic lengthening as well as by changes in F° (Delattre, 
1966, Crompton, 1980; Rossi et al., 1981), but there is neither a rapid jump, 
nor a break in FO slope exceeding 40% or 50% of the former value (Delgutte, 
1978; Vaissiére, 1980). In this paper, I have attempted to show that prosodic 
patterns differ systematically between utterances perceived by adults as 
babbling or as first language. However, neither differences in overall dura- 
tion, speaking or articulation rates, nor differences in FO initial values, 
amounts of rises and falls, can account for intelligibility judgments. Relative 
lengthening and pitch continuity seem to be the main perceptual cues. 

In spite of the great variability in prosodic realizations, close correspon- 
dence between syllabic lengthening and F[) movements preceding boundaries 
in IU, as well as the smoothness of F., slopes, confirm the importance of 
prosody in speech perception. Conflicting cues providing misleading infor— 
mation significantly impair intelligibility. I cannot specify here which is the 
main determinant of listeners’ judgment: duration or pitch. However, the 
results suggest that pitch continuity contributes to intelligibility by establish- 
ing a process of backward perceptual normalization, related to the intrinsic 
timing of utterances, that facilitates syllabic identification and the detection 
of boundary markets. 
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Though the data show that boundary detection contributes to the liste- 
ner‘s construction of an integrated percept, this does not exclude the role of 
segmental features, which I have not studied here. It is also worth noticing 
that this study beats on the language of a French child, and that it needs to be 
confirmed with other languages. 
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Audio-Vocal Self Control Functions: Pitch Fluctuations and 
Audio-Vocal Pitch Matching 

S. Eguchi and M. Suto 
Tsukuba, Japan 

1. Introduction 

Several sensory feedback loops — auditory, tactile and kinesthetic sensations 
- are thought to exist for controlling voice and speech. It is well known that 
the auditory feedback self-control functions are the most effective among 
them for speech motor behavior. We can realize the importance of the 
auditory feedback self—control function for speech motor behavior through 
the fact that the voice and speech of the deaf persons have very distorted 
acoustical features. 

This paper involves the pitch fluctuations in the sustained voices of 
normal-hearing and hearing-impaired children and the audio—vocal pitch 
matching abilities of normal-hearing adults to show the auditory feedback 
self-control influences upon voice production functions. 

2. Experimental procedure 

The pitch fluctuations of sustained voices of five Japanese vowels by normal- 
hearing and hearing-impaired children were measured. The subjects were 21 
hearing-impaired children and 60 normal—hearing children of 7 to 12 years 
old. Voice samples for 3-5 seconds were recorded. Each 200 ms of the onset 
and offset periods of voices was eliminated because voice pitch of these 
portions was not stable. Fundamental frequencies were measured at 100 ms 
measurement points in the stable portions of the analog output with a pitch 
meter and the results were shown in the Figures l, 2 and Table I. 

The relative pitch fluctuations to the mean fundamental frequencies 
(SD/E,) of hearing- impaired children’s voices (0.93%-3. 10%) showed clear- 
ly higher values than those of normally hearing children (0.49% — 0.89%). 
The correlation of age with relative pitch fluctuations of hearing—impaired 
children was not pronounced but that of hearing threshold at the lower 
frequencies (250Hz and 500 Hz) with relative pitch fluctuations was mani- 
fest. 

The audio-vocal pitch matching by normally hearing adults was exami- 
ned. 

The subjects were 5 normally hearing male adults without special musical 
training. 
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Figure I. Relative Pitch Fluctuation as a Function of age. 

l30 Hz and 145 Hz tones were used as the base voice pitch for each subject 
to produce a natural sustained voice. The test target tone generated by an 
oscillator was given to the right car of subjects at 45 dB HL through a 
headphone (TDH—49) and subjects produced the Japanese vowel /a/ at a 
pitch as near as possible to that of the target tone. When the sustained voice 
of a subject had been continued for about 2 seconds, the pitch of the target 
tone was changed higher or lower by IO Hz or 20 Hz. Subjects perceived the 
pitch changes of target tones and then followed the changed pitch of target 
tones matching their own voice pitch with the pitch of target tones. The 
speech samples and target tones were recorded on a 2 channel tape recorder 
at the same time and their pitch was extracted by a 2 channel pitch meter and 
recorded on an analog display. 

To measure the subjects’ audio-vocal pitch matching abilities, three tem- 
poral time lags - from the beginning of the pitch change of a target tone to the 
beginning of the pitch change of the subjects’ voice, from the beginning of the 
pitch change of a target tone to the end of the pitch change of the subject’s 
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Figure 2. Relative Pitch Fluctuation as a Function of Hearing Threshold. 

voice, and from the beginning of the pitch change of a target tone to stabili- 
zing of the subject’s sustained voice - were obtained and the results are 
shown in Figure 3 and Table 11. 

3. Results 

The time lag from the beginning of the pitch change of a target tone to the 
beginning of the pitch change of the subject’s voice ranged from 328 ms to 
405 ms. The mean value of this time lag was 351 ms, the between-subject 
standard deviation in the distribution of this time lag was 82 ms, and the 
intra-subject standard deviation was 75 ms. There was no significant diffe- 
rence in the data of the time lags among the four conditions in which pitch 
changes of target tones were different. 

The time lag from the beginning of the pitch change of a target tone to the 
end of the pitch change of the subject’s voice ranged from 674 ms to 830 ms. 
The mean value of this time lag was 756 ms, the between-subject standard 
deviation in the distribution of time lag was 18] ms and the intra-subject 
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Table 1. 

Normal heart'ng (N = 60) 
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Age Male SD/F Female SD/F 
(%) (%) 

7 0.89 0.81 
8 0.82 0.79 
9 0.81 0.63 

10 0.67 0.58 
11 0.56 0.50 
12 0.56 0.49 

Hearing-impaired (N = 21) HL: (250 + 500 Hz)/2 

Age Male HL SD/F Age Female HL SD/F 
(dB) (%) (dB) (%) 

7 80 2.05 7 87.5 2.04 
7 85 2.95 8 85 2.54 
7 90 2.61 9 92.5 2.91 
8 40 0.99 10 55 1.84 
8 72.5 1.74 10 70 1.84 
9 82.5 1.86 11 65 0.93 

10 75 1.88 12 65 1.58 
11 80 3.10 12 55 0.98 
11 67.5 1.56 12 75 2.10 
11 37.5 0.93 12 65 1.08 
12 80 2.29 

Table II. Latencies for the signal change 

Onset End Stable stage 

Mean 351.5 756.9 [326.2 msec. 
B.S.S.D. 82.9 181.3 325.6 
1.S.S.D. 75.9 115.9 245.6 

B.S.S.D.: Between subject standard deviation; 1.S.S.D.: Intra subject standard deviation. 

standard deviation was 115 ms. When the pitch of a target tone was changed 
to lower pitch, the time lag was shortened significantly in comparison with 
the condition in which the pitch of the at target tone was changed to a higher 
pitch. 

The time lag from the beginning of the pitch change of a target tone to the 
stabilizing of the subject’s sustained voice ranged from 1226 to 1409 ms. The 
mean value of this time lag was 1326 ms, the between-subject standard 
deviation in the distribution of this time lag was 329 ms and the intra-subject 
standard deviation was 245 ms. There was no significant difference in the 
data of the time lags among the four conditions in which pitch changes of 
target tones were different. 
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A: Latency to the onset of voice inflection 
B: Latency to the end of voice inflection 
C: Latency to the stable stage of sustained voice 

Figure 3. A Sample of Actua1 Recording. 

4. Conclusion 

From our present experimental results concerned with the influence of the 
auditory self control functions on voice and speech behavior which are very 
important for the development of speech sounds in early childhood, it was 
shown that the fluctuations of sustained voice were not correlated with age 
but with hearing thresholds and that there were several time 1ags between 
auditory target tone and the achievement of voice responses in the audio-vo- 
cal pitch matching ability. 
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Interactive Speech Synthesis in the Study of Normal 
Perceptual Development 

V. Hazan and A.]. Fourcin 
London. United Kingdom 

]. Introduction 

If normal speech perceptual development is largely dependent on learning 
processes in which auditory analysis plays an important role, three aspects of 
speech contrastive development in the normal child are likely to be of special 
consequence. 

First, the earlier stages of speech perceptual development will be characte- 
rised by the influence of auditorily dominant speech pattern elements. Se- 
cond, development will tend to proceed from the simple to the complex in 
auditory - rather than articulatory - terms. Third, individuals may differ 
markedly in their ability to use different speech pattern elements in the 
identification of phonetic contrasts. 

The stages of development of a child’s acquisition of perceptual ability in 
the processing of speech patterns have yet to be fully investigated. A norma- 
tive study of the ages at which the child is likely to start making contrastive 
use of, for example, F„ F2 and F, transition cues, VOT information, aspira- 
tion cues is imperative in order to assess and facilitate the development of 
these abilities in hearing impaired children. 

The present experiments make use of synthetic speech stimuli defining 
meaningful phonetic contrasts. These high quality stimuli are modelled on 
the utterances of a particular woman in order to provide a coherent pattern 
set and to minimise normalisation problems for the child. 

The end-point stimuli are interpolated to provide a six step continuum. In 
our first work in this area, pre—recorded sequences of these stimuli were used. 
These were too long for young children. Now, an interactive test system is 
used, in which the syntheses are made on-line at a level of difficulty which is a 
function of the subject’s reSponstt. The ongoing assessment of the subject’s 
performance ensures that the most efficient presentation of stimuli is given, 
concentrated in the 75-25% labelling area, with fewer stimuli presented in 
those parts of the stimulus continuum where the subject is labelling with 
confidence. The test-retest reliability was found to be good. 

The response situation has been improved by the use of touch sensitive 
pictures which relay the child’s choice directly to the microprocessor control- 
ling the running of the test. The whole apparatus used is relatively compact 
and portable so that it can be used in classroom and clinic. The tests available 
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range in increasing pattern complexity from simple fundamental frequency 
contours; a vowel contrast between two phonetically contiguous forms; a 
plosive consonant voicing contrast; and finally a voiced plosive alveolar-ve- 
lar contrast. 

2. Main features investigated 

I. Fundamental frequency 
English intonation is a highly complex system mainly cued by the fundamen— 
tal frequency contour pattern. It cues not only the difference between ques- 
tion and statement but also the placement of nuclear stress. An assessment of 
the child‘s ability to contrast Fx patterns is made using a very simple ‘Oh? - 
Oh” test in which the Fx contour is systematically varied between an extreme 
rise and an extreme fall. 

2. Vowels 
The child‘s ability to contrast two vowels can be assessed by systematically 
varying F, and F2 in between two extremes corresponding to two phonetical- 
ly contiguous vowels. The relative importance of F] and F, in establishing a 
contrast can be assessed by presenting each formant separately. This proves 
very fruitful when trying to assess whether the hearing impaired child is able 
to make effective use of F| information. 

3. Consonant place contrasts 
Important acoustic features of place contrasts in initial consonants are 
provided by the F2 transition into the vowel and the frequency of the noise 
burst. A ‘date/gate’ test is used in which these two cues can be varied 
systematically, either separately or together. 

4. Voicing contrast 
The voicing contrast in initial cognate plosives is cued mainly by a rising F, 
transition in the voiced consonant and the voice onset time following the 
noise burst. A ‘coat-goat’ or ‘pea-bee‘ opposition are used to assess the 
perception of these contrasts. 

3. Results 

Results were first obtained for normally hearing adults in order to assess how 
the stimuli would be labelled by subjects who can potentially make use of a 
complete set of speech pattern features. 

Since large listener to listener variations are typically found, results are 
analysed individually. The labelling curves below are plotted from the per- 
centage of responses of one label versus step number and illustrate adults’ 
responses to the place contrast in the ‘date—gate’ opposition and the voicing 
contrast in the ‘coat-goat’ opposition, see tig. l. 
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In the ‘date-gate’ test, results obtained for both subjects to the stimuli 
containing both the F, transition and burst frequency cues are characterised 
by sharp labelling. This is also the case for the stimuli in which the contrast is 
cued only by a change in the burst frequency value. However, both subjects 
had difficulties in making the contrast on the basis of F2 transition alone. It 
therefore seems that they are primarily relying on the burst frequency as a 
mam cue to this alveolar-velar contrast. 

In the ‘coat-goat‘ contrast cued by the change in VOT alone, the first 
subject does not seem perturbed by the absence of Fl information and seems 
therefore to be making the contrast primarily on the basis of the VOT value. 
The second subject perceives most stimuli as voiceless in the absence of Fl 
information. The labelling curve becomes more balanced when this second 
cue is added. 

Results are needed from large numbers of children from age groups 
rangmg from 4 to 14 in order to make a reliable estimate of the ages at which 
normal children are most likely to make consistent use of the various speech 
pattern cues. This will necessarily only be a general framework as great mdtv1dual differences in strategies used by the children are to be expected. 

The results given below illustrate responses obtained to the consonant 
contrast stimuli by two children of 6 (SI) and 9 (SZ), see fig. 2. Both chrldren gave sharp labelling to the ‘date-gate’ stimuli containing the 
combmed F, transition and burst frequency cues. They seemed able to make 
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Fig. 2. 
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use of the burst frequency cue alone although their labelling is less sharp. 
There is uncertainty in their responses to the stimuli in which the contrast is 
cued only by the F, transition. The ‘coat-goat’ contrast seems to be more 
easily perceived, with evidence of sharp labelling of stimuli containing the 
combined VOT and F] transition cues. Both children also respond well to the 
one-cue stimuli but give a higher percentage of voiceless responses at all steps 
of the continuum. 

4. Conclusion 

Interactive speech tests may have widespread future applications for the 
assessment of speech perception in hearing impaired and language retarded 
children. While providing a rough quantitative estimate of a child’s percep- 
tion of speech, classical speech audiometry gives no indication as to what 
features the child is making use of in contrasting two sounds. Interactive 
speech tests, however, carried out at regular intervals, may provide a real 
insight into the development of perceptual abilities. Similarly, such tests may 
be used to assess whether the perceptual development of the language 
retarded child is following a ‘normal' course, albeit delayed, or whether his 
phonological development is deviant. 



The Change of Voice during Puberty in Choir Singers 
Measured with Phonetograms and Compared to Androgen 
Status together with Other Phenomena of Puberty 

M.F. Pedersen, E. Munk, P. Bennet, S. Mueller 
Copenhagen, Denmark 

!. Introduction 

The purpose of our work is to get better laryngophysiological understanding and possrbthtres to predict the time when choir boys lose the high frequencies of voice, so that they no longer can be used as sopranoes or altoes in a boys’ chorr. Two questions arise: 
]. Which parameters will enlighten the changes in the best way. 2. How are_ the normal limits defined in relation to extreme variants and patholog1cal dwergences. 

These relations have been discussed by Weiss (1950). Already Flatau and Gutzmann (1908) made a study on the voice of schoolchildren. Hartlieb (1957) concentrated on the tone range of youngsters. Sturzebergfl, Wagner, Becker, Rauhut and Seidner (1982) examined in an up to date study singing formants and phonetograms in adults, but we have found no study where our earlier work on comparing the strictly biological endocrine factors to voice phenomena could be elucidated (Pedersen, Kitzing, Krabbe and Heramb, l9i2). Krabbe, Christiansen, Robro and Transbol (1979) have compared pu ertal hormone changes to bone growth and mineralisation. The steroid hormones were examined in elder Danish children by Pedersen, Bennett, Nielsen and Svenstrup (1983) A su ' ' 
_ . rve f given by Tanner (1981). y 0 endocnnology m puberty was 
Our study is here concentrated 

phonetograms and androgen st 
measured and those are include 

on—understanding the connection between 
atus. Many other parameters have been 

d that eluc1date the phenomena mentioned. 
2. Material and Method 

ffsgzri':shfxcl:lgfa-rljnygaäshin the Copenhagen Boys’ Choir were included in the 
subjects in each das. TIe1 selection was randomized with an equal number of 
third l l _ h s. e children are taken into the music school on the 

810 ;äee Wlt. the help of the cnter1a musicality and good voice qualities. 
tion were 3322323? for |androgen status together with somatic examina- 
Seidner a d S h on t  e same day. The phonetograms were made after 

“ ° “"C (1981) and areas were estimated. Some other parameters 
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are shown, e.g. testis volume, fundamental frequency with electroglotto— 
graph in a reading situation after Kitzing (1979) and the lowest frequency in 
the phonetogram. The measuring of androgens was carried out at the hor— 
mone Dpt. of Statens Seruminstitut. The logaritmic transformations of the 
observations of all parameters were required to obtain a normal distribution. 
Data were investigated by one-way analysis of variance and the correlation 
coefficients were calculated comparing all parameters. The age distribution 
is described in a set-up alike to the earlier mentioned study of Danish 
children. The yearly changes in percent of the values were calculated by 
linear regression on the logarithmically transformed data. 

3. Results 

The characteristic phonetograms at different ages are shown in Figs. l-4. The 
pubertal changes for an individual certainly are not linear as the mean values 
suggest. The computed scattergrams for serum testosterone illustrated our 
problem. The regression line is straight even if the material is divided in two 
averaged groups there is no big difference in the gradient. In Table I We 
therefore described the results in groups, but we have calculated the change 
per year in percent of each factor for the androgenstatus as well as the testis 
volume and voice function on the basis of all results. The testis volume has a 
growth rate of 36% per year compared to a fall of fundamental frequency of 
11% per year. Many nuances have to be explored, but we found that the 
parameters are correlated significantly to height, weight, and pubic hair (p < 
0.01). 

dB(A) 
110 I i 

| 
100 fi 

90 

80 

70 ' % 

so fi 

50 

1.o ‘ 
G‚A‚ C E G A  c e g o  c' e' g'o‘ c2 ez 9202 c3 e’ 93 

trequency(liz) 

Figure 1. The characteristic phonetograms at 9.25 years when the boys start at the third school 
class level. 
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figure 2. The characteristic phonetograms at 1 1.9 years when the singing quality is at its height. 
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figure 3. The chracteristic phonetograms at 14.2 years when the boys can no longer sing 
properly. 
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Figure 4. The characteristic phonetograms at 18.2 years when the young man sings again with a 
good voice. 

Table I. Geometrie means of androgen status, testis function and voice 

Age (years) 8.7-12.9 13.0453 16.0-19.5 ;; 
No of boys 19 15 14 % change 
Serum testosterone (nmel/1) 0.54 10.5 18.9 68 
Dihydrotestosterone (nmel/1 ) 0.18 1.21 1.57 37 
Free testosterone (nmel/1) 0.007 0.14 0.33 77 
Sexual hormone 
Binding globulin (nmo) 134 66 45 -16 
Delta 4 androstene 
Dione (nmol/l) 0.59 1.7 2.5 24 
Dehydro epi andro 
Sterone sulfate (nmol/l) 1400 4100 5900 25 
Testis volume (ml) 2.3 13 20 36 
Fundamental frequency (Hz) 273 184 125 -11 
Voice range (semitones) 3.7 4.8 5.0 3.9 
Phonetogram area (cm’) 19 28 34 9.2 
Lowest biological tone (Hz) 158 104 72 -12 

4. Conclusion 

A significant correlation between androgens, fundamental frequency voice 
range phonetogram area and lower border frequency in the phonetogram 
was found. We can therefore state that the hormone changes are related to 
the fundamental frequency and probably at least in our material to the lower 
border of the biological tone range and the phonetogram area with the same 
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significance. We therefore have to continue our studies to encircle prognostic 
data for losing height of voice in puberty. Problems with differentiation of 
falsetto in the upper part of the phonetogram must be discussed. The limits 
can possibly be defined with singing formants which were found in some 
children (Seidner and Pedersen, 1983). In the material given, our results on 
the musical talents of the children are not discussed in detail. With a 
perception test we have tried to find the limits of the tone range usable in a 
choir situation and mark them in the phonetograms. 
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Sociophonetic Restrictions on Subphonemic Elements in Pirahä 

D.L. Everett 
Säo Paulo, Brasil 

]. Introduction 

The Pirahä language is spoken by approximately one hundred and ten 
individuals along the Maici river in the state ofAmazonas, Brazil. The Pirahä 
are monolingual having had ony sporadic contact with outsiders (traders, 
laborers, etc.) until the last ten years or so. Further, most of these outsiders 
ridicule the Pirahä language commonly referring to it as fala de galinhas 
‘chicken talk’. An especially frequent source of such ridicule is the visual 
effects produced by the two phonetic (allophonic) segments [i] and [b] (to be 
described below). 

In this paper, we want to examine the rather interesting sociophonetic 
restrictions on [i] and [5] which result from this ridicule and to  investigate a 
few of the implications of these restrictions for phonological theory. To 
begin, let us review briefly the notions ‘phonemic‘ and ‘subphonemic’. 

2. Phonemic and Subphonemic 

Traditionally, theories which attach psychological significance to the notion 
of phonemic or phonological segments have maintained something like the 
concept developed by Sapir. To Sapir, the phoneme was a basic segment of 
sound perceived by the native speaker as a discrete element rather than 
merely a point on a continuum of a particular articulatory or acoustic 
feature. In his terminology (Sapir, 1949), phonemes are as distinct from one 
another as ‘poles’ and ‘clubs‘. There is no halfway point at which a particular 
feature of ‘clubness' disappears and a club becomes a pole. This is partially 
due to the fact that variations in the forms of phonemes in this theory, and to 
some degree generative phonology, are seen to be subphonemic, i.e. without 
psychological status. As Sapir said, ‘... what the naive speaker hears is not 
phonetic elements but phonemes.... It is exceedingly difficult, if not impossi- 
ble, to teach a native to take account of purely mechanical phonetic varia- 
tions which have no phonemic reality for him.’ (ibidz23). 

We want to establish here that, somewhat contrary to  Sapir’s statements, 
an entire segment of the population of the Pirahä has ‘taken account‘ of 
certain phonetic variations due to  contact with outsiders and that the social 
context may act as a ‘filter’ to eliminate socially unacceptable, sub-phonemic 
features. 
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In order to better understand the restriction within the phonological 
system of Pirahä, the major processes and features of this system are given 
below. 

3. Major Phonological - Phonetic Features of Pirahä 

Phonemes 

Pirahä has ten segmental phonemes: /p/, /t/, /?/, /b/ , /g/, /s/, /h/, /i/, 
/a/, /0/ and two (register) tonemes, / ’ /  ‘high tone’ and / ‘ /  ‘low tone’. 

Palatalizarion 

/t/ and /s/ are realized as [tl] and [I] respectively, when preceding /i/. 

Nasalization 

/b/ and /g/ are (optionally) realized as [rn] and [n] respectively, following 
pause. 

Reduction of constriction 

/b/ and / gl are (optionally) realized as the vibrants [E] and [i]. [b] varies with 

[b] in the environment, {z,/} —/0/ and [g] varies with [5] in /o/ - /i/. 

4. Consonantal Tenseness (length) 

In Grimes (1981), it is shown that voiceless consonants are longer than 
vorced consonants. In fact, a hierarchy of length exists in which voiceless 
stops are longest, followed by voiceless fricatives and, finally, by the voiced 
steps. 

5. Male-Female Speech Distinctions 

Phonetically, women’s speech is marked by what might be described infor- 
mally as a type of ‘guttural posture’ in which the walls of the pharynx are 
slightly constricted and occlusives are retracted in relation to their points of 
articulation in men’s speech. Socially, women do not speak with outsiders‚ 
whereas men value acceptancev by foreigners highly, even eliminating tl1'= 
‘offensive' phonetic segments [i] and [5] in their presence. 

6. Description and Distribution of [5] and [I)] 

Let us examine more closely this elimination, or ‘filtering out‘, of [i] and [bl 
in the presence °f f0feign6f8‚ beginning with an informal description of these 
segments. 
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[i] is produced with the tongue tip tapping the alveolar ridge continuing 
until it extends out of the mouth, with its sublaminal portion resting on the 
lower lip. In Everett (1982) I call this a (voiced) egressive apico-alveolar/sub- 
lamino-labial lateral flap. With regard to the present discussion, we should 
note that the visual impression resulting from the protrusion of the tongue 
tip from the mouth is quite strong. 

[b] is a bilabial multiple vibrant (trill). The visual impression of this 
segment is also very unusual and quite obvious. . _ 

We have already described the phonetic distribution of [i] and [b] under 
‘reduction of constriction' above. As to their social distribution, as mentio- 
ned earlier, they do not appear in men’s speech in the presence of foreigners. 
It is only as I have learned the Pirahä language and have been accepted by the 
Pirahä (they refer to me by the kinship terms xäha‘igt’ ‘brother’ reserved 
exclusively for Pirahä) that I have observed these segments in men‘s speech. 
However, from the beginning of my fieldwork, I have observed these ele- 
ments (indirectly) in women's speech. Pirahä men have subsequently explai- 
ned to me that they only pronounce words ‘in other ways' (i.e. use the variant 
forms [i] and [6] with me because I am ‘one of them’, 

7. Questions 

At first glance, at least four questions are raised by this pragmatic filtering of 
phonetic features. First, what isythe_ relevant feature or conjunction of 
features which defines the class [i], [b] ? Is this purely phonetic or should 
nonphonetic features be allowed? It seems that in men’s speech a purely 
phonetic feature, e. g. [:i: vibrant], is not sufficient to account for the restric— 
tions mentioned since no such restrictions exist on the same elements in 
women’s speech. What must be recognized isthat it is precisely the reactions 
produced in non Pirahä by these segments which causes Pirahä men to 
eliminate them. That is, their elimination is based on their ‘strangeness’ in 
relation to Portuguese. Using a familiar sociolinguistic term, we migh label 
[3] and [b] [-superstrate] where ‘superstrate’ refers to segments possessed by 
the dominant (Brazilian) culture. 

Such a decision raises another question. What then would be the nature of 
the relationship which obtains between the class of [-superstrate] elements 
and its environment? We can answer this simply by stating that in a [-fami- 
liar] environment (in which [—familiar] is a contextual feature), i.e. where 
foreigners are present, [-superstrate] elements are prohibited. 

But granted this relationship between contextual features such as [i 
familiar] and sociophonetic classes described by the feature pair [:l: superst- 
rate] the question remains of how to characterize the ‘filter’ or ‘rule’ 
involved. A likely answer is that something similar to the ‘variable rules’ of 
sociolinguistics is needed to represent the fact that once the speakers of 
Pirahä have been made aware of these subphonemic elements of their speech, 
they are able to systematically (cf. Everett, to appear) omit these features in 
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the presence of outsiders. Such control demonstrates the importance of 
ethnographic factors at all levels, even the supposedly psychologically ‘un- 
real’ phonetic level (to reverse Sapir's terminology). 

The implications of these phenomena raise and partially answer a fourth 
question, namely, what might such sociolinguistic filters have to tell us about 
the nature of phonological change? Part of the answer is clear. Change at the 
phonological level cannot be considered exclusively as a function of random 
idiolectical variations but also stems from cross cultural context in which an 
entire segment of the population can in fact cede to social pressure and 
regulate or modify its language at any level accordingly. I am aware of no 
published example as clear on this as Pirahä. 
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Perceptual Description of Long-term Speaker-Characterizing 
Voice Features by means of Semantic Differential Ratings of 
Running Speech 

W.P.F. Fagel and L.W.A. van Herpt 
Amsterdam, the Netherlands 

!. Introduction 

For several "reasons it is interesting to know which acoustic characteristics 
define our subjective impressions of running speech, so far as these impres- 
sions concern long-term speaker-characterizing voice features, or ‘extra-lin- 
guistic voice features’ according to the definition given by Laver and Trudgill 
(1979). These reasons vary from the need of more objective methods for the 
diagnosis of speech disturbances to the desirability of a reliable procedure for 
a phonetic description of dialects and sociolects. 

If we want to analyse the relation between acoustic and perceptual features 
in an adequate way, we need an efficient and reliable instrument for collect- 
ing subjective ratings on speech in the first place. Our research is concerned 
with the development of such an instrument by means of the semantic 
differential technique (Osgood, Suci and Tannenbaum, 1957). 

2. Rating Experiments 

In Dutch, as in other languages, there are hundreds of adjectives that can be 
used to describe long—term speaker-characterizing voice features. These 
adjectives range from very general, like ‘pleasant’, ‘slow’ and ‘powerfui’, to 
highly specialized like ‘monophthongized’, ‘hyperfunctional' and ‘breathy’. 
All these adjectives can be considered to represent potential criteria for 
judging a person’s voice (‘voice’ being used here as including phonation and 
articulation). 

However, such criteria differ strongly in reliability (consistency among 
judges when used for rating a speaker) and relevance (discriminability 
among speakers, proportion of variance in the Speaker population that is 
accounted for). Apart from this, the criteria cannot a priori be considered to 
be independent of each other. On the contrary, it is clear that many criteria 
are strone related to  each other. This means that any arbitrary sample of 
descriptive adjectives selected to describe different speakers will yield more 
or less redundant information. 

Therefore we conducted a number of experiments, the purpose of which 
was to construct a standardized procedure for perceptually describing a 
speaker's voice. We wanted this procedure to be based on the potential 
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judgement criteria mentioned above, covering all relevant perceptual para- 
meters in an optimally reliable and economical way. ' 

For this reason, some 800 terms referring to special attributes of speech 
were collected first by our colleagues of the Institute. Various bipolar 7-point 
rating scales were obtained by pairing contrasting items from this collection. 
After several preliminary experiments a rating form consisting of 35 bipolar 
rating scales was put into use. 

Ten speakers were subsequently judged on these rating scales by 235 
listeners. The speakers were all native, normal speakers of Dutch. (One 
speaker had a rather husky voice.) We had our speakers read uniform 
material from typewritten texts, thus eliminating differences in vocabulary 
and grammatical accuracy. 

The subjects who served as judges did not know or see the speakers but 
merely listened to their tape-recorded voices. Most listeners (211) were 
students from training courses of Speech Therapists (one group from Ant- 
werp, Belgium and 6 groups from various regions in the Netherlands). The 
liSteners varied as to degree of training (first to third year of training). The 
remaining 24 listeners were students of Dutch from the University of Amster- 
dam. 

A more detailed discussion of this experiment and its results will be 
available elsewhere (Fagel, van Herpt and Boves, 1983). 

3. Results 

First, the rating scores were subjected to a scaling analysis based on Thurs- 
tone’s Law of Categorical Judgement (Torgerson, 1958). This analysis was 
used to obtain information about the linearity of the scales, their discrimina- 
tive power, the reliability of the scores and the extent to which the psycholo- 
gical continuum underlying the scales can be considered as unidimensional. 

Subsequent factor analysis of the correlations between the 35 rating scales 
yielded 5 orthogonal factors. The first factor was interpreted as “melo— 
diousness' or ‘variety’ the second factor as ‘articulation quality’ and the third 
as ‘static voice quality’, strongly associated with perceived clarity or 
brightness as well as with subjective strength of voice. The last two factors 
were clearly associated with pitch and tempo. 

At the University of Nymegen the same 35-scale rating instrument was 
used in an experiment where 6 male speakers were judged twice by 117 
listeners. Factor analysis of the scores yielded virtually the same factor 
structure as we found in our perceptual data. 

A subset of 12 carefully selected scales proved to be sufficient to generate 
this factor structure for both groups of speakers. The selection was based on 
the results of the foregoing scaling analysis and on such criteria as factorial 
purity and interrater reliability. 

The factor structure we found appeared to be very stable over different 
groups of raters, suggesting strong validity of the perceptual dimensions 
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involved. There is some evidence, though, that the third factor actually 

incorporates two different criteria, one ‘clarity’ criterion represented by 

items like ‘husky—not husky’ and ‘dull—clear’, and one ‘potency’ criterion, 

represented by ‘powerful—weak’ and ‘loudusoft’ for example. (The scale 

labels mentioned are, of course, only translations of the Dutch adjectives 

actually used in the experiments). 
Since we want to check the stability of the factorial structure over different 

groups of speakers, a short rating form was designed on the basis of the 

results of our perceptual analysis. This rating form contains 14 bipolar rating 

scales, the 12 scales selected before plus two. Each of the 5 factors found in 

our study is represented by 2 rating scales, the third factor by four rating 

scales (two items for each criterion presumably confined in this factor). 

Although global evaluative ratings on the scales ‘pleasantuunpleasant’ and 

“beautiful—ugly” are associated most strongly with the first factor, these 

ratings clearly cannot be predicted from speakers’ scores on the first factor 

exclusively. 

SPEAKER1 —3 -2 -1  0 +1 +2 +3 

MONOTONOUS ***t*t*t******* MELODIOUS 

EXPRESSION LESS ***"utuutu EXPRESSIVE 

SLOVENLY titi ittttittttiúttiiti i POLISHED 

BROAD ***úittitttttitttittit CU LTU RED 

DULL * * t t i i t t t t i i t t i t t t i t i  CLEAR 

HUSKY tiittittttittttttttúiii NOT HUSKY 

WEAK i t t t t t t t i i i i t i t t t i t i  POWERFUL 

SOFT tttttttiii—ktttiiiiiiit LOU D 

SH RI LL n u n n u n n  DEEP 

H I GH ***«mntttn: LOW 

DRAGGlNG t it i i i t i ttt itttt BRISK 

8 LOW ***tttitttttt QUICK 

UGLY i i i i t t i i i i t i i i t  BEAUTIFUL 

UNPLEASANT t iittttttttttt PLEASANT 

Figure 1. Speech profile for speaker 1 (male). 
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Therefore these two scales were adopted in our rating form as a separate 
component to keep the possibility of checking on the relations between 
global evaluative reactions and the judgements on the perceptual criteria we 
isolated. This short-hand rating form will soon be used in new rating experi- 
ments with larger groups of speakers. 

Speech profiles can be composed from ratings on the 14 scales involved. 
Figure ] shows such a profile for one of our speakers. 

At least for the 10 speakers used in our experiments these speech profiles 
proved to be very reliable if based on the scores of 25 listener—judges or more. 
Most reliable were scores on the scales ‘monotonous—melodious’ and ‘ex- 
pressionless—expressive’. Ratings on the tempo scales ‘dragging—brisk’ and 
‘slow—quick’ turned out to be least reliable, that is to say, listeners disagreed 
most on these scales. The new rating experiments mentioned above will have 
to confirm this reliability information over a larger set of speakers. 
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Concentration and Diversification of Sound Changes 

T. Matsushita 
Gifu. Japan 

]. Introduction 

At least two types of sound change are known to have taken place in stages: 
native changes and borrowing changes. A change in the rules of native 
phonology acting in a different direction from a change in loan phonology 
can increase the complexity of the phonetic system over the history of the 
language. This paper describes the direction of such sound changes using 
examples from the lengthening of native vowels in Middle English, Icelandic, 
and some High German dialects and of borrowings from French into English 
and from European languages into Japanese. 

2. Historical evidence 

Vowel lengthening in open syllables took place over a wide area of Europe 
and can be regarded as movement toward a new paradigm. This process 
occurred in two stages in Middle English and Icelandic and in three in the 
High German dialects. The first stage in Middle English, the lengthening of 
non-high vowels, was complete by the middle of the l3th century. High 
vowels were later lengthened in Northern, North Midland, and East Anglian 
dialects. 

_ _ _ _ _ _ _ _ _ _ _ _  1 

(1) OE bä'can > MEbäken 'bake’ (2).1— @ a- > 5 : 
013 mé'te > MR mgte ‘meat’ ;:7::::::1:112221:fl 
OE bröte > MEpréte ‘throat' i"— > 5 5»- > 5 ! 
OE S'rfel > ME Eve! ‘evil’ L____ä_—_> E______g 
OE sümor > ME s<_3mer ‘summer' 

The lengthening process in Icelandic took place in the l6th century in two 
stages with high vowel lengthening following that of non—high vowels, but 
not vice versa. 

, . . . . . . . . . . . .  
(3) ON sälr > Modlce. sälur ‘hall’ (4)1_1_-_3 _T_ __ _ü_-__>_fii 

ON gé'ta > Medloe. g€ta “to get’ ‚. _ _ _ _ _ _ _ _ _ _ _ _  J t t  
ON Hi": > Modlce. lifa ‘to live' :‘é- > € . 5— > 0 : 

(Sommerfelt 1962: 82-3) L ____ä-_> g _  _ _ _ :  
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Though the outputs for these two languages differ somewhat in phonetic 
detail, the order of application to the inputs is the same; lengthening applied 
first to the non-high vowels and then to the high ones. 

A similar lengthening took place in certain High German dialects (e.g. 
Lower Alemmanic) in the l4th century, but required three distinct stages - 
lengthening of first low, then mid, and finally high vowels. 

(5) ä- Adel 'nobility’, tragen ‘bear', Wagen 'wagon’ 
kleben ‘adhere’, Rebe ‘vine’, weben 'weave’, Leder ‘leather’ 
heben ‘heave’, edele ‘noble’, legen ‘lay’ 
Biber ‘beaver’, biben ‘shake’, wider ‘against’ 
loben ‘praise’, Boden ‘ground’, Vogel ‘bird’ 
ölen ‘oil’, Öler ‘Ölmüller’, Vögellin 
Jugend ‘youth’, Tugend Virtue’, Jude ‘Jew’ 
J Fidel ‘Judenkind', mügen ‘may‘ 

(Bis 1950: 64-5) 
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r “ " " " " ' " : " ' : " " " " " “ '  i t  L__________°1_>_3 .} 
In all three cases, the rule of native phonology which converted short, 
stressed vowels in open syllables to long ones expanded its scope in a definite 
order: from only non-high vowels at the first stage ( German requie an intermediate stage for mid vowels) to all vowels at the final stage. Once some 
members of a class underwent a change, the rest tended to follow by analogy even though they possessed less phonetic motivation to submit to the change. 

3. Evidence from loans 

The situation iS, however, different in loan phonology. Initially, the manner 
°f borrowmg te“ds to be unique specified; that is, all members of a certain 
class undergo the same change when borrowed. This class may later be 
subdivided, permitting a plurality of changes, or later borrowingS may adopt a different rule. 

Perhaps the most well—documented example is French loanwords in En- 
glish. Stressed vowels in open syllables Were lengthened in the words that entered Middle English from Old or Norman French. 

(7) a; cape, plate(s)‚ maten, cave, male, t'ame, blame e; degre ‘degree’, eete ‘whale', chere ‘cheer’ i; deliten ‘delight’, quiten 'requite‘, arive(d) ‘arrive(d)’ o; note, rohe, trone, noble, close, cote ‘coat' u; dute ‘doubt‘, rute ‘route’, spuse ‘espouse‘, gout ü sputin ‘dispute’, escusen ‘excuse’, üse(d) ‘use(d)’ 
(Based on Behrens 1886) 
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(8) orr- > MET 0Fii- > ME5 0Fü— > MET: 
0Fä- > ME€ ora- > MES 

0Fä» > MES 

Later borrowings from Modern French into Modern English continued to 
do so — whenever possible - but added on- or off-glides to make up for the 
loss or change of some of the Middle English vowels. 

(9) a; facade [fasä:d‚fa;F. fasad] 
e; bouquet [A, bu(:)kéi, _'_I B. baukéi; F. buksl 

i; fatigue [foti:g;F.fatig] 

o; bureau [bjüarou], __ _f. ;F. byro] 

u; recoup [rikü :p; F. recouper rokupe] 

ü; perdu [po:djüz;F.pfirdy] 
(Skeat 1891, 173-6) 

F.ii- > E.jfi F.ü- > 15.6 

F. ‘6-/5- > E. ou 

(10) F. 't'- > E. T 

F. ä-/E- > E. ei 

F. ä- > E. 17 

The initial rule was simple - ‘lengthen stressed vowels in open syllables‘ - but 
intervening developments worked against this rule and forced a restructur- 
ing. The net effect was that the loan phonology became more complex, not 
simpler. 

(l l) ModF > ModE 
OF > ME i) Vowel lengthening 
Vowel lengthening 3 [ ii) Diphtongization 

iii) Vowel lengthening with glide-prefixation 

The same thing happened with the epenthetic vowels Japanese inserts be- 
tween the consonants in Dutch, Portuguese, and English loanw0rds to make 
them conform to its phonetic paradigm of open syllables — schematically, 

# C,LV,C2 (C3 . . .) > # C.V‚rVJ“C‚V, (C3 . . .) 
where Cl denotes the velar and palato-dental steps (k, g, !, and d) and L, 
liquids (Japanese has only r). Historically, there are three distinct stages. 
16th century loanwords (from Portuguese) have both forward and backward 
assimilation of the epenthetic vowels to the original Vl (or its Japanese 
equivalent V‚’). 

(12) Po. Christo > J. kirisito ‘Christ’ 1591 
Po. Christie > J. kirisitan ‘Christian‘ 1587 (Arakawa 1967) 

Borrowings between the middle of the l8th century and the middle_of the 
next (mostly from Dutch and Portuguese) have only backward assr_mtlatron 
of the first epenthetic vowel; the quality of the second one ts determmed, not 
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by forward assimilation, but by the preceding consonant (typically, ior u, but 
a after ! or d). 

(13) Po. Christo > J. kirisuto 1600 
Po. Christäo, Du. Christen > J. kirisutean 1713 (Saito 1967) 

In the most recent period, all such vowel assimilation has disappeared in 
favour of consonant assimilation. 

(14) E. (Jesus) Christ > J. (ziizasu) kuraisuto 
E. Christian > J. kurisutyan 

Diagramatically, 

(15) Po.lDu./E. #C‚LV‚C,(C ...)> 
a. ]. #c,v‚:v‚"’c‚v,(c,.„) Backward&Forward VowelAssimilation 

LJ | _ _ f  

( ) “ Backward Vowel Assimilation 
b. J. #C, V,rV1 ' C, V. (C, ...) Forward Consonant Assimilation 

t..l l—"_': ;(Loss of Forward Vowel Assimilation) 

c. J. #9.» ,:v, (')c‚v,(c‚„.) Forward Consonant Assimilation 
" ’  (Loss of Backward Vowel Assimilation) 

4. Conclusion 

Though the manner of borrowing into Japanese was once unique 
determined, drastic processes like Forward and Backward Vowel Assimila- 
tion of epenthetic vowels have gradually given way to Forward Consonant 
Assimilation, which represents a weaker process, but a more complicated 
rule. 

Thus, native phonology and loan phonology seem to differ in the power of 
analogy to promote rule generalization. The examples cited suggested that, 
for native phonology, once some members of a class submit to a change, 
analogy works to include those with less phonetic motivation, while loan 
phonology has the option of restructuring borrowed classes in ways not 
always predictable by analogy. 
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Stylistic Variation in R.P. 

S. Ramsaran 
London, England 

1. Aim 

The best-known works on stylistic variation in phonology have been 
concerned with accents which are susceptible to influence from outside. 
Typically, a regional accent is modified in a formal situation to display 
characteristics of a prestige norm. My research was designed to discover 
what happens as formality varies in English in the case of R.P., a non-regio- 
nal accent which would not be expected to undergo modification towards 
some external norm. 

2. Subjects and speech context 

The subjects whose speech was studied formed a linguistically homogeneous 
group. All were educated beyond secondary level; none had speech which 
showed any features of identifiable regional accents. In order to ensure that 
the variation observed would be strictly confined within the single accent, the 
subjects were recorded in conversation with interlocutors whose accent was 
also R.P. Since the basis of the investigation was empirical, there was no 
elicitation and no experimenter was present (as is the case in studies by Labov 
(1966) and Trudgill (1974), for instance). The presence of an investigator 
surely introduces an additional variable; and if the situations are to be 
controlled, there must be as few variables as possible. 

Clearly the context which affects style is partly linguistic and partly 
non-linguistic. If the interlocutors are unknown or feel a lack of common 
ground, the social situation is a formal one. This is the type of non-linguistic 
context which gives rise to formal speech. If the interlocutors know each 
other and feel that they share common ground, the social situation is a casual 
one. This is the type of non-linguistic context which gives rise to mixed 
speech. So, in the text from the casual situation in particular, it is useful to 
investigate the variation caused by Iinguisric context. This was done by 
carrying out a close-context analysis of the type suggested by Joos (1968). 

3. Method 

There were six primary subjects, two men and four women, whose sponta- 
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neous conversation was recorded in casual and formal situations. To achieve 
the latter situation, two strangers would be introduced socially and then left 
alone together. At that stage they were unaware that their speech was being 
recorded and were solely concemed with making polite conversation. The 
same speakers were recorded in casual situations in familiar surroundings 
talking to sister, wife or friend. In these cases the subjects knew that they were 
being recorded but the first ten minutes of each recording were discarded and 
analysis never started until channel cues (see Milroy and Milroy 1977) 
indicated that the participants had relaxed into natural casual conversation. 
Each recording lasted for something between half an hour and an hour. One, 
in which the subject were a radio microphone transmitting to a recorder 
elsewhere in the building, lasted for six hours. Altogether about twenty hours 
of speech were analysed, including some close-context analysis in the case of 
the radio-transmitted recording. A total of just over one and a quarter hours 
of these texts was transcribed narrowly for a detailed analysis of segmental 
and prosodic features. 

Three of the subjects were recorded in monologue (broadcast talk, sermon 
and seminar paper) but this was discovered to belong to a different genre 
from conversation, as is maintained by Abercrombie (1963) when he talks of 
spoken prose. Monologue does not represent the most formal end of a speech 
formality cline. When, therefore, formal and casual speech are contrasted 
here, what is referred to is the spontaneous conversation of formal and casual 
situations. 

4. Phoneticians’ assumptions 

It was expected that the data would illustrate textbook statements concer- 
ning the increased frequency of weak forms, linking /r/ , assimilations and 
elisions as the speech becomes more casual. It was also expected that the 
occurrence of these features would increase with pace. 

5. Analysis 

The majority of pauses in casual speech are unfilled and occur at clause 
boundaries. Formal speech shows an increase of filled and mid-clause 
pauses. ' 

Intonation patterns show no marked distribution in casual speech. Formal 
speech shows some concentrations of one pattern (perhaps a stretch of 
several tone units with fall-rise nuclear tones or a stretch with rising nuclear 
tones). Casual speech has more level nuclear tones than formal speech. 
Casual speech has longer tone units (with longer preheads and tails) and 
contains fewer stressed syllables than formal speech. 

Owing to that fact, weak forms may be replaced by strong forms more 
often in formal speech. The alternation of strong and weak forms, however, 
is entirely regular in both styles: weak forms occur unless the grammatical 
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word is stressed. Since stresses are more frequent in the tone units of formal 
speech strong forms may occur more often. 

Linking /r/ is frequent in all styles of speech. Its occurrence is of no stylistic 
significance. 

Elisions (which increase with pace) are less rule-bound in casual speech 
than in formal speech where they are almost entirely regular (e.g. alveolar 
plosives interconsonantally, initial /h/ in unstressed non-initial pronouns 
etc.). Casual speech contains unpredictable elisions, such as those of /1/ and 
/6/ in ‘Well that’s all right because you...‘ : [we‘aets o:‚ral?/ blka3u: ...] 

Assimilation shows no correlation with pace. It is more frequent in casual 
speech than in more formal speech. 

Pace fluctuates more in casual speech than in the most formal speech. 
Since pace is relevant to the occurrence of elisions, perhaps the rates that 
were measured should be mentioned: the slowest pace measured was 89 
sylls/ min (3.1 sylls/ sec or 7.6 segs/sec) and the fastest was 324 sylls/ min (5.4 
sylls/sec or 13.4 segs/sec). 

Plosive release was one of the most stylistically significant variables. 
Casual speech had more inaudible releases than formal speech. 

The types of figures involved are as follows: the speech of three speakers 
was examined. Of the 431 voiceless plosives occurring either prepausally or 
in a two-stop cluster, 395 were inaudibly released, i.e. ‘usually’ something 
like 8% of plosives are audibly released. When, then, it is found that 38% of 
plosives are audibly released in a formal text, it would be fair to say that this 
feature is marked for style. 

6. Summary 

No feature is unique to a variety though some features may be distributional- 
ly marked. Since assimilations, elisions and linking /r/ occur frequmtly in all 
situations whether formal or casual, it seems even more important than has 
hitherto been believed that foreign speakers of English should use these 
features whenever they speak English. Contrary to expectations, of these 
three features it is only elision that bears any definite relation to paCe. Noris 
there any clear relationship between pace and the degree of the formality of 
the situation in which the speech occurs. 

These observations lead to the conclusion that in R.P. there is no Shift from 
one distinct style to another but that gradual variation is to be seen as 
mherent m a unitary system. 
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The Relative Importance of Vocal Speech Parameters for the 
Discrimination of Emotions 

R. van Bezooijen and L. Boves 
Nijmegen, the Netherlands 

]. Introduction 

In the experimental literature on vocal expressions of emotion two quite 
independent mainstreams may be distinguished, namely research which 
focuscs on the description of emotional expressions in order to establish the 
characteristic features of distinct emotional categories, and research which 
examines the extent to which subjects are able to distinguish emotions from 
one another when vocally expressed. In the present contribution an effort is 
made to link the two approaches by comparing the results of a multiple 
discriminant analysis based on auditory ratings of vocally expressed emo- 
tions to the results of a multidimensional scaling analysis based on the 
outcome of a recognition experiment in which the same emotional expres- 
sions were used as stimuli. The aim of the comparison was to gain insight into 
the relative importance of various vocal speech parameters for the discrimi- 
nation of emotions by human subjects. 

2. Method 

2. ]. Speech material 

The data base comprised 160 emotional expressions, namely 8 (4 male and 4 
female) speakers X 2 phrases X 10 emotions. The speakers were students, 
native speakers of Dutch, between 20 and 26 years of age. None of them had 
had any professional training in acting. The phrases were ‘two months 
pregnant‘ (/tve: ma:ndo zvug srl) and ‘such a big American car' (/zo:n yr01t? 
amerikaznso o:to:/). The emotions were the nine emotions included in the 
emotion theory developed by Izard (1971), i.e.‚ disgust, surprise. shame, 
interest, joy, fear, contempt, sadness, and anger, plus a neutral categorY- 

2.2. Auditory ratings 

The recordings were randomized per speaker and per phrase, and rated by six 
slightly trained judges on 13 vocal parameters, i.e.‚ pitch level, pitch range, 
loudness/effort, tempo, precision of articulation, laryngeal tension, laryn- 
geal laxness, lip rounding, [ip spreading, creak, harshness, tremulousness‚ 
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and whisper. To collect the ratings use was made of preprinted successive 
interval scales. Every utterance could be given only a single rating on each 
scale, which means that the scores represent some kind of perceptual ave- 
rage. All scales were considered as absolute except the pitch level scale, which 
was effectively split up into separate scales for male and female speakers. The 
scales of lip rounding and lip spreading were mutually exclusive, i.e.‚ only 
one of the two scales could be rated at any one time. The same was the case 
for laryngeal tension and laryngeal laxness. 

2.3. Recognition experiment 

The same 160 stimuli which were auditorily described - now randomized 
separately for male and female speakers - were offered to 24 male and 24 
female students attending a Teachers’ Training College in Nijmegen. The 
mean age was 20 years and 6 months, ranging from 18 to 28 years. The 
subjects were seated in a language laboratory and listened to the recordings 
via headphones. They were asked to indicate on a rating sheet which out of 
the ten emotional labels fitted best each of the emotional portrayals they 
heard. 

3. Results and discussion 

First, we will present the outcomes of a multiple discriminant analysis based 
on the auditory ratings. Next, the outcome of a multidimensional scaling 
analysis based on the results of the recognition experiment will be given. 
Finally, the results of the two analyses will be compared. 

Before the auditory scores were subjected to a multiple discriminant 
analysis, a number of statistical analyses were carried out in order to make 
sure that the ratings were reliable, and that the various parameters were 
relevant to the aim of the study and informative. 

The reliability of the means of the scores was assessed by means of the 
so-called Ebel-coefficient (Winer, 1971, p. 286). It appeared that the coeffi- 
cients ranged from .86 for precision of articulation to .95 for pitch level, 
values which may be considered to be satisfactorily high. Therefore, in the 
subsequent analyses use was made of the mean of the ratings of the six 
transcribers on each of the 13 parameter scales for each of the 160 stimuli. In 
order to assess whether the scores on the scales varied as a function of the 
emotions expressed, the scores on each of the scales were subjected to 
separate analyses of variance with three fixed factors each, namely sex of 
speaker, phrase, and emotion (level of significance = 5%). It appeared that 
the factor sex of speaker was significant for only one scale, and that the factor 
phrase was significant for only two scales. However, the effect of the factor 
emotion was significant for all scales, except for lip rounding. Since we were 
not interested in a parameter which apparently had not been systematically 
used to differentiate between emotions, lip r0unding was excluded from the 
further analyses. 
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In addition, product-moment correlations were computed in order to 
examine how the different parameters were related. The highest correlation, 
that between loudness/effort and laryngeal tension, was .71‚ which means 
that only half of the variance in one parameter was accounted for by the 
other. The correlations among the rest of the variables were considerably 
lower. On the basis of these results we decided not to discard any more 
parameters. 

The mean scores for each of the 160 emotional utterances on each of the 12 
parameter scales retained were used as input for a multiple discriminant 
analysis. A stepwise procedure was chosen, i.e.‚ a method in which the 
discriminating variables are selected for entry into the analysis on the basis of 
their discriminating power. The objective of the analysis was to attain an 
optimal separation of the ten groups of 16 utterances per emotion by 
constructing a restricted set of discriminant functions or dimensions which 
are linear combinations of the original variables. 

With three dimensions, the first one accounting for 41% the second one for 
22%, and the third one for 18% of the variance in the original variables, 
62.5% of the 160 utterances were assigned to the right emotional category. 
This is only 4.5% less than the percentage of correct responses yielded by the 
recognition experiment with human subjects. With 10 categories to choose 
from, which corresponds with an accuracy to be expected by chance of 10%, 
this means that the accuracy of both the statistical and human classification 
are well beyond chance expectation. In Figure 1 the positions of the group 
centroids in the discriminant space spanned by the first and second dimen- 
srons are presented. 

DIN 2 

'NE 

°IN 
'SU 

°JO 
DIN 1 -CO 0AN 

°S'i 
°Dl 
°FE 

°SA 

Figure [. Posmonsof ten emotions in a two-dimensional space resulting from a multiple 
discriminant analysrs on auditory ratings. 
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The positions of the different emotions along the first dimension presented 
in Figure ] clearly suggest this dimension to be called a dimension of 
activation, shame, neutral, and sadness being the most passive emotions and 
joy, surprise, and anger being the most active ones. An interpretation in 
terms of level of activation is made even more plausible by the fact that the 
three parameters which correlate most highly with the first dimension are 
loudness/effort, laryngeal tension, and laryngeal laxness (r = .73, .66 and 
.54, respectively df = 158, p < .001). The only other correlation worth 
mentioning is that of pitch range with r = .35 (df = 158, p < .001). 

The second dimension presented in Figure 1 is more difficult to name. If it 
were not for the extreme position of neutral and the neutral position of anger, 
it could be interpreted as an evaluative dimension, having unpleasant emo- 
tions like sadness and fear at its negative end and the pleasant emotions of joy 
and interest at the positive end. Another interpretation is suggested when we 
note that the positive end of the dimension is characterized by the least 
‘emotional' and at any rate the least impairing emotions, whereas the nega— 
tive end shows a concentration of highly inhibiting emotions. The second 
dimension did not correlate very highly with any of the discriminating 
variables. The highest correlations were those with laryngeal laxness, pitch 
range, creak, and loudness (r = .49, .44, -.36‚ and .31, respectively, df = 158, p 
= < .001). The combination of much creak, high tension, low loudness, and 
narrow pitch range tits in with our previous interpretation of the second 
dimension in terms of emotional inhibition. 

The third dimension extracted in the discriminant analysis is not consider- 
ed here since we did not succeed in giving it a meaningful interpretation. It 
had disgust at the negative extreme, fear at the positive extreme, and neutral 
somewhere in the middle. It correlated most highly and almost exclusively 
with pitch level and tempo (r = .74 and .43, respectively, df = 158, p < .001). 

Thus, from the distribution of the emotions along the three discriminant 
functions, and also from the correlations between these functions and the 12 
vocal speech parameters, it appears that statistically speaking the most 
powerful variables for the separation of emotions are those which are related 
to level of activation. Are there any indications that the same would hold for 
the discrimination among emotions by human subjects? 

In order to assess whether level of activation was an important criterion in 
the classification of emotional utterances by human subjects as well, the 
confusion data resulting from the recognition experiment were subjected to 
multidimensional scaling. Multidimensional scaling is a dataprocessing tech— 
nique which has been especially designed to represent similarity between 
objects - and confusions among emotions could be interpreted as such - in 
terms of proximity in an n-dimensional space, thereby providing insight into 
the nature of the dimensions or stimulus characteristics that underlie the 
similarity judgments that subjects have emitted. In our case, the confusion 
data were processed by means of the MINISSA- program developed by E. 
Roskam and M. Raaijmakers from the University of Nijmegen, Holland, and 



632 Sociophonetics 

J. Lingoes from the University of Michigan, USA. Since asymmetrical input 
data were not permitted, the confusion data were first made symmetrical 
(Klein, Plomp, and POIs, 1970). 

The combination of the Euclidean metric and two dimensions resulted in a 
stress of .! 1, which, according to Wagenaar and Padmos (1971), is significant 
at the 5% level. In order to enhance the comparability with the discriminant 
functions, the two axes resulting from the multidimensional scaling were 
rotated orthogonally in such a way as to maximally approach the positioning 
of the group centroids in the discriminant space as depicted in Figure 1. In 
Figure 2 the resulting configuration is presented. 

4. Conclusion 

Comparison of the two-dimensional spaces presented in Figures 1 and 2 
shows that the projections of the ten emotions on the first dimension are 
quite similar: in both configurations neutral, shame, and sadness are situated 
towards the negative end; disgust, contempt, and fear towards the middle; 
and Joy, surprise, and anger towards the positive end. The only notable level 
of activation has been one of the main stimulus characteristics on which the 
subjects have based their categorization decisions. In general the dimension 
of level of activation plays indeed a central role in the discrimination among 
emottonal erpressions. This also appears from the fact that in a recognition 
exper1ment in which groups of Taiwanese and Japanese adults judged the 
same emotional utterances, the same dimension emerged as well. On the 
basis of this outcome it could be hypothesized that the vocal parameters 
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Figure 2. Positions often emotions in a two-dimension - . . als acc resul ' idimensional 
scalmg on recognmon scores. P . tmg from mult 
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related to level of activation, i.e.‚ loudness/effort, laryngeal tension, laryn- 
geal laxness, and pitch range are not only important for the separation of 
emotional expressions in a statistical sense, but also in connection with the 
classificatory behavior of human subjects. 

On the other hand, the projections of the ten emotions on the second 
dimensions presented in Figures 1 and 2 are very different from one another. 
Not much can be said, therefore, about the relative importance of the other 

vocal speech parameters for the discrimination amongst emotional expres- 
sions by human subjects. 
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A Cross-Dialect Study of Vowel Perception in Standard 
Indonesian 

E. Van Zanten and VJ. Van Heuven 
Leyden, the Netherlands 

l. Introduction 

Shortly after World War II Indonesia gained its independence. One of the 
governmental acts was to impose one variety of Malay as the official stan— 
dard language, Bahasa Indonesia, throughout the archipelago. As a result 
the Indonesians now speak the standard language (almost as a second 
language) as well as a local vernacular, which though obviously related to the 
standard language may differ from it in many respects. As a case in point 
consider the vowel systems of the three vernaculars that are dealt with in the 
present paper: 

Toba Batak (5) Javanese (6) Sundanese (7) 
1 u i u i y u 

e o e a o . e a 0 
a a a 

The 6-vowel system of Standard Indonesian (disregarding diphthongS) iS equal to that of Javanese. Toba Batak lacks the central mid vowel, whereas Sundanese has two central vowels, viz. one mid and one high(er). In our study of the Indonesian vowel system we are interested in the acoustic and perceptual properties of the monophthongs, and the possible mfluence of the regional substrate on the subjects’ performance. The preseflt paper rs confm_ed to a perceptual experiment only. 
Our method is based on early work by Cohen, Slis and ’t Hart (1963) on the perceptual tolerances of Dutch vowels, which was later successfully extended to contrastrve vowel studies by e.g. Schouten (1975) and Hombert (1979)- In these letter studies subjects were presented a large number of synthesized rsolated vowel sounds, regularly sampled from a vowel space essentially defined by F . and F;. Their task was to label each vowel sound in terms of one of the vowels of their language. This method proved semitive enough 1° reveal differences between the internal representation of British-EngliSh vowels of native speakers and that of advanced Dutch learners of EngliSh (Schouten, 1975). Hombert (1979) successfully applied the method to the description of the vowel systems of a number of - strongly related - African Bantu languages. The issue at stake in our present study is whether the 
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labelling method will also reliably refleet differences between the vowel 
systems of speakers of a standard language with different dialect back- 
grounds. 

2. Method 

On the basis of an acoustic pilot study (Van Zanten and Van Heuven, 1982), 
realistic formant ranges were defined for Indonesian vowels spoken in 
isolation. A set of 188 monophthongs were then produced with a Fonema 
OVE IIIb speech synthesizer whose parameter values were controlled by a 
DEC PDPI 1/03 computer. All vowels were given a 350 ms duration includ— 
ing linear onset and offset portions (in dB) of 50 and 100 ms, respectively. 
During the steady state portion voicing was set at maximum intensity. F[ and 
F, were systematically varied in steps of 9%, Le. 3 times the Just Noticeable 
Difference commonly reported for F, and F; centre frequency changes 
(Flanagan, 1955; Mermelstein, 1978; Nord and Sventelius, 1979), sampling 
the acoustic vowel space in the way indicated in Fig. 1. F. and F, centre 
frequencies were set at 3500 and 4000 Hz, respectively, for all vowels; 
bandwidths Bl-B3 were set at mid—range values. The centre frequency of F, 
equalled that of F; + 600 H„ with a minimum of 2460 Hz. Two tapes were 
prepared containing the set of 188 stimuli, preceded by a series of practice 
items, in counterbalanced random orders. 

Three groups of Indonesians with different regional backgrounds partici- 
pated in the experiment: 4 Toba Batak, 5 Javanese, and 4 Sundanese listen- 
ers. All the subjects had completed a university education in their own 
country, and had only recently arrived in the Netherlands to enroll in a 
postgraduate program at the University of Leyden. They participated on a 
voluntary basis, and were paid for their services. 

Subjects were instructed to label each vowel stimulus as one of the six 
monophthongs of Standard Indonesian (forced choice), and to rate each 
taken along a scale of acceptability: ] (good), 2 (poor, but easily identifiable), 
3 (unacceptable and hardly identifiable). 

3. Results 

After having tried out various weighting procedures, the responses were 
finally analysed such that ‘good’ tokens counted twice. ‘poor’ tokens once, 
and ‘unacceptable’ tokens were eliminated altogether. Figure ! plots the 
data for the three listeners groups (panel A: Toba Batak; panel B: Javanese; 
panel C: Sundanese). Areas of preference were defined containing only those 
stimulus points that were identified as one particular vowel in at least 50% of 
the responses (small letters), and in at least 75% (large letters). To facilitate 
the exposition, summary statistics are given in Table 1, specifying the number 
of stimulus points (absolute and relative) contained by each eara of prefe- 
rence. 
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PANEL A: TOBA BATAK LISTENERS 
Figure la. Distribution of responses to labelling test for three groups of listeners. Panel A: Toba Batak, N = 4, as a function of F. and F,. 

4. Conclusions and Discussion 

There are several conspicuous differences across the three listener groups in the locattons and sizes of the preferred vowel areas, specifically in the way the central region of the vowel space is divided over the competing vowel phonemes. Typically, the /9/ area is small for the Toba Batak group. mtermediate for the Javanese, and largest for the Sundanese. Conversely‚ the area associated with /u/ is large for the Toba Bataks, intermediate for the 
Javanese, and smallest for the Sundanese. 
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PANEL B: JAVANESE LISTENERS 
Figure Ib. Distribution of responses to labelling test for three groups of listeners. Panel B: 
Javanese, N = 5, as a function of F, and F,. 

These differences in the distribution of the responses obviously reflect 
properties of the subjects’ regional substrate languages. Remember that the 
Toba Batak dialect has no central vowel, which explains why /9/ is the least 
favoured response category for the Bataks. Also, its area of dispersion is 
highly irregular, and only 2 out of 188 stimulus points are identified as /a/ in 
more than 75% of the responses. 

For listeners with a Javanese background, an /a/ dialect, the preferred 
area for /9/ is appreciably larger, and the responses are more regularly 
distributed. For the Sundanese group, having a background dialect with two 
central vowels, the preferred /o/ area is larger still, and, perhaps more 
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PANEL C SUNDANESE LISTENERS 
Figure Ic. Distribution of responses to labelling test for three groups of listeners. Panel C: Sun- 
danese, N = 4), as a function of F. and F,. Large letters represent stimuli identified as indicated 
by the phonetic symbol in at least 75% of the responses (after weighting, see text); small letters 
represent vowels identified with at least 50% agreement. 

Table I. Number of stimulus points identified as one particular vowel in at least 50% (75%) Of.t 
responses, expressed absolutely and relatively, per vowel per group of subjects (4 Toba Bataks, 5 
Javanese, 4 Sundanese) 

Vowel 50% agreement 75% agreement 

Bataks ‘ Javanese Sundanese Bataks Javanese Sundanese 

/1/ 9 ( 5%) 8 ( 4%) 12 ( 6%) 5 ( 3%) 5 ( 3%) 7 ( 4%) /e/ 22 (12%) 20 (11%) 20 (11%) 12 ( 6%) 5 ( 3%) H ( 6%) ' /a/ 15 ( 8%) 19 (10%) 15 ( 8%) 11 ( 6%) 13 ( 7%) 11 ( 6%) /o/ 15 ( 8%) 20 (11%) 18 (10%) 5 ( 3%) 11 ( 6%) 10 ( 5%) /u/ 25 (13%) 25 (13%) 17 ( 9%) 14 ( 7%) 17 ( 9%) 2 ( 1%) /a/ 13 ( 7%) 20 (11%) 23 (12%) 2 (  1%) 2 (  1%) 12 ( 6%) unlabelled 89 (47%) 76 (40%) 83 (44%) 139 (74%) 135 (72%) 135 (72%) 
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importantly, here the distribution of especially /u/ is much more restricted: 
only 17 stimulus points are identified as /u/ with more than 50% agreement 
(against 25 for the other dialect groups), and only 2 with more than 75% 
(agaihst 14 and 17 for the Batak and Javanese listeners respectively). Presu- 
mably, the high(er) central vowel (which was not a response option open to 
the subjects) ‘pushes back the /u/ boundary’, i.e. precludes /u/ responses to 
stimuli with F; values larger than 1000 Hz, whereas the preferred /u/ area 
extends to 1100 Hz for listeners with a Javanese background (!  neutral 
vowel), and even 1200 Hz for Toba Batak listeners (no central vowel). 

As a final observation we would like to point out a difference in overall 
performance on the part of the Javanese, as opposed to the other groups: it 
appears that the properties of the stimulus points that could not be adequate- 
ly identified (i.e. with at least 50% agreement) tends to be smaller for the 
Javanese (40%) than for either the Bataks (47%) or the Sundanese (44%). 

Summing up then, we have shown that the perceptual method of charting a 
vowel system proved sensitive enough to reflect influences of the regional 
substrates of listeners when asked to identify vowels in terms of the catego— 
ries given by their common national language. 

It also demonstrates that speakers of a vernacular that is most similar to 
the standard language (in terms of the inventory of monophthongs) are in a 
better position to reach high agreement (or: consistency) in the identification 
task than speakers whose background dialect has a (marginally) richer or 
poorer inventory. 

Finally, we advocate a wider use of the perceptual method outlined here to 
the study of vowel systems under conditions where sophisticated laboratory 
equipment is not available for Spectral analysis. The test tape we have 
prepared can be administered (to a large number of sübjects in parallel, if 
necessary) in half an hour, and provides a wealth of easily interpretable and 
surprisingly stable data. 
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Tendencies in Contemporary French Pronunciation 

I. Zhghenti 
Tbilisi. USSR 

]. Introduction 

At the present stage of development the French language is undergoing an 
emancipation in all directions, and above all in phonetics. There are 
numerous cases where orthoepic norms are gradually becoming optional, 
changing into tendencies rather than stable pronouncing norms. The pro- 
blem of the correlation between a norm and a tendency of pronunciation is of 
major importance for foreigners learning French outside France. Hence the 
goal of my research is to study the pronunciation tendencies which are quite 
obviously revealing themselves in the pronunciation of standard French. 

To achieve the goal I have studied different sounds both separately and in 
groups, both on the phonetic and the phonemic levels, e.g. nasal vowels and 
their oral counterparts, semivowels, /a/ caduc, the opposition /a-a/ and 
/o'é-ä/ and also the variphones of the phoneme /r/ (apical and uvular). 

2. Method 

The sound composition of French was studied on the basis of the phonologi- 
cal distribution of the given phonemes. The speech material used consisted in 
the recordings of 24 French people in Paris 1972. The phonemic analysis was 
based on‚listening tests and questionnaires. The experimental research was 
carried out by applying spectral analysis, synthesis, oscillography, X-ray. 
analysis, using the facilities of the laboratories of the Moscow Institute of 
Foreign Languages, the Tbilisi State University as well as the Paris Institute 
of Phonetics (in 1982). 

My aim was to detect articulatory shifts, state their direction, and show 
their effect on the timbre of vowels. 

3. Results and discussion 

The spectrum and the X-ray analysis revealed that the back sound /a/ has 
shifted forward to a centralized position. The degree of this Shift is so 
considerable that instead of the former back vowel /o/ we can now speak of 
the centralized /a/:. Since the tongue position is more fronted, the centrali- 
zed /a/ : and the front /a/ show almost similar configurations for both the 
oral resonators and the palatopharyngeal cavities. 
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It was likewise established that the difference in the articulation of /ci:/ and 
/F:/ is vanishing, leading to the dephonologization of /o'é/ which points to a 
tendency towards open articulation, towards delabialization and towards 
the reduction of the number of nasal vowels to three. 

The fact that /a/ and /ri‘:/ undergo dephonologization shows that al- 
though a minimal physical distinction remains in the opposition pairs of 
/a-a/ and /o'°.-ä/‚ the distinctive function in speech is erased, or else it is 
transferred from one phoneme to the other: in our case from /a/ to /a/ and 
from /o'é/ to /ä/. 

The frequency statistics of the occurrence of the French vowels allow us to 
suppose that the reason why /a/ and /a“:/ are vanishing lies in the overload- 
ing of these vowels with grammatical functions which entails their frequent 
repetitions in different contexts, the confusion of their articulation with that 
of the other member of the opposition and eventually the complete disappear- 
ance of these oppositions. For example the functional overloading of the 
phoneme /ci/ is seen in several grammatical functions: the indefmite article 
‘un' the numeral 'un franc’ the indefinite pronoun ‘pas un’, ‘l’un’, ‘un entre 
mille’ the neun ‘un', ‘l’un deux’, ‘il est arrivé un hier’, also ‘pas un n’est venu’, 
‘un que je plains de tout mon coeur‘ etc. Comparing the frequency of 
occurrence of /0/ and /a/, the proportion is 8 to 1 in favour of the front 
vowel /a/. The phoneme /o/ also has several grammatical functions: those 
of a preposition, a verb (‘avoir'‚ 3rd p. sg., ‘il a‘), an adverb ‘il est lä', etc. Thus 
the overloading with the grammatical functions leads to an articulatory 
similarity with the opposition counterpart and, eventually to the loss of the 
opposition /a-a/ . 

The normative course of contemporary French maintains the co-existence 
of the apical /r/ and the uvular /r/ or ‘r grasseyé'. The replacement of the 
apical /r/ by the uvular /r/ has been registered in various West European 
languages: French, German, Swedish, Dutch, Norwegian and others. This 
transformation of the variphones of the phoneme /r/ introduces new pro- 
blems to linguists. 

The analysis of the recorded speech material suggests that in some non- 
northern regions of France the apical /r/ is still observed as a relic form of 
pronunciation. As for the uvular /r/, we can confidently state that it has 
established itself in pronunciation in the north of France and in Paris. 

In the languages of those West European countries where the uvular /r/ is 
pronounced there is a tendency towards the front pronunciation of vowels. 
This fact suggests that the uvular /r/ appears in those languages that are rich 
m V°W°l phonemes, with front vowels prevailing over back vowels, i.e. in the 
V°calic-type languages tending towards front articulation. The physiologica' 
reason could be that the til> of the tongue is too busy pronouncing the front 
vowels, so the trill has to be pmnounced elsewhere. 

Zhghenti: T endencies in Contemporary French Pronunciation 643 

4. Conclusion 

On the basis of the phonetic experiments carried out, [ can sum up by saying 
that there are the following tendencies in contemporary French pronuncia- 
tion: 
l. in the vowel system: 

a. There is a tendency towards front articulation, as seen in the 
disappearance of the opposition /n-a/ to the advantage of /a/ i.e. in 
the frontward Shift of the sound /a/. 

b. A tendency towards open articulation as seen in the loss of the opposi- 
tion /d'*.-'é/ to the advantage of /'é/. 

e. A tendency towards delabialization, e. g. the sound /(i/ is transformed 
into the sound /'é/‚ besides there is a trend to confuse the sounds /oe/ 
and /9/ caduc, where the neutral /9/ is frequently replaced by /re/. 

2. in the system of consonants: 
A tendency to stabilize the ‘r grasseyé’ variphone which ousts the apical 
/r/ into a position of a mere relic form. 
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On the Uses of Complementary Distribution 

A. Liberman 
Minnesota. USA 

The Snow Queen said to me: ‘If you assemble this word, you 
will be your own master and I shall give you the whole world 
and a pair of skates.’ 

H.-K. Andersen 
]. The problem stated 

The concept of complementary distribution (CD) played an outstanding role 
in all brands of classical phonology. It is implicitly present in de Saussure's 
Course, and it is a cornerstone of American descriptive linguistics, which did 
not receive any impulses from de Saussure. Trubetzkoy made wide use of it in 
the opening chapters of Grundzüge der Phonologie. In glossematics, the 
commutational test is centered on the same concept. The 20th century has 
witnessed the rise and fall of naive distributionalism, but the concept of CD 
has not developed since it became current, and today its range of action is 
defined as vaguely as it was fifty years ago. 

If, together with pre-generative phonology, we assume that the sound 
string is made up of phonemes and that phonemes are realized in allophones, 
we shall arrive at the trivial conclusion that the allophones of one phoneme 
stand in CD. This statement follows from the definition of the allophone and 
needs no proof. The real problem is whether the statement about allophones 
of one phoneme standing in CD can be reversed, that is, whether segmental 
elements occurring in mutually exclusive positions are thereby allophones of 
the same phoneme. The most famous example of this type was discussed by 
Trubetzkoy and has become a locus classicus. Trubetzkoy observed that in 
Modern German h and 1] stand in CD (h is word-initial prevocalic, and 13 is 
word-final postvocalic) and yet represent different phonemes. 

2. Present weakness of the theory 

Theory of CD is marred by three weaknesses: position is taken for an 
unequivocal concept, which it is not; the elements whose distribution inter— 
ests the phonologist are referred to simply as sounds, which is insufficient 
and misleading; the moment in the overall process of decipherment at which 
CD comes in is unspecified. 

CD presupposes mutually exclusive positions. Usually, position means 
environment and is defined in phonotactic terms (for instance, between 
vowels, before voiceless consonants, after 3, word-finally, etc.). It is enough 
to add prosodic factors for the picture to become very complicated. Thus, in 
a language that allows only schwa in the unstressed syllable, schwa will turn 
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out to be an allophone of all stressed vowels. If syllabic and nonsyllabic are 
positional factors, i and j are always allophones of one phoneme by defini— 
tion. 

The example of h:13 is looked upon as unique because Trubetzkoy discove— 
red two phonemes in CD. If he had searched among allophones, he would 
have found any number of them belonging to different phonemes and still 
standing in CD. Consider the situation in Russian. In this language there are 
palatalized and nonpalatalized consonants. Before the palatalized conso- 
nants all vowels are fronted. It follows that not only [a] before a palatalized 
consonant (conventionally designated as [ä]) is in CD with [a] before a 
nonpalatalized consonant but all the fronted vowels - [ä], [ö], [ü], [e] - stand 
in CD with all the retracted variants, for example, [a] and [0]. Why are only 
[a] and [ä] felt to be allophones of one phoneme, rather than [a] and [ö]? 
According to Trubetzkoy, [a] and [6] do not share a unique set of distinctive 
features and therefore belong to different phonemes. This is a correct but 
tautological answer; besides, there is no way of knowing the distinctive 
features of every phoneme before the phonemes themselves have been isolat- 
ed. 

3. Zinder’s approach 

Another approach to this problem goes back to ééerba but is mainly known 
from Zinder‘s work. In Zinder’s opinion, only such sounds constitute one 
phoneme as stand in CD and can alternate within the same morpheme; [a] 
and [ä] fulfill both conditions [a] and [6] do not: compare [dal] ‘gave' 
(singular) and [’däl'i] ‘gave’ (plural) (/l/ and /l'/ are independent pho- 
nemes). That [a] and [ä] arise automatically, depending on the quality of the 
postvocalic consonant, is obvious because [dal] becomes [däl'] under clearly 
defined circumstances and [a] is in CD with [ä]. Since [dal] never becomes 
[döl'] under similar circumstances, there is no need to connect [a] and [ö]. lt 
is the morpheme and not position that serves as the generator of allophones 
and provides a natural limit for subphonemie alternations. 

Zinder's rule is correct: if two sounds stand in CD and alternate within one 
morpheme, their altemation must indeed be caused by the changing phonetic 
environment, so they are allophones of the same phoneme. All Russian 
vowels followed by palatalized consonants are in CD with all vowels stan- 
ding before nonpalatalized consonants; in any language, all vowels before n, 
m are nasalized and are in CD with non-nasalized vowels, etc., but the unity 
of the phoneme is achieved through the altemating morpheme. And yet. 
Zinder’s rule cannot be applied in the search for the phoneme, and as a tool 
of phonological discovery it is as useless as the rule formulated by Trubetz- 
koy. In order to work with this rule, we must have the entire speech sequence 
segmented; for instance, we must know that da! is [d-a—l], that do! is [d-ä-1'L 
and so forth. But if we are at the stage of assembling phonemes, if the 
nondiscreet current of speech has not yet yielded phonemes, transcriptions 
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like [d-a-l] do not exist. Phonological analysis begins with morphological 
segmentation. From altemating morphemes we obtain phonemes as bundles 
of abstract distinctive features, then discover their phonetic correlates, and 
finally recognize the allophones of each phoneme. The only possible order of 
phonological discovery is this: morphemes—phonemes with their distinctive 
features--allophones. Allophones can never be obtained before phonemes, 
and all attempts to reverse the sequence and first to obtain allophones in 
order to assemble them into phonemes is self-deception. The same conclu- 
sion can be reached by the pure logical analysis of the rules proposed by 
Trubetzkoy and Zinder. 

Here are these rules once more. Trubetzkoy: two sounds belong to the 
same phoneme if they stand in CD and possess the same unique set of 
distinctive features. Zinder: two sounds belong to the same phoneme if they 
stand in CD and alternate within one and the same morpheme. 

4. Conclusion 

Both Trubetzkoy and Zinder, though they have only started their search for 
the phoneme, already operate with the concept of the same phoneme. But 
what can they know about phonemes before phonemes have emerged? How 
did they arrive at their rules? Evidently, they know what the same phonemeis 
(this is all the more unexpected in Zinder’s case, for he does without distinc— 
tive features). CD as a tool of discovery is worthless. At the stage at which it 

. could have been profitable, before the emergence of segmented and fully 
characterized phonemes, it cannot yet be applied, and at the final stage, when 
the phonemes have been obtained, its function is modest: it either emphasizes 
the fact that the allophones of one phoneme must have the same distinctive 
features (a conclusion that follows from the definition of the allophones as a 
contextual realization of the phoneme and the phoneme as a bundle of 
distinctive features) or brings out the decisive role of the morpheme in 
phonetic segmentation (but this too is trivial by the time the search is over). 
Only in historical phonology, with its emphasis on letters, Zinder’s rule can 
be put to good use. 



On the Correlation of Phonetic and Phonemic Distinctions 

A. Steponaviéius 
Vilnius, USSR 

l. Introduction 

Following the tradition of functional linguistics, the basic principles of 
phonological analysis amount to the distinctions between ( l )  paradigmatics 
and syntagmatics, (2) segmentics and prosody, (3) phonology and phonetics, 
and (4) language and speech. From the structural point of view the dichoto- 
my between paradigmatics and syntagmatics is of primary importance. 
Despite all possible variations in views and disagreements concerning some 
details, the concepts of paradigmatics and syntagmatics no longer provoke 
any great controversy among functionalists. Paradigmatics is defined as 
language structure based on associative relationships, and syntagmatics as 
language structure based on linear (and simultaneous) relationships. Pat- 
terns, or models, of paradigmatic sound structure may be constructed on the 
basrs of distinctive and nondistinctive sound features, phonemes and their 
phonetrc_realizations‚ prosodemes and their phonetic realizations, opposi- 
tions, series and correlations. Patterns of syntagmatic sound structure may 
be otherwise called patterns of the sound structure of words. The constituent 
parts of the sound structure of words are the following: 
]. the sound and phonemic composition of words and morphem€s; 2. the phonotactic rules of phoneme distribution, neutralization and syllabi- 

1catmn; 
3. the prosodic structure of words. 
On. the other hand, the distinction between phonetics and phonology re- 
ma1ns at present the domain of most intensive investigations and numerous 
controversres, Generally speaking, this distinction may be defined in terms of 
the drehotom1es between language and speech, paradigmatics and syntagma- tms. Phonology lies in the domain of language, but not speech, and has b0th parad1gmatrc and syntagmatic aspects. Phonetics, on the other hand, lies both 
in the domain of speech and language (in that it is the level of both indiscrete matenal speech sounds and discrete ‘sound types’ of language) and, just like phonology, has both syntagmatic and paradigmatic aspects. The discrimina- 
tion of speech sounds, language sounds and phonemes may contributC‚ 
among other things, to a better understanding of the development of the 
concept ‘phoneme’. As is known, Baudouin de Courtenay tried to  find 
psychoph0net1c explanations why actually different sounds may be perceiv- 
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cd as identical entities, making a distinction between sound as mere phona- 
tion, which is transitory and variable, and a phoneme as a psychological 
equivalent of sound, which is permanent and invariable. In other words, 
speech sounds are opposed here to what covers both language sounds and 
phonemes, viz.‚ language sounds and phonemes are not differentiated by 
Baudouin de Courtenay. This, naturally, in no way belittles his contribution 
to the development of the theory of the phoneme. The idea of discriminating 
phonemes from sounds prevails in Sapir’s works. Nevertheless, the lack of 
proper discrimination between language sounds and phonemes continues 
whenever phonemes are defined as classes of sounds, or as sounds 
distinguishing one utterance from another, etc. 

2. Phoneme and Feature Definitions 

A real breakthrough was marked by the development of the theory of the 
phoneme when Roman Jakobson with his co-workers, first of all N. Trubetz- 
koy, introduced the definition of the phoneme as a Cluster, or bundle, of DFs. 
This established the concept of the phoneme as a member of phonematic 
oppositions. Since then the progress of phonology has depended first and 
foremost on the theory of DFs. At the present stage of phonological investi- 
gations there are available exhaustive inventories of phonetic features, ex- 
pressed in articulatory, acoustic or perceptual terms (cf. the works by Peter 
Ladefoged) and a number of systems of DFs, such as those by Jakobson, 
Fant and Halle, or Chomsky and Halle, with all the possible variations and 
modifications. Among the problems which demand special attention one 
may point out the need of further elaborating the systems of DFs by way of 
correlating phonemic distinctions with phonetic ones. Though on the whole 
we may consider those systems of DFs better in which DFs have clearly 
stated phonetic correlates, DFs need not necessarily be directly related to 
phonetic features. The lack of direct correspondences between phonemic and 
phonetic features ensues first of all from the binarism and hierarchical 
ordering of DFs and oppositions (naturally, if we accept these principles of 
phonemic analysis). Jakobson has greatly influenced and even determined 
the linguistic thinking of phonologists by demonstrating the possibility of 
presenting all types of oppositions and features as binary, and it must be 
conceded that, even purely hypothetically, the binary structure of DFs seems 
most plausible; DFs as elementary units of the phonological structure must 
be characterized by most elementary relationships, and binary oppositions 
are the most elementary of all possible relationships. The practice of phono- 
logical analysis, moreover, has fully confirmed this, as the most exact defini- 
tions of phonemes, their most consistent classifications and hierarchical 
order seem to be those which are expressed in terms of binary features. 
Besides, Trubetzkoy’s system of DFs and oppositions may be free integrat- 
ed into binary systems, though, naturally, with some modifications of the 
former. Trubetzkoy’s distinction between multilateral and bilateral opposi- 



652 Phanetics and Phonology 

tions preserves its significance in that it reflects the degree of closeness of 
relationships of phonemes, viz., the most close relationships in the case of 
bilateral oppositions and more loose relationships in the case of multilateral 
oppositions. Secondly, in terms of proportional and isolated oppositions we 
can express the degree of paradigmatic integration of phonemes. Reinterpre- 
tation, however, is indispensable in the case of Trubetzkoy‘s gradual, priva- 
tive, and equipollent oppositions. As has been demonstrated by Jakobson, 
Halle, Pant, Chomsky and others, the distinctions between vowels of diffe- 
rent tongue-height may be expressed in binary features. The nation of 
graduality, just like those of privativeness and equipollence, is useful, 
though, when we want to indicate the physical implementation of sound 
features. From the point of view of their physical nature, binary features may 
be termed privative when they are based upon the presence and absence of 
the same sound property, gradual when they present different gradations of 
the same property, and equipollent when they are represented by two physi- 
cally different and logically equivalent properties. What I am aiming at is the 
fact that though DFs may be presented as universally binary, they are 
nevertheless based upon different relations of phonetic features. It may be 
noted here that for the sake of consistency of phonological analysis a 
positively expressed feature and the respective negative expressed feature 
should be considered as two different features and not the same feature with 
the plus and minus values. The set-up of the hierarchies of DFs must be such 
that oppositions of a higher rank comprise oppositions of a lower rank. It 
follows from this that subclasses of different classe5 of phonemes are not 
structurally and functionally identical and must be set up independently, 
irrespective of the possible identity of the anthropophonic nature of their 
DFs. Thus phonetic features, distinctive for one set of phonemes, may be 
nondtstrnctive for another (cf. voice in sonorants, or the occlusiven€ss of 
nasal sonorants). 

3. Correlates of Features 

The same DFs may have different phonetic correlates, and, on the other 
hand, the same phonetic features may be realizations of different DFs. 
Phonologists and phoneticians have always been fully aware of the fact that 
what is referred to as a single DF is actually a complex of articulatory and 
acoustrc parameters. Besides, this complex may be different in the realization 
of different phonemes of the same series. Thus the labial series may consist of 
purely labial and labio-dental articulations. In some cases of consonantal 
features referring to place of articulation the exact points of articulation are 
phonologrcally essential. Thus, in English in the series of fricative nonstop 
obstruents there are three kinds of apicals whose contrasts may be expressed 
in the most natural way as dental (/6 6/ ) vs. postdental (nondemal) (/s z s i/). With the postdentals further contrasting as alveolar (/s z/) vs. pastalveolar 
(nonalveolar) (/5 i/). The contrast of the English /1/ with /r/ may also be 
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expressed by means of the features alveolar vs; postalveolar. In many other 
cases different, though adjacent points participate in the production of the 
same local series. In English the phonetically pharyngeal breath /h/ consti- 
tutes the same series of nonlabials with the dorsal consonants. In Lithuanian 
and Russian there are two apical series; in the case of obstruents these differ 
phonetically as dental and postdental, and in the case of sonorants, as 
alveolar and postalveolar. For the sake of economy of description these two 
pairs of features may be reduced to a single pair and termed arbitrarily front, 
or advanced vs. back, or retracted. How the same phonetic features may serve 
as realizations of different phonemic features may be illustrated by the 
distinctions gliding (diphthong) vs. non-gliding, long vs. short, and checked vs. 
free. In the case of the correlation of contact (checked vs. free) the checked 
vowels are the marked members of the opposition, which are realized as 
short monophthongs, and the free vowels are the unmarked members, which 
are realized as diphthongs and long vowels. 



A Distinctive Feature Based System for the Evaluation of 
Segmental Transcription in Dutch 

W.H. Vieregge, A.C.M. Rietveld, and C.I.E. Jansen 
Nijmegen, the Netherlands 

l. Introduction 

However extensive the literature on transcription systems may be, it remains 
astonishing to see that data on inter- and intrasubject reliability are almost 
completely lacking. One of the major problems in the assessment of reliabili- 
ty is that it requires a system with which differences between transcription 
symbols can be assigned numbers corresponding to the distances between the 
transcription symbols, or rather corresponding to the distances between the 
segments that the transcription symbols stand for. Preferably, these dis- 
tances should be defined articulatorily rather than auditorily, since the 
training in the use of transcription symbols is largely articulatori based as 
well. 

For the construction of a system in which the distances between the Dutch 
vowels are numerically expressed, enough experimental data may be found 
in the literature (e.g. Nooteboom, 1971, 1972; Rietveld, 1979). The available 
data with respect to the Dutch consonants appear to us less satisfactory. Spa 
(1970) describes the Dutch consonants by means of 16 distinctive features. 
One of our main objections against Spa’s system is that the front—back 
dimension - a dimension which is crucial for the classification and the 
adequate use of transcription symbols - is only implicitly represented by the 
features [car], [am], [high], [low], and [back]. Moreover, the validity of Spa’s 
system was not experimentally tested. We therefore decided to develop a new 
consonant system for Dutch with a heavier emphasis on articulation. The 
validity of this system was assessed by means of an experiment in which 
subjects were asked to make dissimilarity judgments on consonant pairs. 

2. The vowel system 

From the data in the literature (Eijkman, 1955; Moulton, 1962; Nooteboom 
1971, 1972; Rietveld, 1979; Booij, 1981; Schouten‚ 1981) - data which to a 
great extent have been tested experimentally - the following characteristics of 
the Dutch vowels may be established: 

The 15 vowel allophones [i, y, e, a, a, a, u, o, o, u, Y, 1, 9, cc, U] can be 
subdivided into long, halflong, and short. Before [r, R] [i:, y:, e:, a:, a:, 02, 1111 
are long; in foreign words [e:, o::, a:] are long. The remaining vowds are short 
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in these positions. When not before [r, R], [e., a., a., o.] are halflong, the rest 
is short. In our system long = l, halflong = 2, short = 3. . 

From Rietveld (1979), it appears that ‘the proprioceptive articulatory dissi- 
milarities can be predicted quite satisfactorily by using a traditional vowel ' 
scheme and giving extra weight to differences on the front/back dimension’ 
(1979: 88). This statement only pertains to the nine vowels examined by 
Rietveld, namely [i, e, e, y, el, 11, o, o, a]. We assume that this finding applies to 
all Dutch vowels. Thus, for the front/back dimension we have used a weight 
factor of 2, resulting in front = 2, central = 4, and back = 6. 

Finally, by adding two values for rounded/unrounded (rounded = l, 
unrounded = 0) and four values for the high/low dimension (high = 4, 
high/mid = 3, mid/low = 2, low = 1) all Dutch vowels may be distinguished. 

Following Moulton, diphthongs are considered as vowel + vowel se- 
quences, the second vowel being non-syllabic allophonically. 

Table 1 (upper half) shows the dissimilarity matrix which results from 
assigning the above values on the dimensions distinguished to all Dutch 
vowels. The distances thus established can be used to express differences in 
the choice of transcription notations for vowels numerically. Examples of 
maximal differences (numbers 9 and 10) are [cr-a:,a-iz, e-u:o-y:]; examples of 
minimal differences (numbers 1 and 2) are [i-y, e:-a, e-i]. 

Table I. Dissimilarity matrix for all Dutch vowels (upper half) and for all Dutch consonants 
(lower half). ' = Consonants used in the experiment. 

a : e : o : ß : i : y : u : : m e : o : a - e - o d - a e o u l ‘ l u e a i y u  

:p - 4 5 5 5 6 6 2 3 4 1 5 6 6 4 5 6 7 6 6 4 4 7 8 8 a :  
b 1 - 5 1 ' 1 2 6 4 1 6 5 1 6 2 8 3 8 7 2 6 6 4 3 4 8 e :  

% 2 3 - 4 6 5 1 3 6 1 6 6 1 5 5 8 3 2 7 5 5 5 8 7 3 0 :  
*d 3 2 1 - 2 1 5 3 2 5 6 2 5 1 9 4 7 6 3 5 5 5 4 3 7 6 :  
c 3 4 3 4 - 1 5 5 2 7 6 2 7 3 9 4 9 8 3 5 7 5 2 3 7  1: 

*k 5 6 3 4 2 - 4 4 3 6 7 3 6 2 1 0 5 8 7 4 4 6 6 3 2 6  y :  
„9 6 5 4 3 3 1 — 4 7 2 7 7 2 6 6 9 4 3 8 4 6 6 7 6 2 m  
*f  3 4 3 4 6 6 7 - 3 2 3 5 4 4 6 5 4 5 6 4 2 2 7 6 6 e :  
*v 4 3 4 4 7 7 6 1 . — 5 4 2 7 3 7 2 7 8 3 7 5 5 4 5 9 e =  
“s 4 4 2 3 5 5 5 1 2 — 5 7 2 6 4 7 2 3 8 6 4 6 9 8 4 o =  
: 5 4 3 2 6 6 5 2 1 1 - 4 5 5 3 4 5 6 5 5 3 3 6 7 7 a .  
l 4 4 4 5 3 5 6 3 4 2 3 - 5 1 7 2 7 6 1 5 5 3 2 3 7 e o  

„3 5 4 5 4 4 6 6 4 3 3 2 1 - 4 4 7 2 1 6 4 4 4 7 6 2 0 -  
:: 7 8 5 6 4 2 3 4 5 3 4 3 4 - 8 3 6 5 2 4 4 4 3 2 6 6 v  
l 8 7 6 5 5 3 2 5 4 4 3 4 3 1 — 5 2 3 6 6 4 4 7 8 4 0 .  
x 6 7 4 5 5 3 4 3 4 2 3 4 5 1 2 - 5 6 1 5 3 3 2 3 7 e  

*u 7 7 5 4 6 4 3 4 3 3 2 5 4 2 1 1 — 1 6 4 2 4 7 6 2 3  
m 3 2 5 3 6 8 7 4 3 5 4 5 4 8 7 7 6 - 5 3 3 3 6 5 1 0  

"" 4 3 4 4 7 7 6 3 2 4 3 6 5 7 6 6 5 1 - 4 4 2 1 2 6 1  
n 5 4 3 2 6 6 5 4 3 3 2 5 4 6 5 5 4 2 1 - 2 2 3 2 2 Y  

*n 6 5 6 6 3 5 4 7 6 6 5 4 3 5 4 6 5 3 4 3 - 2 5 4 4 e  
") 8 7 6 5 5 3 2 7 6 6 5 5 5 3 2 4 3 4 4 3 2 — 3 4 4 a  
1 5 4 3 2 6 6 4 4 3 3 2 5 4 6 5 5 4 4 2 3 4 5 - 1 5 1  
! 7 6 5 4 6 4 3 6 5 5 4 7 6 4 3 3 2 6 5 4 3 3 2 - 4 y  
: 4 3 2 1 5 5 4 3 2 2 1 4 3 5 4 4 3 3 2 1 4 4 1 3 - u  

*: 5 4 3 2 6 6 4 5 4 1 ! 3 2 5 4 6 5 5 4 4 3 2 5 5 2 4 1 -  
* R 6 5 4 3 5 3 2 5 4 4 3 6 5 3 2 2 1 5 4 3 4 2 3 1 2 3 -  
" 4 3 4 3 7 7 6 3 2 4 3 6 5 7 6 6 5 3 2 3 6 6 3 5 2  3 4 -  

*", 3 2 5 4 6 8 7 4 3 5 4 5 4 8 7 7 6 2 3 4 5 7 4 6 3 4 5 1 -  
_J 7 6 5 4 4 4 3 6 5 5 4 5 4 4 3 5 4 6 5 4 3 3 4 4 3 4 3 3 3 -  
“ 7 8 5 6 6 4 5 4 5 3 4 5 6 2 3 1 2 8 7 6 7 5 6 4 5 6 3 6 8 6 -  
? 6 5 4 3 5 3 2 7 6 6 5 8 7 5 4 4 3 7 6 5 6 4 5 3 4 5 2 6 7 6 3 -  

P b t d c k g t v s z j ' 3 x y x u m r g n n q l i r t k w u j h ?  
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3. The consonant system 

From the literature the following data with respect to Dutch consonants may 

be established: 
On the basis of the results of a multidimensional scaling analysis Van den 

Broecke (1976: 120) states that “there is some evidence to believe that there 

are a number of different inner speech dimensions, at least 4, possibly 5, 

employed in similarity evaluations on inner speech stimuli’. The dimensions 

which Van den Broecke found allow for current phonetic interpretations in 

terms of place and manner of articulation features. Several systems develop- 
ed for English consonants also make use of features of place and manner of 
articulation (Singh, 1976). Therefore, we decided to make use of these 

features too. As for place of articulation, our system differs from the system 
proposed by Spa, since there this feature was ony implicitly represented. 

On the basis of the above considerations we selected the following distinc- 
tive features to distinguish the 32 Dutch consonants which may appear in a 
narrow transcription: the feature of place of articulation (bilabial = l, 
labiodental = 2, dental/alveolar = 3, palato-alveolar = 4, palatal = 5, velar 

= 6, uvular = 7, glottal = 8) and seven binary features, i.e. voicing, nasality, 
continuity, glide, laterality, fricative, and flap. 

3.1. The experiment 

3.1. I. Method 
In order to allow comparison with the results of the first experiment conduct- 
ed by Van den Broecke (1976), and also in order to restrict the number of 
stimuli, from the 32 consonants given in Table I, lower half, a subset of 18 
consonants was selected for use in the experiment namely [p b, t, d, k, f, v, s, z. 
x, j, [, r(R)‚ h, m, n, r], w]. These consonants are indicated with an asterisk in 
Table 1. Twenty-five first year speech therapy students were presented with 
these consonants pairwise in medial word position (cf. Van den Broecke: in 
isolation); they were asked to rate each pair on articulatory dissimilarity (cf. 
Van den Broecke: on dissimilarity represented perceptually by means of 
‘inner speech’) on a 10-point scale (10 = maximal dissimilarity, 1 = minimal 
dissimilarity). The stimulus material consisted of (182 - l8)/2 = 153 word 
pairs which differed as little as possible, containing the same number of 
syllables, and exhibiting, with a few exceptions, the same stress pattern. The 
stimuli were offered in random order on paper. After the experiment was 
over, the subjects were asked to indicate which /r/-realizations they used 
because in Dutch /r/ may be realized both as [r] and [R]. In the instructions it 
was emphasized that during the rating the whole articulatory apparatus 
should be taken into consideration. As the subjects had just started their 
training as speech therapists, they had acquired no more than a negligible 
amount of phonetic knowledge. 

.-
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3.1.2. Results and discussion 
In order to gain insight into the dimensions underlying the dissimilarity 
judgments of the subjects, multidimensional scaling was carried out. Input to 
the program (ALSCAL, W. Young, Y. Takane, R.]. Lewyckyl, 1977) were 
the means of the dissimilarity scores. In Table II the stress values, the random 
stress values, and the correlations between the ultrametric distances and the 
dissimilarities are given for 1, 2, 3, 4, 5, and 6 dimensions (Euclidean metric). 

Table II. Values of th rec statistics as a function of the number retained dimensions in an MSCAL 
(Euclidean metric). 

Dimension 1 2 3 4 5 6 

stress 38 .6  26 .4  18.1 11.2 7 . 7  5 . 1  

stress random 4 7 . 3  27 .9  18 .5  13 .0  9 . 6  - 

correlation .80 .81  . 85  .91 .95 .97 

As may be expected, the stress and correlation coefficients are most 
favorable in the six—dimensional solution. However, since the sixth dimen- 
sron was not phonetically interpretable, we opted for the five-dimensional 
solution for which the stress and correlation coefficient are also satisfactory. 

The positions of the 18 consonants in the five-dimensional solution are 
graphically presented in Figures la, lb, and le. As may be seen, the first 
dimension clearly represents the front-central-back continuum: at the one 
end we find labials dentals, and alveolars, in the center the palatal [i], and at 
the other end the velars, uvulars, and glottals. The second dimension is less 
easy to name. Globally, if it were not for the position of [1], it looks like a 
+cont/-eont dimension. More specifically, the classes of fricatives, plosives, 
and nasals + laterals may be distinguished along it. Ignoring the position of 
[13], and taking into account the overlapping area in which labials and the [h] 

£ u v ' z 11 J 

x h ' 1 3 J “ 9" v n j 1 v R 1 pdb 
..-.. .. . -  -.-._____„p__. „..., _. 5 L.."L 5 4' 

b 1 3 d t: d x n v 1 
t: h 2 

k t: 
k 

9 1“ " b x f p 3 

‘ b c 

”!“" l. (a, b. c) Positions of 18 Dutch consonants in a five-dimensional solution. 
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are positioned the third dimension may be interpreted as a +lab/-lab dimen— 
sion. With the exception of the positions of [2] and [5], the fourth dimension 
may be labeled +son/-son. Finally with the exception of the position of 
[h]and [p], the fifth dimension may be interpreted as a voiced/unvoiced 
dimension. 

The correlation between the mean dissimilarity scores yielded by the 
experiment and the distances as defined in our consonant system is not very 
high (r = .61). Moreover, the positions of the consonants in the five-dimen— 
sional solution as depicted in Figures la, lb, and Ic suggest that in the 
consonant system the feature of place of articulation should be split up in less 
than eight categories, and that the manner of articulation features should be 
changed. Therefore, our consonant system was revised in three different 
ways. In the first revised version the eight categories of place of articulation 
were maintained whereas the manner of articulation features Were changed 
(deletion of the features +nas/-nas, +glide/-glide, and +fric/—fric); in the 
second version the place of articulation features were reduced to three 
categories, and the manner of articulation features were changed in a differ- 
ent way than in the first version (deletion of +cont/-cont and introduction of 
a dimension with at the one extreme plosive/fricative and at the other 
nas/lat), in the third version the place of articulation feature was reduced to 
five categories, and the manner of articulation features was changed in the 
same way as in the second version. 

Of the three revised versions of the consonant system, the third one - the 
dissimilarities of which are given in Table I, lower half, - correlated most 
highly with the dissimilarities obtained in the experiment (r = .75, r = .64‚ 
and r = .58 for the third, second, and first revised version, respectively). The 
third version of our consonant system (SysV) was further evaluated by also 
relating it to the first experiment conducted by Van den Broecke (ExpB)and 
the consonant system developed by Spa (SysS). 

The correlation between ExpV and ExpB was found to be fairly high (r = 
.80). From this it may be deduced that partly similar and partly differing 
criteria have been used by the subjects to judge the stimuli, the differing 
criteria proban having to do with the differences in experimental set-up. 
(Recall that in ExpB the stimuli were offered in isolation whereas in ExpV 
they were offered in medial word position. Recall also that in ExpB the 
subjects were asked to judge the stimuli auditorily whereas in ExpV they were 
asked to judge the stimuli articulatorily). 

The correlation between SysV and SysS was considerably lower (R = .57). 
This may be the result of the fact that, as was said before, the features of SysV 
were more phonetically orientcd than the ones in SysS. It furthermore 
appeared that the correlation of SysV with ExpV was significantly higher 
than the correlation of SysV with ExpB (r = ‚75 and r = .55 respectively; t = 
5.19, p < .01, df = 16), and that the correlation of SysS with ExpB was higher 
(but not significantly so) than the correlation of Syss with ExpV (r = .65 and 
r = .61. respectively; t =0.914, p>.10,df= 116). These differences could very 
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tentatively be interpreted in terms of differences in experimental set-up and 
structure between the two consonant systems: SysS is a better predictor of the 
auditorily based dissimilarity judgments of Van den Broecke, and SysV is 
more successful in predicting our articulatory based dissimilarity judgments. 
The choice of either of the two systems will therefore depend on the purpose 
it has to serve. 
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History of Phonetics 



The Study of Vowel Quality by Early Arab and Muslim 
Phoneticians 

M.H. Bakalla 
Riyadh, Saudi Arabia 

]. Introduction 

In a previous paper of mine entitled ‘The contribution of the Arabs and 
Muslims to the study of vowel length’ (Bakalla, 1978), I tried to present the 
analysis of vowel quantity of Classical Arabic as it was originally given in the 
early Arabic sources stretching over more than 10 centuries beginning with 
the 7th Century A.D. In the present paper I will try to present the analysis of 
vowel quality in early Arabic sources. No attempt is made here at exhaustive 
coverage of this phenomenon in the literature of the Islamic countries or 
through the Islamic periods. Rather a bird's eye view of the salient features 
is selected from various sources with references to their authors. It is also 
beyond the scope of this paper to trace the origin and development of the 
present phenomenon regarding vowel quality and related matters; such 
treatment deserves a separate paper. 

2. Vowel system 

The first point to be discussed here is the triangular concept of the vowel 
system of Arabic, in particular Classical Arabic. Arabic was analysed as 
having three basic vowels. They are the long vowels [a:], [i:]‚ [u:]. They were 
commonly called burüf. The same term was also given to the consonants of 
Arabic. Thus the term refers to the written representation of the vowels and 
consonants. Ibn Sina or Avicenna (died 428 A.H./ 1037 AD.) differentiates 
between the two categories by calling the vowel musawwit and the consonant 
sämit (Ibn Sinä 1963:42). The use of the two terms indicates the contrast 
between ‘vocalic’ and ‘nonvocalic‘ nature of speech elements. Literally mu- 
._rawwit means sound or sonorous sound while gämit means silent or non 
sonorous sound. 

3. Long vs. short vowels 

In the 10th Century A.D. Ibn Jinni(l954zl9f) drew the distinction between 
the long vowels and the short vowels as is clearly stated in the following: 

‘The short vowels (1arakät are parts of the long vowels (zurüf 
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madd wa Ii‘n. namely‚ the ?alif [a:], the wä'w [uz], and the yä? [i:]‚ 
Just as those burüf are three, so are the ltarakat three in number. 
These are the fatlrah [a], the kasrah [i], and the dammah [u]. 
Early grammarians used to call the fatlrah the small ?älif, the 
kasrah the small y'ä?, and the dammah the small wäw. In this 
regard they were correct.’ 

Here Ibn Jinni seems to consider the quality as the distinguishing factor 
between long and short vowels for he continues to state: 

‘To demonstrate the fact that short vowels are but parts (or 
fractions) of the corresponding long vowels lmrüf:- If you leng- 
then (?a Iba°ta) the short vowel, the corresponding long vowel 
will occur as a result. For example, a in camr, if lengthened, 5 will 
occur and you will say cämr; likewisc, i in cinab will becomeias 
in *‘7nab; and so u in ”umar will become it as in *‘t7mar. Had the 
short vowels not been parts of these long countérparts, the long 
vowels would have not been anticipated or been produced from 
them.” (Ibn Jinni 1954:20). 

The term given to the lengthening of vowels is ?ifbä9. A long vowel is called 
(zarfmadd wa lin where mada' refers to lengthening and 151 is special quality of 
the vowel for bemg produced without any hindrance or obstruction. 

4. Quality differences 

The early Arab and Muslim phoneticians were aware of the differences in 
qualtty between the vowels themselves. Ibn Jinni(l954z8) states: 

‘The lturüf or sounds which are produced with the articulators 
held apart are three [a:], [i:]‚ and [u:]. The most open and the 
softest of them is [a:]. Further the sound which occurs in [a:] is different in quality from the sounds [iz] and [uz]. Converse the sound which occurs in [i:] is different in quality from [a:] and 
[u:]. The reason for the differences is that in each of the three cases the vocal tract has a different configuration.’ 

Ibn Sinä (1963z49) describes the articulation of the vowels as follows: 

‘The long vowel [a:] and the short vowel [a] are produced by a smooth emtssion of the air-stream without any interference. The long vowel [u:] and the short vowel [u] are produced with little interruption of the air-stream at, and narmWing‚ of the lipS‚ along With slight gentle propulsion upwards on the way out. The long vowel [iz] and its sister short vowel [i] are produced with 
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little interruption and narrowing of the point of articulation, 
along with a gentle propulsion downward.’ 

5. Consonants and vowels 

In their description of the phonological or phoneme inventory of Arabic, the 
early Arab and Muslim phoneticians distinguished between the two main 
types of sounds or phonemes including consonants and vowels. The first type 
is called basic and includes the long vowels discussed above, namely [a:], [i:] 
and [u:]. The corresponding short vowels are already parts of the respective 
long ones. There were other varieties of vowels which were discussed in the 
early literature. Of relevance here are the two long vowels [e:] known as ?alif 
?imälah or ‘umlaut’ and [a:] known as ?aliftafxim or ‘emphatic or velarized’ 
[a:]. According to Ibn Jinni(l954z51) they are both acceptable and readily 
used in the standard language. As for ?alif ?imälah, he mentions the vowel 
which is between ?alif[az] and yä? [iz] as in €älim —— [Ce:lim], fatam - [xe:tim]. 
As for ?alif tafxim Ibn J inni gives the following description: 

‘?aliftafxim is that which is between [a:] and [u:] as in their pronunciation 
of saläm alayk and qäma Zayd. This is why the symbol [u:] was given in the 
writing of salät zakät and bayät, because [a:] was pronounced in the direction 
of [ut].’ 

6. Variants 

There is another class of largely short vowels which are not normally marked 
in writing. Ibn Jinni(l954z58f) considers them as a consequence of vocalic 
harmony or vowel assimilation tafinus a;-;awt. Hence they were treated as 
secondary sounds or variants. Some of these are [i], [u], [5] and [at]. These 
varieties and others are treated in more detail in Bakkala (1982). 

7. Conclusion 

In conclusion, the contribution of the Arab and Muslim phoneticians are 
both numerous and interesting. This paper has only pointed out some of the 
salient features in one small area of their analysis of the vowel system. It is 
meant to point to the problems rather than solve them. Definitely further 
investigation is necessary before a final assessment can be made. 
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The Birth of Experimental Phonetics in Spain. Pere Barnils 
and his Barcelona Laboratories (1913-1933) 

J. J uliä 
Barcelona, Spain 

Pere Barnils (1882-1933) can be considered the major figure in Catalan 
linguistics during the first third ofthis century and the leading experimental 
phonetician in Spain for the same period of time. He introduced experiment- 
al phonetics in this country by founding its first laboratory to develop that 
new linguistic science together with the edition of its outstanding journal of 
phonetics. Barnils set up the basis of Catalan phonetics as a science and he 
was the first to apply experimental techniques in order to correct speech and 
voice disorders. 

He had studied for three years at the German University of Halle an der 
Saale (1908-1911), where he took his doctorate in Romance Linguistics in 
June 1912, before he had the chance of meeting l’Abbé Rousselot in Paris. 

Pere Barnils was in Paris (November 1911 - May 1912), sponsored by the 
Barcelona provincial council ruled by the great Catalan nationalist Enric 
Prat de la Riba so that he could follow Gilliéron’s lectures at the Ecole de 
Hautes litudes and above all those of Rousselot, whose worldwide reputa- 
tion had reached Barnils in Halle. Our Catalan linguist learnt how to make 
artificial palates and to interpret kymographic tracings at the Institut Catho- 
lique and at the modest laboratory of the Collége de France, close to La 
Sorbonne, directed by Rousselot and assisted by his best known disciple 
Joseph Chlumsky of Prague. The interest in experimental techniques arou- 
sed ‘chez l’Abbé' continued throughout his career. In 1913, once back in 
Barcelona, he edited the first journal of Catalan linguistics, which turned out 
to be the first periodical of modern linguistics that was published in Spain: 
Butlletf de Dialectologia Catalana. 

At the same time he started to organize what would become the first 
Laboratory of Experimental Phonetics in that country (1913-1921). It was set 
up at the Institut d’Estudis Catalans in Barcelona and began to  work 
satisfactorily in 1915 and full-time from mid 1916 up to the end of 1917. 

In April 1914 Barnils represented Catalonia at the First International 
Congress of Experimental Phonetics held in Hamburg and was elected as the 
representative of Spain to the newly born International Association of 
Phonetics. For a few weeks he worked with Panconcelli-Calzia at his labora- 
tory set up at Hamburg Colonial Institute so that the young Catalan phoneti- 
cian could get acquainted with the recent experimental techniques developed 
in Europe. 
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During World War One, which broke out the following summer, Barnils’ 
laboratory became accidentally the leading center in experimental phonetics 
in Western and Southern Europe. He developed it into a major scientific 
center of research with an interdisciplinary approach: in addition to the 
studies of Catalan descriptive phonetics by experimental means, he worked 
with laryngologists and speech therapists and welcomed all sort of research- 
ers — native as well as foreign - whose interests were related in some way or 
other to phonetics. 

In the summer of 1917 bis magnificent first - and last - volume of Estudis 
Fonérics appeared, which included the works carried out at the laboratory, 
such as studies on the articulations of /k/ and /g/ in Majorcan Catalan, 
vowel nasality, alveolar roll vibrations and articulatory force in voiceless 
plosives (to cite only those by Barnils on Catalan phonetics). Unfortunately 
he had to leave his experimental work because of both political reasons and 
conflicts with the management. As a result his first laboratory was ultimately 
closed down in 1921, after three years of iriactivity. 

His interest in the disorders of speech and voice led to the founding of his 
private ‘Laboratori de la Paraula' (1914-1933) and his taking charge of the 
Barcelona School for Deaf-mutes (1918-1930) to whom he devoted almost all 
of the rest of his life. There he founded his third Laboratory of Experimental 
Phonetics and edited its journal La Paraula (1918-1921). At the moment of 
his death Barnils was the editor of his third phonetics journal: EI Parlar 
(1931-1932), while he directed his private ‘Laboratori’ and School for the 
deaf—mutes, which he had just founded. Although they were short—lived 
periodicals they attained a high degree of quality which was up to the 
standard of similar works in Europe and America. 

Barnils was an active participant in international congresses: shortly 
before his death be read papers on speech pathology at the Second Interna- 
tional Congress of Linguists (Geneva, 1931), at the First ICPhS (Amster- 
dam, 1932) and at the Fifth International Congress of Logopedy and 
Phoniatrics (Vienna, 1932). 

We must also point out that our phonetician always showed great interest 
in popularizing the phonetic sciences, practically unknown at the time, by 
means of newspaper and encyclopedia articles, which together with his 
phonetic journals and other works made him the greatest contributor ever to 
Catalan experimental phonetics. 

Other Barnils’ phonetic publications include: ‘Sobre fonetica catalana. 
Vocals’ (Ballett del Diccionari de la Llengua Catalana, Palma de Mallorca, 
19] l); ‘Etudes de prononciations catalanes a l‘aide du palais artificiel’ (Revue 
de Phonétique, Paris, 1912); ‘Etudes de prononciations catalanes’ (Ibid.‚ 
1913); °Les consonants dites semi-sordes’ (Estudis Ramäm'cs, !, Barcelona, 
1916); ‘Sobre la quantitat de les vocals töniques’ (Ibid.); ‘Comentaris a un 
fragment recitat‘ (Esludis Fonén'cs, Barcelona, 1917); ‘Notes foniniques dis- 
perses: I-Sobre el parlar judeo-espanyol. 11-Sobre el grec de Corfü’ (Ibid.; 
Treballs realirzats dumm I’any 191 7(Barcelona, 1918); ‘A propösit de Papa- 
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rell de Franz X. Rötzer’ (La Paraula, Barcelona 1918); ‘Un archivo fonogräfi- 

co’ (Ibid.); ‘El timbre de la vocal neutra del catalä’ (Ibid., 1919); ‘Un donativo 

a nuestra escuela: el Phonoscope Lioret‘ (Ibid., 1920); ‘Pathégrafo’ (Enciclo- 

pedia Espasa-Calpe, Barcelona, 1920); ‘Fonética‘ (Ibid., 1924); ‘Sordomudo’ 

(Ibid., 1927); El Laboratorio de la Palabra (Barcelona. 1928); Defectes d'el 

parlar (Barcelona, 1930); ‘Articulacions alveolars condicionades’ (Miscel.lä- 

nia A.M. Alcover; Palma de Mallorca, 1932). 
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Production and Perception of English Vowel duration by Dutch 
Speakers of English 

B.A.G. Elsendoorn 
Eindhoven, the Netherlands 

l. Introduction 

There is no doubt that the English produced by Dutch native speakers 
generally falls short of what English native speakers normally do. This 
results in a non-native accent, which is very like due to native-language 
interference. 

A number of studies have paid attention to qualitative differences between 
the two languages (Schouten‚ 1975) as well as to intonational differences 
(Elsendoorn, 1979; Willems, 1982). A third factor that might contribute to 
the perception of non-nativeness could be the phonologically based dissimi- 
larities in vowel durations between the two languages. A well-known exam- 
ple of this is the voicing contrast of final obstruents in English, which is 
accompanied by varying the duration of the preceding vowel, due to the fact 
that there is no such voice contrast in final Dutch obstruents. 

Present-day teaching methods in the Netherlands concentrate on vowel 
and consonant quality and pay little attention to durational differences. The 
Dutch student of English is at best advised to realize the contrast of  pairs 
such as e.g. ‘beat-bead’ by simply prolonging the vowel duration and is 
hoped to be made conscious of this by endless listen-and-repeat drills. As this 
method does not seem to yield satisfactory results, the need was felt for a 
systematical description of differences in English vowel durations produced 
by native speakers of English and of Dutch, to investigate their influence on 
acceptability and to examine the relationship between the production and 
perception of vowel durations by Dutch speakers of English. 

As has been demonstrated by Sheldon and Strange (1982), this relation- 
ship can be very complex. They showed that, contrary to what is commonly 
assumed, incorrect perception of second-language phonemes does not neces- 
sarily imply incorrect production of these phonemes. 

The first part of this report gives a survey of systematic differences between 
English vowel durations produced by native speakers of English and of 
Dutch. The second part describes the influence of these differences on 
acceptability judgments and in the third part we will go into the relationship 
between production and perception of English vowel durations by Dutch 
speakers of English. 
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2. Production 

Data have been obtained for English vowels, essentially spectrally similar to 
Dutch vowels and produced in isolated CVC words. Measurements were 
performed with the aid of a computer programme (Van den Berg, 1980). It 
appeared that the contrast between intrinsically short and long vowels was 
much greater for English native speakers (BNS) (N=S) than for Dutch 
speakers of English (DSB) (N= 16). Another remarkable fact turned out to be 
the contrast in vowel duration as a function of the following consonant. As 
was expected vowel durations of DSB were all shorter than BNS durations 
when the vowels preceded a voiced obstruent; the DSB duration for vowels 
followed by a voiceless obstruent, however, was longer than the BNS dura— 
tion in the same environment in all cases. No approximation of BNS dura- 
tions was found with Dutch speakers of English parallel to an increasing 
familiarity with English, as evidenced by number of years of training. 

In mono- and polysyllabic words embedded in sentences differences be- 
tween the two groups of speakers were much reduced, but still present in 
most cases. It appeared that position of the word in the sentence contributed 
most to variations in vowel durations. 

3. Perception 

To test the acceptability of non-native vowel durations for native speakers 
two perception tests were presented to English native speakers (N=20). In 
one test vowel duration in isolated monosyllabic CVC words was varied, in 
the other sentence material was used in which the variable was the duration 
of the vowel in the last word. In both experiments subjects had to fulfil a 
word recognition task as well as judge the acceptability of pronunciation. 
The duration of the vowel in both experiments was set at either average BNS 
or DSB duration derived from the production data mentioned previously. In 
the word perception test words were used that had been read out by an 
English native speaker and a Dutch speaker of English. A combination of 
these two variables (viz. speaker and duration) resulted in four different 
stimulus types. ln the sentence perception test only BNS produced material 
was used. 
_ The word perception test showed that acceptabilityjudgments were nearly 
identical for the two durational varieties within one speaker condition. The 
BNS produced stimulus words were, however, judged to be significantlY 
more acceptable than the DSB varieties. The DSB produced stimuli led to a 
great number of incorrect identifications as well: those words that should 
have ended in a lenis obstruent were perceived as ending in a fortis conso- 
nant,_regardless of whether vowel duration equalled average BNS or DSB 
duration. In the sentence perception test those stimuli containing the BNS 
duration were judged significantly more acceptable than those containing 
the DSB vowel duration; incorrect vowel duration did not often lead to 
incorrect recognition. 
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4. Relation between speech production and perception 

Nooteboom (1972) showed that speakers are aware of durational structures 
in their mother tongue and fully capable of accurately reproducing them in a 
perception task. It has been demonstrated that speakers possess some inner 
criterion that they can use to match vowel durations in their mother tongue. 
This relationship need not be exactly the same for vowel durations in a 
second language. To examine the relation between the inner representation 
of vowel durations and their production an experiment was designed in 
which subjects were asked to adjust the vowel duration of an English 
CVC-word in such a way that it matched what they thought would be a 
correct native English duration. By means of a blind knob subjects were able 
to vary vowel duration continuously between 0 and 600 ms (for a description 
of the computer program used see Van den Berg, 1982). Additionally they 
had to read out the words used in the experiment. 

Results indicated a high correlation between produced and adjusted dura- 
tions for BNS and DSB in their respective mother tongues. Contrary to this, 
there appeared to be a sharp contrast between DSB production and adjust- 
ment of vowel duration on English words depending on the voice feature of 
the final consonant. In the case of words ending in a fortis obstruent 
adjustrnent data were similar to produced durations, i.e. longer than what is 
generally produced/adjusted by BNS. In the case of lenis obstruents, howe- 
ver, adjusted DSB duration was also longer than BNS duration, whereas, 
according to produced durations, it was expected to be shorter. A plausible 
explanation might be that subjects‘ responses were influenced by the pronun- 
ciation of the final obstruent. It seems that this voicing characteristic triggers 
the subconscious knowledge which DSB seem to have about this phonologi- 
cal phenomenon in English, although it is not actually realized in their 
production. 

It also appeared from this experiment that Dutch speakers of English seem 
to refine their ideas about vowel duration in English as they become more 
proficient, since standard deviations of adjustment decrease with growing 
familiarity with and knowledge of the English language. 
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Detection of Foreign Accentedness 

J. E. Flege 
Birmingham, U.S.A. 

]. Introduction 

Humans derive several important kinds of information from the speech 
signal in addition to referential meaning. One of these is ‘accentedness,’ a 
realization by the listener that his interlocutor differs in social, geographical, 
or linguistic background. This study examines the ability of American 
listeners to detect accent in the speech of French-English bilingual talkers. 
Previous studies have revealed two important aspects of accentedness. First, 
it lessens intelligibility, at least in non-optimal (e.g. noisy) conditions (Lane, 
1967; Lehtonen and Leppanen, 1980). Native speakers can identify more of 
the words produced by fellow native speakers than by non-native speakers. 
Similarly, the non-native speaker is able to identify more words produced by 
native speakers of the target language than by other non-natives, including 
those who share the same mother tongue (Johansson, 1978). As children 
mature they become better able to detect departures from the phonetic 
norms which unique characterize their native dialect (Elliot, 1979; Scovel, 
1981). The ability of L2 learners to detect accent and to authentically 
pronounce the target language gradually improves, although L2 learners 
may never match native speakers of L2 in either respect (Flege, 1980; Flege 
and Port, 1981; Scovel, 1981). All of these developments suggest a slow 
evolution in the internal phonetic representation of speech sounds and the 
ability to detect departures from them. 

2. General Method 

English phrases were produced by 8 monolingual native speakers of Ameri- 
can English and 8 native speakers of French, all women. The French speak- 
ers were women 28-48 years of age who had lived in Chicago an average of 
13 years at the time of the study and who all spoke English with an obvious 
French accent in the author’s estimation. No attempt was made to control 
the native dialect of the French speakers. Four were from Paris, two from 
Belgium, one from Annecy, and one from St. Etienne. The English phrases 
examined in this study were either read from a list or produced in utterance 
initial position during a spontaneous story. It was hypothesized that the 
second, more demanding task would result in less authentic English pronun- 
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ciation by the French speakers since it presumably required greater attention 
to the content of the speech being produced as opposed simply to its phonetic 
form. 

A waveform editing program was used to isolate increasingly shorter 
portions of the digitized speech signals and to cross splice portions of words. 
Stimuli in the five related experiments to be reported here were normalized 
for RMS intensity before being converted to analog form with 12-bit resolu- 
tion, filtered, and presented to subjects (listeners) binaurally at a comfortable 
listening level. The subjects, all native speakers of American English, were 
seated in a sound booth before a response box with two buttons. Stimulus 
randomization, presentation, and data collection were all run under the 
real-time control of a small laboratory computer (PD? 11/34). 

2.1. Experiment I 

Two replicate productions by each speaker of the phrases ‘Two little birds’ 
and ‘Two little dogs' from both of the two speaking conditions (lsolated 
Phrase, Spontaneous Story) were presented separate for forced choice 
identification as ‘native’ (American) or ‘non—native' (French). The subjects 
in this experiment were 10 Americans with a mean age of 32 years who had 
backgrounds in phonetics, linguistics, or French. Of these subjects, 3 spoke 
French and 4 indicated ‘frequent’ exposure to French-accented English. 

The subjects were easily able to identify the phrases produced by the 
non-native speakers as ‘non-native.’ There was no difference between speak- 
ing conditions. In the lsolated Phrase condition the French women were 
correctly chosen as ‘non-native’ 91% (1087) of the time; in the Story condi— 
tion 88% of the time (1056 judgments). There were less than 1% incorrect 
identifications of American women as ‘non-native.‘ 

The phrases produced by most of the individual French Speakers were 
correctly identified more than 90% of the time. One French speaker’s pro- 
duction of ‘Two little dogs’ was accepted as ‘native,’ but it should be noted 
that her language background was correctly identified in ‘Two little birds,’ 
probably due to the deletion of /r/ in ‘birds.’ This suggests that a specific 
sound may continue to pose difficulty for a language learner, even in the face 
of a generally close approximation to the phonetic norms of a foreign 
language. It also suggests that the ‘distortion' (or omission) of a single 
phonetic ‘segment‘ may cue foreign accent. 

2.2. Experiment II 

Next, the first syllables of the phrase length stimuli used in the first experi- 
ment (/tu/) were presented to subjects for paired comparisons. The subjects’ 
task wasto determine which member of the pair had been produced by the 
‘non-nat1ve' (French) speaker. The 10 subjects (mean age, 28 years) were 
sophtsticated in that they had training in phonetics or spoke French. 

, . „
.

-
.

-
m

.
-

 

Flege: Detection of Foreign Accentedness 679 

Overall, the subjects correctly Chase the /tu/ produced by the French 
speakers as ‘non-native' 95% (5447) of the time. Syllables produced by the 
Americans were incorrectly chosen only 5% (313) of the time. There was 
again no difference between the lsolated Phrase and Story conditions, so' the 
remaining experiments examined only speech taken from the lsolated Phrase 
condition. 

2.3. Experiment III 

Several measures were taken to generalize the findings of experiments I and 
11. The 10 subjects (mean age 22 years) in this experiment were students 
having little or no experience with French or French-accented English. In 
addition to /tu/ the /ti/ syllable from ‘TV reception’ and ‘TV antennas' was 
also presented for identification as ‘native’ or ‘non-native.’ 

Overall, syllables produced by the French speakers were correctly identi- 
fied 76.7% (2945) of the time. The Americans were incorrectly identified as 
‘non-native’ only 22.3% (857) of the time. Both the frequency of correct 
identifications and rejections differed significantly from chance (p < .01). 

Systematic debriefing after the experiment revealed that subjects could not 
identify the native language of the French speakers. Thus their ability to 
detect accent probably resulted from sensitivity to departures from English 
phonetic norms rather than a tacit knowledge of the phonetic characteristics 
of French-accented English. 

2.4. Experiment IV 

The phonetic differences that might cue accent were now restricted to the 
domain of a single phonetic ‘segment‘ (i.e.‚ /t/ , /u/ , or /i/). One set of hybrid 
syllables was created by electronically splicing the many /t/‘s produced by 
native and non-native speakers onto a single, good exemplar of an English 
vowel (/i/ or /u/). Another set was created by splicing the multiple /i/ and 
/u/ vowels produced by native and non-native speakers onto a single good 
exemplar of English /t/ (edited from /ti/ and /tu/ syllables, respectively). 
The American-American and French-American hybrid stimuli were presen— 
ted in pairs. The subjects’ task was once again to identify which of the two 
stimuli per trial sounded ‘non-native.’ 

Differences sufficient to cue accent resided in just the /t/, /i/, and /u/ 
segments. The correct recognition rates were: 63% (/t/ + constant /i/); 71% 
(/t/ + constant /u/); 66% (constant /t/ + /i/); and 69% (constant /t/ + 
/u/). All were significantly above chance levels (p < .01). 

2.5. Experiment V 

The paired comparison method was again used in the final experiment to 
examine whether differences in just one portion of a phonetic ‘segment’ 
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might cue accent. The first 30 ms (:1: 1 ms) of /tu/ was presented to 9 students 
in Speech-Language Pathology, all of whom had some training in phonetics. 
Although these ‘/t/—burst’ stimuli were not recognizable as speech sounds, 
subjects were instructed to use their own pronunciation of /t/ as a standard 
for determining which of the two stimuli per trial had been produced by a 
non-native speaker. No other training feedback, or familiarization was 
given. 

In 68.7% (3164) of the cases the /t/-bursts produced by the French 
speakers were correctly identified as ‘non-native’ (p < .01). Eight of the 9 
subjects performed at above-chance rates. Of the 8 French talkers, 6 were 
identified above chance (p < .01). 

3. Discussion 

This study shows that listeners are able to detect accent on the basis of small 
differences in the quality of /u/ or /i/ , or in the place of articulation for /t/. 
One might simply assume this finding to be inevitable, since children learning 
English and French as native languages learn to produce /i/ , /u/, and /t/ 
according to the phonetic norms of those languages. However, the acquisi- 
tion process probably never involves the direct comparison of the kind of 
small phonetic differences that distinguished the native French and English 
speakers in this study. Our subjects might also have learned to ‘filter out' the 
phonetic differences that distinghuish cognate sounds in French and English 
since they are not relevant to phoneme identity in either language. These 
results demonstrate that adults do possess the ability to detect within-catego- 
ry (subphonemic) differences between language varieties, and to use this 
information in detecting foreign accent. 

The present results suggest that listeners develop phonetic category proto- 
types against which to judge specific speech sounds. Although we have no 
direct evidence concerning the articulatory differences distinguishing the /t/ 
produced by the native French and English talkers, it is mostly likely a 
difference in the width and place of tongue contact. The French /t/ was 
sufficiently far from the range of auditory properties acceptable as /t/ that it 
was rejected as an English sound. An important question for future research 
is how ‘accentual‘ information and the information cuing category identity 
are processed during speech perception. A recent study indicated that sub- 
jects’ responses to stimuli changed as a function of whether the stimuli were 
presented as ‘Spanish’ or ‘English' (Elman, Diehl and Buckwald, 1977). A 
‘prototype’ model of accent detection fails to predict such a finding since it 
presumes that information relevant to phonetic category identity must be 
processed prior to assessment of ‘accent’ (i.e.‚ departures from phonetic 
norms for a particular sound category). One possibility raised by this finding 
is that accentual information is processed integrally along with information 
leading to the identification of a phonetic category. 
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Patterns of English Word Stress by Native and Non-native 
Speakers 

J. Fokes, Z.S. Bond, M. Steinberg 
Athens, U.S.A. 

]. Introduction 

While early impressionistic studies (Pike, 1945) defined stress as modifica- 
tion of pitch, loudness, and duration, later investigations, as summarized by 
Lehiste (1970), included acoustical measurements of fundamental frequency, 
amplitude, and length in order to determine the extent of their contribution 
to stress. Taking into account these acoustic parameters of speech sounds, 
stress has been investigated in both perceptual and production modes. 
Perceptually, loudness appears to be a weaker cue for stress than either 
duration or pitch. The perception of stress, however, does not seem to 
depend upon any one, or any combination of acoustic parameters. Speakers 
apparently have considerable latitude in the use of acoustic parameters. 
Lieberman (1967) found a higher percentage use of increases in frequency, 
amplitude, and length in stressed syllables by native English speakers on 
both initial stressed and second stressed syllables in words. 

Non-native speakers of English either fail to use certain acoustic parame- 
ters or use them inappropriately in their speech patterns. Noteworthy is 
Adams' study (1979) in which she found similar performance by both native 
and non-native speakers for the production of stressed syllables but not for 
unstressed syllables in nursery rhymes and contextual speech. 

This study was designed to compare the acoustical characteristics of 
fundamental frequency, amplitude, and length of English stressed and un— 
stressed syllables in speech of native and non-native speakers and to interpret 
the findings in terms of word stress. 

2. Method 

2.1. Subjects 
\ 

Two groups of subjects participated. Three were monolingual native Ameri- 
can English speakers attending a midwestern university. Six were non-native 
English speakers enrolled in an English pronunciation class. Though their 
background in English differed, the students had adequate command of 
English to enroll in the University, according to the scores made on the 
Michigan Test of English Proficiency. Each spoke native a different lan- 
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guage: Chinese (Taiwan), Hausa, Japanese, Korean, Persian, and Spanish 
(Colombia). All were male. 

2.2. Materials 

Five types of test words were selected: ]) prefixed words with second syllable 
stress, such as confess; 2) the same words with an -ion suffix, e.g. confession; 
3) and 4) words which change stress pattern upon suffixation, such as confirm 
and conflrmation; 5) words of similar phonetic shape but initial syllable 
stress, such as conquer. There were 25 different words, tive of each type. 

2.3. Procedure 

Each subject recorded the prepared word list three times, in three different 
orders. For each token, the peak frequency and amplitude of the first two 
syllables were measured, using a Voice Identification Pitch Analyzer (PM 
100). The length of the syllables was measured from the amplitude trace. 
Tokens which could not be segmented were measured from spectrograms 
(approximately 15% of the corpus). Reliability was obtained on ten items 
from the two researchers who measured the acoustic parameters. There was 
90 percent agreement for frequency within three Hz or less, 100 percent 
agreement for amplitude within two dB or less, and 70 percent agreement for 
length within 10 msec or less. 

Average fundamental frequency, amplitude, and length were computed 
for each measured syllable for each of the five word types. Data from the 
three Americans were combined for comparison with each of the measures 
for the non-native English speakers. 

3. Results 

3.1. Fundamental frequency 

The Americans exhibited the expected fundamental frequency differences 
distinguishing stressed from unstressed syllables in the prefixed two and 
three syllable words (confess, confession, confirm). The Americans tended to 
produce syllables with secondary stress and reduced syllables, as in confirma— 
tion, with essentially the same fundamental frequency. In words such as 
conquer, the unstressed syllable was produced with a somewhat higher 
average fundamental frequency than the stressed syllable. 

All non—native speakers but the Persian used fundamental frequency in a 
way similar to the American pattern for the prefixed one and two syllable 
words, as shown in the first three comparisons in Figure 1, panel a. The 
stressed syllable was associated with a higher fundamental frequency than 
the unstressed. The Japanese speaker, however, tended to show a greater 
relative pitch difference between the two syllables than the other speakers. 
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Figure !. Comparison of stressed and unstressed s 
speakers. Speakers are identified by letter: A- 
K-Korean, P—Persian, and S-Spanish. Panel a: Change in frequency (Hz) from stressed to 
unstressed syllables; Panel b: Change in amplitude as measured in decibels (dB); Panel “ Change in length as measured in milliseconds (ms). 

yllables in the speech of native and non-native 
American. C-Chinese, H-Hausa, J-Japanesm 
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The Persian speaker consistently used a higher fundamental frequency with 
unstressed than the stressed syllables, contrary to the American pattern. For 
words of the type confirmation and conquer, both the Spanish and the Hausa 
speakers used an extensive frequency drop from the stressed to unstressed 
syllable (Comparisons IV and V in Figure 1). 

3.2. Relative amplitude 

The American speakers and all the non-native speakers seemed to employ 
similar relative amplitude differences for the two and three syllable prefixed 
words, in that the amplitude of stressed syllables was higher than that of the 
unstressed syllables. These data are included in the first three comparisons of 
Figure ], panel b. For the first two syllables of words such as confirmation, 
three of the non-native speakers (Persian, Chinese, Japanese) produced the 
second syllable with an increase in amplitude, rather than with the decrease 
found for native speakers. For words such as conquer, the Korean and the 
Chinese speakers tended to produce both syllables with equal amplitude. 

3.3. Length 

As in their use of amplitude, the non-native speakers were very similar to the 
Americans in using length as a correlate of stress for the two and three 
syllable prefixed words, as shown in the first three comparisons of Figure 1, 
panel c. Although Americans made the reduced syllable shorter than the 
initial syllable in confirmation, only the Korean and the Spanish speaker did 
so as well. The other speakers tended to make both syllables approximately 
equal in length. For words such as conquer the Americans as well as the 
Japanese and Hausa speaker used syllables of nearly equal length. The 
Persian, Chinese, and to a lesser extent, the Spanish speaker, prolonged the 
second syllable so that its length exceeded that of the first. 

4. Discussion and Conclusion 

The six non-native English speakers were able to control appropriately the 
acoustical parameters associated with lexical stress, although the Persian 
speaker was less successful than the others in producing appropriate funda- 
mental frequency differences. They typically produced words such as 
confess, confirm, and confession with appropriate fundamental frequency, 
amplitude, and length differences between the stressed syllable and the 
prefix, though on occasion with somewhat exaggerated values. 

The non-native speakers were considerably less successful in controlling 
the acoustical parameters in words such as confirmation. They produced a 
full rather than a reduced vowel in the second syllable which, probably as a 
consequence, caused them to use inappropriate fundamental frequency, 
amplitude and length relationships. 
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Words such as conquer were also difficult for non-native speakers, al- 
though these words follow the typical initial syllable stress pattern for 
English nouns. The non-native speakers might have been influenced by the 
stress rules for prefixed words; clearly‚ they were not employing the appro- 
priate acoustical correlates of stress. 

Although Adams’ (1979) study differed from this one in a number of 
respects, her findings were similar: non-native speakers of English tend to use 
appropriate acoustic parameters for stressed syllables but have difficulty 
produeing unstressed syllables appropriately. 

Although there are obvious limitations because of the single subject per 
language, two suggestions can be made. Continued investigations of stress 
patterns on multisyllabic words in citation as well as contextual speech need 
to be undertaken. Secondly, the instructional value of this research is that 
effective training of non-native speakers should contain practice not only in 
the use of stressed and unstressed syllables but in the use of the correspon- 
ding full and reduced vowels. 
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Korrektiver Ausspracheunterricht auf auditiver Basis 

H. Grassegger 
Graz. Austria 

1. Einleitung 

Im Ausspracheunterricht kommt dem auditiven Aspekt eine grundlegende - 
weil im Lemprozeß zeitlich vorgeordnete - Rolle zu. Das zeigen Lautsubsti- 
tutionen im Fremdsprachenerwerb, die auf charakteristische Hörfehler zu- 
rückzuführen sind. Solche Hörfehler haben wenigstens eine Ursache in dem 
Erlebnis phonetischer Ähnlichkeit, das den Hörer dazu bringt, Zuordnun- 
gen des fremdsprachlichen Lautes zu Elementen seines muttersprachlichen 
Systems vorzunehmen. Auf der artikulatorischen Seite erschienen diese 
Zuordnungen wieder als Lautsubstitutionen. 

Wenn man die prinzipielle Bedeutung des Konzepts der auditiven 
Ähnlichkeit als eine (sicherlich nicht einzige) Ursache für lautliche Interfe- 
renzerscheinungen anerkennt, erhebt sich die Frage, wie auditiv—phonetische 
Ähnlichkeit gemessen werden kann, bzw. welche Schlußfolgerungen aus den 
Ähnlichkeitsurteilen für einen korrektiven Ausspracheunterricht zu ziehen 
sind. 

In einer ersten Studie zu diesem Problemkreis wurde versucht, die auditive 
Ähnlichkeit eines stimmlosen dentalen Lateralfrikativs mit einer Reihe von 
möglichen Substitutionen im Urteil deutscher Hörer zu erfassen. Die Anre- 
gung dazu kam von einer Darstellung der englischen und deutschen Substi- 
tutionen für den walisischen Lateralfrikativ [#] (Ternes, 1976). In Hör- und 
Transkriptionsübungen wurde nämlich festgestellt, daß deutsche Hörer das 
walis. Phon mit [cl], englische Hörer hingegen mit [61] wiedergeben. Vom 
Standpunkt der artikulatorischen Nähe aus wären auch die Kombinationen 
[SI]. [Il] bezw. [fl] (vgl. den Eigennamen Fluellin aus walis. Llewllyn) mögliche 
Substitutionen. Daß diese nicht gewählt werden, läßt sich z.T. mit phone. 
taktischen Gesetzmäßigkeiten erklären (so ist 2.3. anlautendes [sl] im 
Deutschen nicht zulässig), beruht aber wahrscheinlich auch auf der Irrele- 
vanz der artikulatorischen Nähe für Lautsubstitutionen. 

2. Methode 

Für das Experiment wurden aus einem Demonstrationsband zu phoneti- 
schen Transkriptionsübungen 14 Lautpaare zusammengesehnitten, die je- 
weils den dentalen Lateralfrikativ und eines der sieben folgenden Phone 
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enthielten: [O, s, [„f 1 ,},q]. Die Laute wurden so angeordnet, daß jeweils 7 
Paare den Lateralfrikativ als ersten (POSITION A) bzw. als zweiten Laut 
(POSITION B) enthielten. In ähnlicher Weise wurde ein weiterer für jede 
Position aus je 5 Paaren bestehender Test hergestellt, in welchem die Ver- 
gleichsstimuli Lautkombinationen mit einem stimmhaften Lateral waren: 
[6], Il,sl,fl,cl]. Diese insgesamt 24 Testpaare wurden in randomisierter Form 
zu einem Testband zusammengestellt und 22 Hörern (Studenten deutscher 
Muttersprache mit geringer phonetischer Vorbildung) vorgegeben. Die Vpn. 
solltenihrUrteilüberjedesTestpaar[fl/L . .]bzw.[. . .]/[d]skalarvonvollkom 
men unähnlich (0) bis maximal ähnlich (IO) eintragen. Die Ergebnisse sind in 
Abb. l»für Position A und in Abb. 2 für Position B graphisch dargestellt. 

3. Resultate 

Jeder Vergleichsstimulus ist durch eine Säule repräsentiert, deren Höhe den 
durchschnittlichen Ahnlichkeitsgrad zwischen 0-10 angibt. Die Differenzen 
der Durchschnittswerte wurden mittels t-Test auf ihre Signiflkanz geprüft. 
Steht eine Lautsäule isoliert, so ist die Differenz ihres Ahnlichkeitswertes zu 
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Abb. ]. Urteile deutscher Hörer über die Ähnlichkeit von Einzellauten bzw. Lautkombinationen 
zum Lateralfrikativ [c] (Position A: [fl/L . .1) 
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Abb. 2. Urteile deutscher Hörer über die Ähnlichkeit von Einzellauten bzw. Lautkombinationen 
zum Lateralfrikativ [fl (Position B: [ .  . .]/[d]). 
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den benachbarten Lauten signifikant. Weisen die Differenzen keine signifi- 
kanten Unterschiede auf, werden die betroffenen Lautsäulen zu einem Block 
zusammengefaßt. Diese Blöcke stellen also Ähnlichkeitsklassen von Lauten 
dar, die alle untereinander ähnlich sind. 

Dadurch kann ein und derselbe Laut (z.B. [1] in Position A) zwei Ähnlich— 
keitsklassen angehören. Im Hinblick auf die noch nicht näher bestimmten 
auditiven Qualitäten der (signifikant unterschiedlichen) Ähnlichkeitsklassen 
ist daraus zu schließen, daß der Laut [1] zwei auditiv relevante Eigenschaften 
besitzt, von denen er. eine mit [f], die andere mit [s] und [6] teilt. 

Aus den Abbildungen ist ersichtlich, daß in beiden Positionen die Laterale 
[1,73] die geringste Ähnlichkeit zu walls. [$] aufweisen, wahrend [s,c] and der 
Spitze der Ähnlichkeitsskala liegen. Dieses Ergebnis steht im Einklang mit 
der beobachteten deutschen Substitutionsrealisation ([cl]), welche den pala- 
talen Frikativ enthält. Gegen eine Ersetzung des Ziellautes [115] durch eine 
Kombination mit [s] sprechen anscheinend trotz der auditiv-phonetischen 
Ähnlichkeit des [s] mit [e] phonotaktische Gründe; diese schränken die .} 
Wahl der nach dem Kriterium der auditiven Ähnlichkeit corhandenen Sub- 
stitutionsmöglichkeiten ein. 

Bei den Lautkombinationen weist, wie nach den Beobachtungen von 
Ternes (1976) zu erwarten, [91] in beiden Positionen die größte Ähnlichkeit 
zum walis. Lateralfrikativ auf. Bemerkenswert ist die in Position A und 
Position B stark unterschiedliche Klassenbildung. Signifikanzprüfungen er- 
gaben, daß nur in Position B die Werte aller Lautkombinationen signifikant 
verschieden sind. Überdies sind die absoluten Ähnlichkeitswerte in Position 
B für [sl], [Il] und [cl] signifikant höher als in Position A. Auch bei den 
Einzellauten liegen in Position B Vergleichsstimuli mit hohen Ähnlichkeits- 
werten (also [I,s,c]) signifikant über den entsprechenden Ähnlichkeitsgraden 
in Position A. Die Ursache dieser unterschiedlichen Bewertung ist darin zu 
suchen, daß der subjektive Ähnlichkeitsgrad für die einzelnen Substitutions- 
möglichkeiten offensichtlich von der Anordnung der zu vergleichenden 
Laute abhängig ist (anordnungsspezifische Ähnlichkeit). Wenn der be- 
kannte (=in der AS der Vpn. vorhandene) Laut an erster Stelle des 
Vergleich.?paares (: Position B) steht, sind die Ähnlichkeitswerte wesentlich 
höher als im umgekehrten Fall. Dies gilt wenigstens für jene Stimuli die die 
ausgangssprachlichen Frikativa [s, j',c] enthalten, während die Beurteilung 
der nicht ausgangssprachlichen Laute [6,1] bzw. der Lautkombination [61] 
keine hinsichtlich der Position zum Lateralfrikativ (A oder B) interpretierba- 
ren Unterschiede aufweist. Auch bei den Vergleichslauten [l], [f] bzw. bei der 
Lautkombination [fl] lassen sich keine signifikanten, positionsbedingten 
Unterschiede feststellen, was wohl auf die im Vergleich zu [gt] geringe bzw. 
nicht vorhandene Geräuschintensität von [f,fl] bzw. [1] zurückzuführen ist. 

Für die Vergleichsstimuli [s,j,c] bzw. [sl,j'l‚cl] läßt die unterschiedliche 
Bewertung in den beiden Positionen aber auf eine kategorielle Perzeption der 
Teststimuli schließen. Die bei bekannten Lauten automatisch und daher 
‘zielsicherer’ ablaufende Kategorisierung führt dazu, daß die Bewertung des 
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zweiten (fremden) Lautes viel exakter vorgenommen werden kann, da der ! 
Bezugspunkt fixiert ist. Ein zuerst dargebotener unbekannter Laut ist wegen ' 
der nicht—automatisierten Vorkategorisierung schwerer zu speichern; das 
Ähnlichkeitsurteil über den als zweiter Stimulus einlangenden AS-Laut fallt 
dementsprechend ‘unsicherer’ aus, was sich in den vergleichsweise geringe- 
ren Ähnlichkeitswerten niederschlägt. 

4. Schlussbemerkung 
! 

Für ein gezieltes Hördiskriminationstraining ergibt sich daraus die didak- ‘, 
tische Konsequenz, bei kontrastiven Übungspaaren zuerst das bekannte 
AS-Phon und dann erst das ZS—Phon zu präsentieren. Welche Lautpaare zur 
auditiven Einübung eines bestimmten ZS-Phons zweckmäßigerweise über- 
haupt eingesetzt werden sollen, ergibt sich wiederum aus der Ähnlichkeits- 
hierarchie innerhalb der von AS-Sprechern produzierten Substitutionslaute 
bzw. -lautkombinationen. 

Die Erstellung eines Programms für das Hördiskriminationstraining zu 
einem bestimmten ‘Problemlaut’ der ZS hat also in drei Stufen zu erfolgen: 

]. Diagnostische Erfassung der AS-Substitutionen, welche die AS-Spre- 
eher bei der Konfrontation mit dem ZS-Laut produzieren. Bei dieser Be- 
standsaufnahme müssen auch die erst in jüngerer Zeit starker beachteten 
Einflüsse von dialektalen und soziolektalen Hörgewohnheiten zusätzlich 
verwertet werden. 

2. Die Aufstellung einer Ähnlichkeitshierarchie dieser Substitutionsmög- 
lichkeiten zum betreffenden ZS-Laut mit Hörern der AS-Sprache (bzw. der 
ausgangssprachlichen Variante). Da der vorliegende Test nicht so sehr un- 
mittelbar didaktische Zielsetzungen für deutsche Hörer verfolgte, wurden 
auch die im dt. Lautinventar nicht vorkommenden Stimuli [},6,6l] aufge- 
nommen; jene diskutierten Testergebnisse, die für hördiskriminatorische 
Übungen relevant sind, lassen sich aber auch ausschließlich an Hand solcher 
Stimuli gewinnen, die zum Lautbestand der deutschen Sprache gehören. 

__ 3. Herstellung von Übungsprogrammen, in denen die Gliederung des 
Ubun_gsmaterials und die Schwerpunktsetzung auf der Basis der gewonne- 
nen Ahnlichkeitshierarchien erfolgen. Unter Berücksichtigung des Phäno- 
mens der anordnungsspezifischen Ähnlichkeit werden wenigstens in den 
ersten Trainingsphasen bei Kontrastübungen die AS-Laute vor den ZS-Lau- 
ten zu präsentieren sein. 
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Phonic Transfer: The Structural Bases of Interlingual 
Assessments 

A. R. James 
Amsterdam, the Netherlands 

l. Introduction 

For a number of years now, dissatisfaction with the power of ‘predictive’ or 
even ‘diagnostic’ structural phonologically-based comparisons of native 
language (NL) and target language (TL) to explicate the occurrence and 
above all the variability of TL pronunciation forms (cf.‚ e.g. the attempts of 
Ritchie (1968) and Michaels (1974) to analyse the problem within a feature 
framework) has led to increasing attention being paid to extra-linguistic 
determinants of L, pronunciation variation: predominantly those relating to 
verbal task and level of proficiency. Much of this dissatisfaction with 
structurally based models of explanation stems from i) the inherent restric- 
tions imposed by the descriptive frameworks adopted and, ii) partly deriving 
from this, a simplified view of the dynamics of second language production 
and acquisition. The assumption being that learner TL linguistic behaviour 
will manifest to a greater or lesser degree the structural properties of the NL 
phonology (whether specified in terms of phonemes, features or, latterly, 
syllable structure primes) and/or the physically, predominantly acoustically, 
established phonetic properties of the NL. It is the purpose of the present 
paper, in an examination of a persistently knotty, but typical, problem in the 
analysis of second language segmental production, to suggest ways in which 
both descriptive frameworks and, concomitantly, structural perspectives on 
L, sound learning and performance need to be broadened in order to account 
adequately for the observed data. 

2. Structural bases 

2.1. 

Within present frameworks, the relations between on the one hand observa- 
ble structural determinants of TL pronunciation behaviour and on the other 
observed variability in the pronunciation of TL forms are difficult to cap- 
ture. While accepting that all manner of psycho-, socio- and extra-linguistic 
factors must clearly co—determine patterns of sound system acquisition and 
production with their inherent variability, any attempt to establish a defining 
link between structural properties of both NL and TL, and such variability 
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must in the first instance come to terms with the structural ‘what’ that is to be 
produced and acquired in a TL. In contrast to phonologists and phoneticians 
working on child language, researchers in foreign language acquisition have 
been strangely reluctant to address this issue. Production and acquisition of a 
TL sound system involves command of a) a phonological structure, b) a 
phonetic structure, and c) an articulatory structure (cf. James 1983). In the 
most general terms, these structures may be characterized as, respectively, a) 
the systematic arrangement of elements defined in terms of their relative 
distinctiveness; b) the systematic arrangement of physically measurable 
properties associated with such elements; and c) the systematic arrangement 
of motor configurations associated in turn with such properties and ele- 
ments. 

2. 2. 

The proximity of any L, utterance to a target norm may be assessed with 
regard to the degree of proficiency in each er all of these structural compo- 
nents of the sound system, which involves not only command of the elements 
themselves but also of the patterns of association obtaining between the 
forms of the different components: e.g. for any given ‘phoneme’, there must 
be an associated set of phonetic properties and an associated articulatory 
configuration. Thus for /s/, the structural associations may take the form 

[sl “' fricative tip-blade advancing 
alveolar tip-blade raising 

etc. etc. 

the latter being expressable in terms of, for example, the articulatory parame- 
ters of Hardcastle (1976) or Ladefoged (1980). The direct structural in- 
fluences of the NL may be present to a greater or lesser degree within these 
structural components and the associative links between them. The degree to 
which they are present is a product of the foreign language learner’s own 
assessment of the relatedness of TL and NL structures. NL structures are not 
automatically projected willy nilly onto TL forms. Of course relatability 
judgements fluctuate: diachronic patternin g of gradual approximation to TL 
forms as shown, e.g.‚ by Dickerson (1975), is reflective of increasingly 
negative values of relatability assessment, which in turn corresponds to 
developing proficiency in the TL. Synchronically, such assessments are 
crucially mediated by structural factors and variation itself by pressures of 
the suprasegmental context. Sound elements which are perhaps most directly 
available to cross-linguistic comparison are those which constitute the pho- 
nological ‘alphabet' of a language, i.e. the minimal concatenative elements of 
lex1cal entries. 
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3. Interlingual assessments 

3. I. 

In the light of the discussion so far, consider now the explication of a 
well—known pattern of Dutch English pronunciation which has resisted 
analysis within traditional frameworks of reference; i.e. the observation that 
English [6] is predominantly produced as a dental stop or tap word- or 
syllable-initially and as an alveolar fricative finally. In its segmentäl invento- 
ry Dutch has [‚t_' g] (dental stops) as well as [5 ;] (post-alveolar fricatives). 
Intuitively, it would appear that this distribution of non-target variants of [6] 
in Dutch English may be related to some kind of positional strength hierar- 
chy as, eg., proposed by Hooper (1976), whereby in syllable-initial position, 
i.e. a ‘strong‘ position, a ‘strong’ consonant - here a stop - might be more 
likely to occur than a ‘weaker’ one (e.g. a fricative), and vice-versa in 
syllable-final position as a ‘weak’ environment. However, why does German 
English for instance have primarlily [5] or [2] for [6] in either position, when 
German has both dental-alveolar steps and fricatives? 

3.2. 

The assessment procedure of a Dutch speaker of English with regard to [6] 
may be reconstructed as follows: 

phonological: gross distributional relatedness to a number of C types 
in the NL ' 

phonetic: place —- dental/alveolar " NL [;| d s z ]  
; 

articulatory: tip advancing, raising, etc. N NL [|1_:| 9] 

The suprasegmental context in which the sound is embedded in actual 
production then determines which potential form of the segment is realized, 
i.e. conditions the source of the phonic transfer. However, within a hierarchi- 
cally ordered phonological framework the structural status itself of a given 
sound unit is determined by properties of the suprasegmental context (cf., 
e.g., James, 1982). Consistent with ‘natural’ interpretations of phonological 
structure (cf. Linell, 1982) and current ‘non-translational’ models of  speech 
production (cf. Fowler et al., 1980), structural features of the suprasegmental 
context may be seen to be directly ‘realized' - as various types of linguistic 
constraints - in speech performance. One such linearly effective constraint on 
the speech syntagma derives from the phonological analysis of  syllables as 
comprising the constituents onsets and rhymes, phonetically characterized 
by respectively ‘consonantal’ and ‘vocalic‘ feature values and articulatorily 

_ by respectively closing and opening gestures of the vocal tract (cf. also 
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Fowler, 1980). Globally, given phonoactic structure and degree of phonolo- 
gical ‘strength’ (James, 1982), the constraint may be expressed as maximal 
pressure for occlusion at syllable onsets, maximal pressure for aperture at 
rhyme (nuclei). Another such constraint, relevant to languages such as 
English, Dutch and German, derives from the phonological analysis of 
syntagmatic units of speech into 'heads‘ and ‘clitics’ i.e. proclitics and 
enclitis (cf. Knowles, 1974), phonetically characterized by local rate of 
utterance (cf. also Crompton, 1981) expressable as accelerando to head, 
rallentando on head and enclitic, and articulatori by velocity of gesture. At 
syllable level, the constraint may be expressed as maximal pressure for high 
velocity at onsets, maximal pressure for low velocity at rhymes (nuclei and 
codas). 

If, on the basis of relatedness assessments - (phonological), phonetic or 
articulatory -, there is a form of the NL available meeting these constraints, it 
will be transferred. In the case of Dutch English, the articulatory configura- 
tion associated with NL [; 91 is commensurate with the requirements of 
suprasegmental position syllable-initially (Le. at onset), therefore a [3.1 or [9] 
will be transferred, whereas in syllable-final position the choice of a fricative 
articulation is suprasegmentally more motivated, the produced form thus 
reflecting the phonetic association made between place and manner proper- 
ties of TL [61 and NL ‘equivalents’, an alveolar fricative being transferred. In 
the first example, the structural basis of phonic transfer is articulatory, in the 
second, phonetic. In German English on the other hand, association is 
restricted to that of phonetic structure. Standard German [t d] involves an 
articulatory configuration of tip and blade raising and advancing, [s z] blade 
raising and advancing (Wängler, 1974; Lindner, 1975), thus there is no articu- 
latory structure within the NL available to meet the requirements of the 
suprasegmental context. However, in all cases the suprasegmental context 
will exert an influence on the ‘manner degree' of segments initially and finally 
via the constraints of tract occlusion and articulatory velocity. Thus, sylla- 
ble-initially in unstressed syllables the target [6] in Dutch English is observed 
as a dental tap [£], indicating that the intrinsieally faster closure rate of a tap 
articulation (as opposed to a stop) is necessary for the completion of occlu- 
sion in conditions of high utterance rate as associated with unstressed 
syllables m phrase proclitic position. 

4. Conclusion 

The present analysis hopes to show that the linguistic explication of TL 
pronuncratron data necessitates a more differentiated view of the structural 
determinants of phonic transfer than has seemed to be possible within 
received phonological and phonetic frameworks of reference. 

r
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Die Syllabisch-Akzentologischen Modelle der russischen 
Substantive 

E. Jasovä 
Banska Bystricd, Czechoslovakia 

1. Einleitung 

Unser Beitrag stellt eine linguistische Beschreibung der syllabisch-akzentolo- 
gischen Beziehungen der russischen Substantive und ihre Anwendung für 
den Unterricht in der russischen Sprache vor. Diese linguistische Beschrei- 
bung bietet dem Lehrbuchautor und dem Lehrer ein System der zahlreich- 
sten und in der Frequenz höchsten Substantivmodelle, die für Übungen zum 
Spracherwerb verwendet werden können. Zu den Grundproblemen des 
Unterrichts in der russischen Sprache als Fremdsprache in der slowakischen 
bzw. tschechischen Schule gehört nach unserer Auffassung auch die Lehre 
von der Betonung, die durch einen Komplex von phonetischen und morpho- 
logischen Eigenschaften gekennzeichnet ist. Das typische Merkmal der russi- 
schen Sprache ist: a) die freie Betonung, die auf die erste bis letzte Silbe des 
Wortes fallen kann und b) die veränderliche Betonung, die sich in einem 
Paradigma des Wortes verschieben kann, im Unterschied zur slowakischen 
oder tschechischen Sprache, in denen die Betonung an die erste Silbe des 
Wortes gebunden ist. Der Hauptgegenstand unserer Untersuchung ist die 
syllabisch-akzentologische Beziehung der russischen Substantive unter Zu- 
grundelegung des Frequenzwörterbuches der russischen Sprache (Öastomyj 
slovar’ russkogo jazyka, 1977). Diese wird an einer begrenzten Zahl von 
Substantiven (unabgeleiteten und abgeleiteten, einfachen und zusammenge- 
setzten, ‘einheimischen' und ‘fremden') unter zwei Aspekten untersucht. Sie 
werden zusätzlich in einer Übersicht nach Silbenzahl und sinkender Fre- 
quenz dargestellt. 

2. Untersuchungsaspekte 

2.1. Der synragmatische Aspekt 

Wir stellen die Distribution der freien Betonung vom Standpunkt der beton- ten Silbe und der Silbenzahl des Substantivs nach der Grundform des Wörterbuches (Nom. Sing.) dar. Wir legen die absolute und relative Fre- quenz fest. (Vgl. die Tabelle Nr. I). 
Wir sehen, daß in der russischen Sprache die zahlreichsten ( ]  395, d.i. 35,44%) und auch die in der Frequenz höchsten (99 745, d.i. 39,89% aus der 
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Tabelle I. 

Substantive 

Anzahl Frequenz 

Absolut ' % Absolut % 

l. silb. 411 10,44 42 715 17,08 
2. silb. 1 395 35,44 99 745 39,89 
3. silb. l 069 27,16 61 502 24,59 
4. silb. 522 13,26 24 281 9,71 
5. silb. 377 9,58 16 246 6,50 
6. silb. 132 3,35 4 942 1,98 
7. silb. 25 0,64 561 0,22 
8. silb. 5 0,13 75 0,03 
Total 3 936 100,- 250 067 100,- 

Gesamtzahl von 3 936 Substantiven) die zweisilbigen Substantive sind. An 
zweiter Stelle stehen nach der Zahl die dreisilbigen Substantive (1069, d.i. 
27,16%) und auch nach der Frequenz (61 502, d.i. 24,59%) usw. Die Anzahl 
und auch die Frequenz der sechs-; sieben— und achtsilbigen Substantive sinkt 
deutlich ab. Vom Standpunkt der grammatischen Kategorie des Geschlechts 
(männlich, weiblich, sächlich) stehen nach Zahl und Frequenz die Substanti- 
ve männlichen Geschlechts (1 721, d.i. 43,72%, und 107 195, d.i. 42,86%) an 
erster und die Substantive weiblichen Geschlechts an zweiter Stelle. Die 
Substantive sächlichen Geschlechts haben die niedrigste Anzahl, aber nach 
unserer Untersuchung eine relativ hohe Frequenz. Unter dem syntagmati- 
schen Aspekt stellen wir nach dem Wörterbuch 14 grundlegende syllabisch- 
akzentologische Modelle nach Anzahl und Frequenz fest. Diese haben die 
Betonung auf derselben Silbe bzw. demselben Morphem im ganzen Paradig- 
ma. Das ist die ‘feste’ Betonung. Sie zeichnen sich nach der Akzent-Theorie 
von V. Strakovä (1978) durch ihre akzentologische Relevanz aus. Im ganzen 
Paradigma variiert folglich nur die Zahl unbetonter Silben bei den flektierten 
Morphemen. Bei zweisilbigen Substantiven beobachten wir in der Distributi- 
on der Betonung ein bestimmtes Gleichgewicht. Die Zahl der Substantive 
mit dem syllabisch-akzentologischen Modell ‘betont/unbetont’ (!( x) beträgt 
51,04%, und die Frequenz ist 51,25%. Bei dem syllabisch-akzentologischen 
Modell ‘unbetont/betont’ (x X) beträgt die Zahl 48,96%, und die Frequenz 
48,75%. Bei den dreisilbigen Substantiven tritt in der Zahl von 51,45% und 
auch in der Frequenz von 49.03% des syllabisch—akzentologischen Modells 
‘unbetont/betont/unbetont’ (x )'r x) deutlich hervor. Bei den viersilbigen 
Substantiven beeindrucken nach der Zahl (48,47% und 38.31%) und auch in 
der Frequenz (60,73% und 27,49%) die zwei Modelle ‘unbetont/betont/un- 
betont/unbetont‘ (x x x x) und ‘unbetont/unbetont/betont/unbetont’ (x x x 
x). Wir beobachten bei den russischen Substantiven die Tendenz, die mittlere 
Silbe zu betonen. Dieselbe Tendenz bemerken wir auch bei den fünfsilbigen 
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Substantiven. In der Zahl von 79,58% und auch in der Frequenz von 80,11% 
tritt das Modell ‘unbetant/unbetont/betont/unbetont/unbetont’ (x x x x x) 
auf. 

2.2. Der paradigmalische Aspekt 

Wir erforschen: a) die syllabische Variabilität von Wortformen des Paradig- 
mas und b) die Bewegung der Betonung in den Paradigmen der Substantive. 
Die syllabische Variabilität von Wortformen der Paradigmen der russischen 
Substantive ist durch die Flexion bedingt. Die russische Sprache, ähnlich wie 
die slowakische bzw. die tschechische, gehört zu dem flektierenden Typ von 
Sprachen. Auf Grund der Flexion unterscheiden wir: a) die isosyllabisch-ak- 
zentologischen Modelle ‘éköla, sköle, skölu...‘ ()'( x) ‘betont/unbetont’ und b) 
die heterosyllabisch-akzentologischen Modelle ‘éköl’ (Gen. Plur., eine Silbe 
betont und zwei Silben unbetont), (>? x x). Vom Standpunkt der Bewegung 
der Betonung in den Wortformen der Substantive beobachten wir in den 
isosyllabisch-akzentologischen Modellen: a) die Betonungs-Identität ‘rukä, 
ruki, ruké...’, (x !(), und auch b) die Betonungs-Differenz ‘ruki’ (Gen. Sing.) 
und ‘niki’ (Nom. Plur.)‚ (x x) und ()'( x). Auf Grund des Silben-Prinzips stellen 
wir in den Paradigmen der Substantive mit veränderlicher Betonung die 
grundlegenden syllabisch-akzentologischen Modelle fest, in denen die Bet- 
onung in der Mehrzahl der Wortformen der Substantive auf derselben Silbe 
oder demselben Morphem liegt. Die Identität der Betonung bildet die 
Grundlage im Paradigma, außer in jenen Fällen, wenn der Singular in 
Opposition zum Plural steht, ‘travä’ (Sing) und ‘trävy’ (Plur.). Unter diesem 
Aspekt beobachten wir, daß die Substantive mit fester Betonung fünfmal 
öfter als die Substantive mit veränderlicher Betonung (3 295 zu 641) vertreten 
sind, jedoch die Substantive mit fester Betonung nur eine zweimal höhere 
Frequenz aufweisen als die Substantive mit veränderlicher Betonung 
(68,93% zu 31,07%). (Vgl. Tabelle Nr. II). Die veränderliche Betonung ist 
besonders für ein-, zwei- und dreisilbige russische Substantive charakteris- 
tisch. Bei einem mehrsilbigen Substantiv, d.i. im Kompositum, ist in der 
russischen Sprache die veränderliche Betonung selten. Unter dem paradig- 

Tabelle II. 

Substantive 

Anzahl Frequenz ___—___ 
Absolut. % Absolut. % 

Feste Betonung 3 295 83,71 127 374 68,93 
Veränderl. Betonung 641 16,29 77 693 31.07 
Sa. 3 936 100,- 250 067 100,- 
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matischen Aspekt unterscheiden wir 16 grundlegende syllabisch-akzentolo- 
gische Modelle. 

3. Beschluß 

Unsere vorläufigen Forschungsergebnisse stellen nur einen Teil der Gesamt- 
problematik der syllabisch—akzentologischen Beziehungen der russischen 
Sprache vor. Der Ansatz einer neuen Methodik des Unterrichts in der 
russischen Sprache erfordert eine Weiterführung der linguistischen Analyse 
und Beschreibung der syllabisch-akzentologischen Beziehungen auch ande- 
rer Wortarten (z.B. der Verben, Adjektive usw.) und eine Synthese dieser 
Probleme. 
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Timing of English Vowels spoken with an Arabic Accent 

F. Mitleb 
Irbid. Jordan 

]. Introduction 

This study is intended to provide empirical evidence concerning the extent to 
which the temporal properties of vowels in English with an Arabic accent 
resemble native vs. target-language norms. Phonemically Arabic differs 
from English in that it possesses only three long vowels /ii,aa,uu/ and their 
short counterparts while English has many more vowels some of which are 
quite similar to the six Arabic vowels. 

A recent experimental study of the Jordanian dialect of colloquial Arabic 
by Mitleb (1981) has shown‘that stop voicing does not significantly affect 
either stop timing in final position in monosyliables or vowel duration. In 
English, however, it is well known that vowels are much longer before voiced 
consonants than before voiceless ones (Peterson and Lehiste, 1960) and that 
closure duration of English voiced consonants in post—stressed position is 
sl;t;r}t)er than that of their corresponding voiceless counterparts (Lisker, 

Arabic, unlike English, possesses a phonotactic constraint that limits 
monosyllabic words to CVVC and CVCC syllable types (Swadesh 1937). 
This tmphes that short vowels /i,u,a/ contrast phonemically with their long 
counterparts /ii,uu,aa/ (Al-Ani, 1970) but that final single (short) conso- 
nants occur only after the long vowels and geminate (long) consonants only 
occur m syllables with short vowels (Al-Ani, 1970). Thus vowel length and consonant length are not independent in monosyliabic words but are 
confounded. In English, however, they may appear either after lax (short) or 
tense (long) vowels. That is, phonological length of a vowel is independent of the final consonants in closed monosyllables (Peterson and Lehiste, 1960). Moreover, m spite of the fact that both languages possess the phonemes /t/ and /d{‚ American English has an optional rule that generally changes an underlymg /t-d/ contrast into apical flap [r] as in writer and rider (Choms- ky, 1964). In American English, this rule also applies across word boundaries 
to wordfinal /t/ and /d/ as in sentences like ‘put it away’ and ‘read a book’. 

_Current proposals such as the Contrastive Analysis Hypothesis claim that this mterference from the native to foreign language is primari at the 
abstract level of phonological or phonetic segmental features rather than at the lower levels such as phonetic implementation. Thus, within the frame- 

*»  
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work of Contrastive Analysis, difficulties that face second-language learners 
are attributed to differences in phonemic inventories, allophonic member- 
ship in phonemic inventories, distributional differences of phonemes and 
syllable structure differences between the first and second language (Lado, 
1957). Accordingly this theory would predict ( l) that Arabs should have 
difficulty in ‘unleaming’ their syllable structure constraints to produce novel 
English syllable types, and (2) that Arabs would not learn the optional rule of 
flapping characteristic of American English in post stressed position. Howe- 
ver, it seems that Contrastive Analysis makes no prediction about the 
difficulty for Arabs to produce the phonetic implementation rules of English. 
This is because Contrastive Analysis deals only with transcriptions based on 
traditional articulatory features as basic data. Phonetic transcriptions howe— 
ver, disregard the physical properties of speech sounds under the assumption 
that such properties are ‘supplied by universal rules’ (Chomsky and Halle, 
1968:295). Yet, recent phonetic studies have shown, for example, that the 
effect of voicing on preceding vowel duration is not an absolute universal but 
rather a language-specific variable, (Port, Al-Ani, and Maeda, 1980). This 
suggests that non-segmental differences exist between the temporal struc- 
tures of languages that must be accounted for in the analysis of each language 
(Port, Al-Ani, and Maeda, 1980). 

Methods 

2.1. Stimulus Materials 

The following 12 real or possible English minimal pairs were chosen for this 
study (beat, head, bit, bid, bait, bade, bet, bed, boot, booed, *but, "bud, 
beat, bode, bought, bawd, bot, bed, butt, budd, bat, bad, bite, hide). A list of 
sentences was prepared on 3X5 cards in a quasi random order. Subjects were 
instructed on the cards to read the asterisked words to rhyme with foot and 
could, that is, /but/ and /bud/. Three tokens of each test word embedded in 
the carrier sentence ‘He says _ again and again’. 

2.2. Subjects 

Two groups of seven speakers each served in this experiment: an American 
group and a Jordanian group. The Americans were all male graduate stu- 
dents of linguistics at Indiana University at the age 24-30 and came from a 
variety of regions of the country. The Jordanians were all male native 
speakers of Arabic (Jordanian dialect) aged 25-30. The Jordanians had been 
in the United States for over two years. 

2.3. Recordings and Analysis 

A total of 72 sentences were read by each subject from cards at normal 
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speaking tempo and recorded on a Revox A 700 tape recorder. Wide-band 
spectrograms were made for each taken measuring vowel duration and final 
apical duration. 

3. Results 

3.1. Vowel Duration 

a. Voicing Effect. The ratios of vowel duration in a voiceless environment to 
that in a voiced one are ‚80 for Americans (F(l‚3)=157, p<.001) and .91 
for Arabic-accented English (F(l‚3)=16.13‚ p<.001). Due to the smaller 
size of the voicing effect on vowel duration exhibited by the Jordanians, 
the interaction of group and voicing is also significant (F(l‚6)=27.6‚ 
p<.001). Moreover, these two groups differ significantly with respect to 
the overall vowel duration (F(l‚4)=298.34, p<.001) which are much 
shorter (m=138 msec.) for the Jordanian than for American (m=184 
msec.). 

b. Tensity or Length Ettect. The ratios of lax/tense vowel average overall 
were .85 for Americans and .76 for native Arabic speakers when speaking 
English. The effect of tensity is significant for both Americans 
(F(l‚3)=47.7, p<.001) and Arabs (F(l‚3)=89.9, p<.001) independently. 
Furthermore, the greater tensity effect by the Arab speakers than Ameri- 
cans is also significant (interaction of tensity and group (F(l‚6)=5.60, 
p<.02). 

c. Vowel Height Effect. The percentage difference between all high vs. all 
low vowels is the same for the two groups. It is significant for both 
Americans (F(1.3 = 35.8, p<.001) and Arabs (F(l‚3)=15.9‚ p<.001) and 
amounts overall to 14%. As for group and vowel height interaction, 
however no significant effect is found (F(l‚6)=l.70, n.s.); 

3.2. Apical Stop Closure Duration 

a. Voicing Effect. The ratios of t/d are 1.31 for Americans (F(l‚3)=48.79‚ 
p<.001) and 1.13 for Arabs (F(l‚3)=404, p<.045). Thus due to the 
difference in ratio between these two groups of about .21, the interaction 
of group and voicing is also found to be significant (F(l ,6)=6. 18, p<.009). 

[" Flapping °f Apical St0Ps. A flap is defined here as having a closure of 40 
msec. or shorter than this.l Both American controls and Arabs make a 
good percentage of the total number of English t/s and d/s as apical flap 
according to the above criteria. The proportion of flapped t/s and d/s is 
not noticeably different for the two groups. Americans flap about 1/2 of 
the t/s and 4/5 of the d/s, while Arabs flap 1/2 of the English t/s and 2/3 

[. Zue and Lafl‘errierc (1979) also considered 40 msec. or shorter as their criterion for 
flapped apical. 
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of the d/s. Chi-square tests on the proportion of flapped t/s and d/s show 
that American—English is not si gnificantly different from Arabic-accented 
English ()(2 (l) = 0.67, n.s.). 

c. Vowel Tensity Effect. There is no significant duration difference between 
consonant closure following tense vowels and that following lax ones for 
either the American group (F(l‚3)=.075‚ n.s.) or the Arab group 
(F(l‚3)=-198, n.s.). However, the overall consonant closure duration 
difference between these two groups amounts to 4.5 msec. (F(l‚4)=13.87, 
p<.001). Yet, the interaction of group and tensity falls short of signific- 
ance on consonant closure duration. 

4. Review of Results and Conclusions 

To clarify the results of our experiment, the results from the Arabic experi- 
ment reported in Mitleb (1981) are juxtaposed to those of the English 
experiment in Figure 1. 

In this display, the durations of vowels before /t/ are on the vertical axis 
and those before /d/ are on the horizontal axis. A diagonal line is drawn 
indicating points where the vowel before /d/ equals the vowel before /t/. 
Thus, the nearer a point is to this line, the smaller is the difference between a 
vowel before a voiced consonant and before a voiceless one. Examining this 
figure, we note that Arabic exhibited a weak voicing effect on vowel dura- 
tion. However, Arabic-accented English showed a modest durational diffe- 
rence between vowels as a function of voicing which is stronger than Arabic 
and weaker than American English. 
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figure I. Duration of various vowels before /d/ and /t/ in ms. 
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Thus, we may conclude that Arabs produce a reduced version of the 
English voicing effect, and an exaggerated version of the English vowel effect 
on vowel duration, and exhibit overall vowel durations that are mid-way 
between Arabic and American English. This conclusion supports, on empiri- 
cal grounds, the contention of Flege (1981) that foreign-accented speech is an 
‘approximative system’. However, these results overall run counter to the 
view that second language learners when faced with new phoneme, allo- 
phone, allophonic distribution or syllable type do ‘transfer’ the structure of 
the native phonological system in producing the target one (Lada, 1957), 
since there is no evident interference of ‘monosyllabic types’ of Arabic on the 
English production of Arabs. The Jordanians in this experiment flapped 
/t, d/ in the manner reported for American English. Nevertheless, Arabs 
seem to use Arabic short and long vowel timing for English lax and tense 
vowels. Although they lengthen vowels overall, they do not lengthen them 
enough to match Americans. These results are congruent with earlier studies 
(Flege and Port, 1981) which proposed that the pronunciation interference 
from the native language to the target language occurs primari at the level 
of phonetic implementation rather than at the level of phonological features 
and phonotactics. 

Overall, then, none of the cases of potential interference from the native 
language to the target language examined in this study that could be specified 
in straightforward segmental terms - like phonotactic constraint or allopho- 
nic rules - give evidence of posing particular difficulties for our subjects. Yet 
our data do provide some evidence that phonetic implementation-level 
differences between languages are a source of interference from the native 
language into the second language. Thus, our results on foreign accent 
appear to provide support for the hypothesis that differences at the Segmen- 
tal levels of phonological and phonetic elements between languages are 
easier to overcome than differences at the temporal implementatiön level for 
an adult language learner. 
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English Intonation from a Dutch Point of View 

NJ. Willems 
Eindhoven, the Netherlands 

]. Introduction 

This paper presents a short account of an experimental-phonetic investiga- 
tion, described in full in Willems (1982), which attempts to characterize and 
describe the melodic (intonational) aspects of non-nativeness in English 
pitch contents produced by Dutch native speakers, with the aim of develop- 
ing a course of melodic pronunciation precepts for Dutch students of 
English. 

Up to now the teaching of British English intonation in the Netherlands 
has either been neglected or largely restricted to repeated imitation (drill-me- 
thod). One of the very drawbacks of this drill method is that students are 
incapable of generating new instances, since they will not acquire any insight 
into underlying rules. 

Instead of drill methods it could be more profitable to make students 
conscious of intonational structures of the target language by providing 
them with an explicit experimentally based description in the form of a rule 
based intonation course and by training them in analytic listening to pitCh 
phenomena. 

Our working method is largely based on the pioneering intonation re- 
search of the ‘Dutch school’ (Cohen and ’t Hart, 1967), which describes 
quas1-continuous pitch contours as sequences of discrete stylized pitch mo- 
vements (straight-line approximations), the perceptual relevance of which 
has been established in listening tests. 

2. Acoustic measurements of fundamental frequency curves 

An extensive comparison was made between about 600 instrumentally analys' ed fundamental frequency curves produced by a dozen speakers of either 
language3 who were asked to read out an English prose text. Electroglotto- 
graphrc sngnals were recorded and were subsequently analysed by means ofa 
computenzed F.,-analysis program. The following properties of the pitCh 
movements were established: direction, magnitude, slope, duration and 
posmon of the pitch movement with respect to vowel onset. The analysis showed that pitch contours in English can adequatel)’ be described by means of three parallel declination lines (low-mid-high)- 170" most contours a full range Of 10 to 14 semitones was found. 
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The Dutch native speakers showed in their English the following major 
systematic deviations from the corresponding manifestations of pitch move- 
ments produced by the native speakers of English: 
1. The Dutch native speakers (DNS) replaced more than one tenth of the 

falls produced by the English speakers (ENS) by a simple rise. 
2. The size of the pitch movements produced by the DNS was considerably 

smaller in most cases. 
3. DNS tended to exaggerate a final rise. 
4. A gradually rising pitch movement (inelination) on unaccented words 

preceding a fall was often lacking in the case of the DNS. 
5 By and large the ENS started an utterance on the mid level, whereas DNS 

showed a clear tendency to start at the low level. 
6. Following 3 prosodic boundary ENS often resumed a contour by a virtual 

jump from the low level to the mid level (reset). The DNS tended to use the 
low level again. 

3. Perception experiments 

In these tests we have tried to avoid interferences from deviations other than 
those in pitch by asking subjects to evaluate only sentences produced by 
English native speakers with artificially imposed variations in pitch 
contours. 

In our first perception test we used a synthetic speech sample. English 
listeners were asked to assess the acceptability of stepwise variations in 
magnitude of the excursion and position of the pitch movement in the 
syllable with respect to vowel onset. The outcome of this experiment showed 
that the preferred size for the averaged excursion of English pitch contours 
should be at least twice as large (lZsemitones) as the standard excursion used 
for Dutch (4—6 ST). The position of the most common English pitch move- 
ment, a prominence-lending fall, was found to be early to mid in the syllable 
(0-150 ms after vowel onset). In a second perception test the perceptual 
relevance of the deviations brought to light by the instrumental analysis was 
established by experimentally manipulating the original pitch contours. 

These contours were stylized and superimposed on utterances produced 
by the native speakers of English by means of LPC-resynthesis. The outcome 
of this experiment showed that linguistically naive English native speakers 
were quite capable of judging the acceptability of native language pitch 
contours and of making clear distinctions between correct and incorrect 
contours: two groups participating in our experiments - students and office 
employees - agreed overwhelmingly and scored in a very consistent way. 
Moreover the. English native speakers considered the stylized versions of 
original pitch contours to be very acceptable, which means that the styliza- 
tion method is also suited to describe British English intonation. 

Deviations in pitch movements which were nearly always considered to be 
unacceptable were a reverse direction (mainly replacement of the characte- 
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ristic English pitch falls by rises), too small an excursion, and a combination 
of the two. The English mid level may be taken as a ‘neutral’ starting and 
restarting point for the majority of the contours and appears to be a striking 
characteristic of English intonation. Nevertheless deviations of the Dutch 
native speakers at this point, who tend to start and continue at the low level, 
did not appear to be conspicuous in all cases. Also the omission of a gradual 
rise (inclination) was not always considered to be unacceptable by the 
English subjects. 

In a final experiment we corrected the pitch movements produced by a 
Dutch speaker of English according to a few provisional precepts mainly 
with respect to direction, excursion and restarting level. Results showed high 
acceptability scores for the corrected contours, suggesting the potential 
effectiveness of the pronunciation precepts. 

4. Discussion: towards an intonation course 

From our experiments, specifications for the realization of the most frequent 
‘tone group’ in English, tone 1 (Halliday, 1970), have come to the fore. The 
‘main’ pitch accent (nucleus) is realized by means of a full fall varying from 
about 8 to 20 semitones, or, in our standardized three level system, by a fall of 
12 ST. This fall must start early in the syllable. figure ] presents a few possible 
realizations of tone ],  with one and with two accents. 

Our results suggest that continuation of this study will allow the design of 
an intonation course for British English. In contrast with most existing 
English intonation courses, the instructions in this course would be based on 
experimental evidence and as such stand a better chance of representing an 
explicit and consistent survey of the language's melodic structures. Moreover 
the notational system of straight—line contours is straightforward and easy to 
comprehend (of. figure I). The results obtained by van Geel (1981) with such 
a course for Dutch intonation by Collier and ’t Hart (1981) proved most 
promising. His subjects - laryngectomees using an electrolarynx with semi- 
automatic pitch control - were made aware of pitch contours in their native 
language (Dutch) by means of this course and were found to be quite able to 
produce acceptable pitch contours by triggering the built-in pitch move- 
ments at the right moment. 

high 

J / \ I  —\ ‚ \ , - [mid 
\ \ \ Ä... 

"?3u" " Examples °f P°SSible realizations of mm: 1: (a) one accent: a fall with an optional half 
nse “” °"° accent: " fall “"im 3 preceding gradual rise (c) two accents: half rise and fall; high 
declination in between (d) two accents: half rise, followed by an optional half rise and a fall. and 
a gradual fall in between. 
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The success of the stylization method for English gives reason to have 
every confidence in a similarly profitable effect of such a course for learners 
of English in general. 
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Intonation Patterns in Normal, Autistic and Aphasic Children 

C. Baltaxe, J.Q. Simmons and E. Zee 
Los Angeles, USA 

1. Introduction 

Current knowledge of prosody and language disordered children remains 
limited. Studies with normal children show that first, early in language 
acquisition, prosodic development is more advanced than phonological‚ 
syntactic, and semantic development. Early prosodic units seem to fulfill a 
facilitative function perceptually and productively and to constitute ‘frames‘ 
for other units of language (Bruner, 1975). Second, these early prosodic 
‘frames’ appear to be more stable than the segmental dimensions accompa- 
nying the prosodic contours (Menn, 1979). Third, there is some evidence that 
control of fundamental frequency develops first, timing second and segmen- 
tal contrasts last (Allen and Hawkins, 1980). Fourth, children's knowledge of 
the prosodic system is interdependent with their knowledge of other levels of 
language and may not reach adult refinement until about the age of twelve 
(Cutler and Swinney, 1980). Prosody may also be an important variable in 
children with development disorders of language. When prosody is impair— 
ed, its facilitative function may be disturbed, affecting other levels of 
language. Conversely, when phonological‚ syntactic, semantic or pragmatic 
development is delayed or disturbed, prosody may also be affected. 

2. Experiment 

The present study examined the intonation contours in normal, autistic, and 
aphasic children. The subjects consisted of six normal, five autistic, and six 
aphasic children, matched as closely as possible for socio-economic class, 
sex, and mean length of utterances as a measure of psycho-linguistic age 
(MLU for all groups: 1.45 to 4.46 morphemes). The children ranged in age 
between 2-0 and 4-0 years for the normal subjects, 4-6 and 12-2 years for the 
autistics and 4-5 to 12-2 years for the aphasics. Simple, neutral, declarative 
utterances of the subject-verb-object variety, produced spontaneously under 
controlled conditions, were examined for the prosodic characteristics and 
markers listed below. These markers were chosen because they seemed to 
capture important aspects of the intonation contour and to provide a useful 
basis for comparison among the groups. 
]. Frequency range, used to express the intonation contour of the utterances 

studied; 
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Table 1. Percentage of occurrence for expected markers of intonation contour for simple declaratives in normal, aphasic, and autistic children (group results) 

Numbers PI PZ P3 Terminal 
of ___— _ _  fall 
utterances F0 I Fo I F0 1 F0 

Normals N = 38 32 > 30 26 25 33 37 34 
100% 84% 79% 68% 66% 87% 97% 89% 

Autistics N = 47 31 33 21 21 43 42 36 
100% 66% 70% 45% 45% 91% 89% 76% 

Aphasics N = 43 14 (31) 31 (33) 22 13 23 25 31 
100% 45% 94% 51% 30% 53% 58% 72% 

P1 = Peak, (subject), P: = Peak; (verb), P3 = Peaks (object); Pa = peak fundamental frequency; I = peak intensity. 

Declin. 
effect 
Fo 

15 
39% 

5 
11% 
17 
39% 

14 
37% 
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28% 

Covariations 
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26 
68% 
16 
34% 
l 1 
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2. terminal fall, generally associated with the declarative mode in Standard 
English (O’Shaughnessy, 1979); 

3. intonation contour of the utterance as characterized by a series of pitch 
obtrusions expected on the stressed vowels of the utterance in subject- 
verb-object positions (Martin, 1982); 

4. declination effect or the tendency of pitch to drift downward over the 
declarative intonation group (Cooper and Sorenson, 1981); 

5. covariation of frequency and intensity over the declarative intonation 
contour (Lieberman, 1967). 

The utterances analyzed were processed from an Ampex tape-recorder 
through a fundamental frequency and intensity meter and an Oscillomink. 
Results were based on acoustic measurements of Oscillomink tracings, 
consisting of duplex oscillogram, fundamental frequency, intensity, wave- 
form, and timemarking. Fundamental frequency range was determined by 
further statistical analysis. Terminal fall, intonation contour, declination, 
and covariation of frequency and intensity were reported in percentages of 
actual occurrence of these markers in expected positions (Table I - group 
results). Five Hz was chosen as the minimum necessary difference to identify 
the existence of the above markers for speakers with a narrow frequency 
range. Table II provides mean and standard deviations of values of peak F0 
(Hz) to illustrate declination effect for each of the three key stressed syllables 
(P1,P2,P3) for each individual subject. Examples of prosodic contours for 
each subject group are presented in Figure ]. 

Table II. Declination ef fect .  Mean and standard deviations of values of peak F0 (Hz) for each of 
three key stressed syllables in simple declaratives (S-V—O) in normal, aphasic and autistic 
children 

SUbjeCtS Pl (Fo) P2 (F0) Pa (F0) 

X S.D. X S.D. X S.D. 

Normals Subj. 1 248 94.1 230 86.4 232 91.2 
Subj. 2 249 96 232 95 333 132 
Subj. 3 170 147 165 143 167 145 
Subj. 4 257 110 215 79 212 83 
Subj. 5 214 144 195 130 192 129 
Subj. 6 198 111 178 101 170 97 

Autistics Subj. 1 298.1 96.2 252.2 87.2 277.2 99 
Subj. 2 232.5 77 205 70.9 211.1 74.6 
Subj. 3 313.5 115 267 102.7 257.6 166.79 
Subj. 4 208.5 93.88 205.7 91.0 248.7 110 
Subj. 5 217.2 82.5 201.2 81.6 204.4 77.15 

Aphasics Subj. l 251.6 111.99 262.5 83.89 243.3 77.73 
Subj. 2 256 226.78 200 173 176 153 
Subj. 3 176 72.2 175 77.6 171.6 70.5 
Subj. 4 266 149 244 143.6 280 166.7 
Subj. 5 208 67.5 206 67.4 200 67.0 
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Figure ]. Sample of sentences of normal, autistic and aphasic children. 

3. Results 

3.1. Frequency range 
A comparison of the fundamental frequency ranges across the three groupS 
showed that the normals had the greatest range (122.67 Hz, SD 63.63), 
followed by the autistics (96.79 Hz, SD 24.78) and then the aphasics (69-69 
Hz, SD 25.26). Differences between normals and aphasics, and autistics and 
aphasics were significant at the ‚005 level. Frequency ranges for individual 
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autistic subjects were either highly exaggerated or very narrow. Subjects with 
a narrow range were not significantly different from the aphasics. 

3.2. Terminal fall. 
Terminal fall occurred with the highest percentage for the normals, followed 
by the autistics, and then the aphasics. Individual profiles (Table II) showed 
terminal fall in all but one of the normal group, while only three autistics and 
two aphasics produced fall consistently. 

3.3. Intonation contour 
As defined by expected occurrence of pitch obtrusions on stressed vowels in 
subject (Pl), verb (PZ) and object (P3) positions. In all groups the highest 
percentage of pitch obtrusions occurred on P3, followed by PI, then by P2. 
The aphasics differed as a group in that P3 was followed by P2. A similar 
tank order was also seen when intensity perturbation was considered for the 
normal and the autistic group, while for the aphasics Pl ranked first, P3 
second and P2 last. When both frequency and intensity contour were consid- 
ered, stressed vowels were marked by pitch obtrusion, intensity obtrusion, or 
both. Table II shows considerable within and between subject variability. 

3.4. Declination effect. 
Declination occurred with the highest percentage for the normals, second for 
the aphasics, and third for the autistics (Table I). When considering declina- 
tion for fundamental frequency and intensity, covariation of the two para- 
meters was not always present in the individual profiles and considerable 
within and between subject variability was evident. Declination between Pl  
and P2 was most consistent, while only a few of the subjects showed the 
expected declination for all three stressed syllables of the utterances (Table 
II). 

3.5. Covariation of frequency and intensity over the declarative intonation 
contour. 
The normals again showed the highest percentage of covariation, followed 
by the autistics, then the aphasic group. However, individual profiles of the 
autistics and aphasics showed that some subjects lacked covariation altoge- 
ther (Table II). 

In summary, despite considerable‘ within and between subject variability, 
some of the markers examined appear more stable and consistent than 
others. The language deficient subjects generally showed less stability and 
greater individual variation. Differential impairment was also seen with 
respect to individual markets, individual groups and individual subjects. 
Both frequency and intensity thus appear to be important prosodic markers 
in the speech of young children. The linguistic salience of these parameters 
may differ for individual children or groups. Covariation of frequency and 
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intensity expected for mature patterns thus may bethe result of maturational 
factors and learned behavior. Although the frequency parameter has been 
characterized as initially the most stable, when broken down into the indivi- 
dual markers described, some appear more stable than others. It may be that 
such markets develop earlier, while others, less stable and consistent, might 
be more dependent on maturational factors, learned behaviors, and other 
linguistic development. For the abnormal groups, such markers may then 
exhibit particular vulnerability. 
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Phono-articulatory Stereotypes in Deal Children 

L. Handzel 
Wroclaw, Poland 

]. Analysis 

Analysis of the acoustic features of the syllable, as a context-defined phone- 
articulatory act, was made in a group of 30 children, aged 8-13 years with 
impaired hearing, residual hearing and deafness. The range of their hearing is 
illustrated by the collective audiograms (Fig. 1). The control group was 
identical as to the age and number of children. Each of the examined children 
uttered by heart an interrogative and affirmative sentence that differed only 
by the grammatical form of the first word and the purpose indicated by the 
intonation characteristic of this kind of sentence. Each sentence consisted of 
three bisyllabic words. 
]. ‘Budes zitra doma?’ (in Engl.: ‘Will you be home tomorrow?’) 
2. ‘Budu zitr_a doma.’ (in Engl.: ‘I will be home tomorrow.’) 

The tone pitch, as well as the variability in the pitch of the basal tone of the 
voice, was recorded on tape while the relative intensity of the speech tones 
were monitored on the screen of a cathode oscilloscope. The acoustic spec— 
trum of the utterances was registered by a Visible Speech Sonograph. The 
results from the acoustic analysis, verified statistically, show the mean values 
and standard deviations of the acoustic phenomena in each syllable. The 
results are exemplified by collective diagrams involving all groups under 
examination. The acoustic patterns in the phone-articulatory acts of the 
control group have not, of necessity, received a separate characterization, 
having served only as a point of reference for the groups with hearing 
pathologjh Fig. 2. 

In children with impaired hearing the tone pitch of the basal voice is 
characterized by alternating descending and ascending courses, with interro- 
gative utterances showing a typical elevation in the first syllable of the 
sentence; only by its flattening does it differ from that of children with 
normal hearing. There is also a difference in the standard deviation within 
the hearing—impaired group, i.e. a range of6tones as compared with a ‘/2 tone 
range in normal hearing. In children with residual hearing and deafness, such 
regularity is indeed lacking; instead, there is always a higher tonal pitch in the 
first syllable of each word, Fig.4 3. 

By analogy to the patterns of the basal tone in children with impaired 
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Collective oudiogrom of children 
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Fig. I. Audiograms of 4 groups of children: with normal, impaired and residual hearing and deaf 
children. 

hearing, the values of the mean intensity of individual syllables show fewer 
differences as compared with those for normal hearing. In children with 
hearing rests and deafness, the higher position of the basal tone of each first 
syllable is accompanied by an increase in intensity. This is also true for the 
next to last syllable. 

The obviously fluent passage from one syllable to another, as observed in 
children with normal hearing, is disturbed in children with impaired hearing 
by the appearance of short intervals between the words. The intervals show 
higher values in children with impaired hearing, the highest ones occurring in 
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Pitch of syllables in interrogative sentence Jf 9 _ 
e1 ' " € 9 -  _ 69 - ‘ ë 7 [ 9 ]  
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J 9° bu “ :| tra (|. m 
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J 9" tu du :! tra do . .  

L e g e n d :  
The mean and the mean error of the mean 

EB:  normal hearing ' rest hearing 
$ $ “  impaired hearing deaf 

Fig. 2. Tone pitch of the basal voice. 
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Loudness of syllables 

lnterrogotive sentence Affirmative sentence 
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@ mean loudness ® wnpmred heanng 

'æ'meon error of the  mean loudness Q rest heormg 

69 n o r m a l  hearing $ deaf 

Fig. 3. Relative intensity of syllables. 

the deaf. In the latter two groups the appearance of additional intervals 
within the word emphasizes the acoustic expression by increasing the intensi- 
ty of each first syllable and the pitch of its basal tone. This points to the 
development of autonomic phone-articulatory syllabic acts which do not 
correlate with the text of utterance. Along with the tendency of intraverbal 
intervals to increase, they lead to the loss of such distinctive features as the 
intonation of affirmative and interrogative sentences. 

The above given characteristics, based on the mean values of statistical 
analysis, depict a certain phone-articulatory stereotype of an entire utter- 
ance as illustrated in Fig. Sa for children with normal hearing and Fig. 5b 
for the deaf. In the latter, certain variants can be distinguished, the most 
typical being: 

2. Stereotypes 

2.1. Monotono—monodynamo—monorhythmic stereotype. 
Here two variants can be singled out: In Fig. 7a, the striking feature is the 
repetition of the same pitch of the basal tone, the intensity and duration of 
consecutive syllables. The clear-cut, equal articulatory passages from one 
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syllable to another attest to the development of one stereotype for consecu- 
tive syllables, independent of the syllabic composition. Fig. 7b differs from 
the variant 7a only by the smaller articulatory handicaps and smaller distor- 
tion in the formants.  Both variants of the  monotono—monodynamo—mono- 
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2.3. Disruption of the phana-articulatory structure. 
Conspicuous oscillations up to one octave of the basal tone pitch can be 
observed (Fig. 8). They are parallelled by considerable variations in the 
intensity of individual syllables. This type of disruption is characteristic of 
children with congenital deafness coexisting with pathology of the nervous 
system and mental afflictions. 

3. Conclusion 

Studies on the phone-articulatory stereotypes performed at various levels of 
the language system in children with hearing defects are of importance not 
only from a theoretical point of view, they also lead to detection of abnorma- 
lities and thereby to selection of appropriate treatment of the handicapped 
and development of new rehabilitation methods. This means enrichment of 
the diagnostic array, as far as the degree and persistence of hearing distur- 
bances are concerned. 
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Acoustic Measurement of Voice Quality in Dysphonia after 
Traumatic Midbrain Damage 

E. Hartmann and D.v.Cramon 
Munich, Federal Republic of Germany 

1. Introduction 

The advantage of acoustic measurement of voice disorders in clinical investi- 
gation and treatment has often been emphasized. 

Basic categories of pathological voice quality have been established by 
auditory judgement. However, often there is little agreement on these catego- 
ries regarding their relation to the various vocal dysfunctions. 

In a recent study (Cramon and Vogel, in press) the perceptual categories 
‘breathy,’ ‘rough’ and ‘tense’ proved to be sufficient to describe the features 
of central dysphonia. This is substantiated by assignment of these categories 
to three basic laryngeal settings (Laver, 1980). Breathy voice quality is 
characterized by insufficient adduction of the vocal folds during phonation. 
The acoustic correlate is an increase in the spectral noise components. Rough 
voice quality is caused by irregularities in the vibration of the vocal folds, due 
to rigidity or asymmetric tension. This correlates acoustically with aperiodi- 
city of the fundamental frequency. Tense voice quality is due to hyperadduc- 
tion of the vocal folds and hypertension in the walls of the supralaryngeal 
cavities. The concomitant acoustic feature is an increase in the upper harmon- 
ic components in the spectrum. 

Our main aim was to differentiate the above mentioned pathological voice 
qualities acoustically and to make available an index for the degree of 
severity of these pathologies. 

2. Method 

14 male and 10 female patients were examined. 18 of them had suffered from 
a severe closed head trauma with subsequent traumatic midbrain syndrome 
and the remaining 6 patients had suffered from a cerebro-vascular accident. 
Phonetic testing had revealed general symptoms of dysphonia in all patients, 
such as reduced range of pitch and loudness, increased pitch level and 
deviant voice quality. They were chosen from a larger sample so as to form 
three groups of equal quality. The presence of peripheral lesions could be 
excluded following phoniatric examination. 10 males and 7 females, age- 
matched, served as control group. 

Speech material consisted of the cardinal voweis /u, o, a, e, i/ uttered twice 
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by each subject. The recorded items were digitized and the fundamental 
periods were tracked using the autocorrelation method. Subsequently the 
voiced segments of each vowel were subjected to spectral analysis. 

On the basis of these data 5 parameters were computed. The parameter 
‘Time lag of pre-exhalation’ Tb was defined as the duration of the pre-exha- 
lation noise. A noise energy threshold was used to determine automatically 
the beginning of turbulent airflow, and the first fundamental period signalled 
the end of the pre-exhalation segment. The parameter ‘Fundamental period 
perturbation’ PP measured the average percentual deviations of consecutive 
fundamental periods from a smoothed trend line. In the frequency domain, 
the parameters A l  and A5 measured the relative amount of spectral energy in 
the frequency bands from 1 to 5 KHZ and from 5 to 10 KHZ respectively. V5 
was calculated as the spectral variance in the range from 5 to 10 KHZ, after 
band-pass filtering of the spectral function. The described parameters were 
computed for each of the vowels and were subsequently averaged. 

3. Results 

The results for the parameter Tb indicated discrimination of the group of 
breathy voices from each of the other groups, which was highly significant. 
The breathy voices revealed Tb values between 40 and 120 msec. Only one of 
the control speakers showed a notable pre-exhalation of 10 msec duration, 3 
of the tense voices reached this upper limit and little increase of Tb was 
observed for 5 subjects with rough voices. 

The parameter PP differentiated significantly the group of rough voices 
from each of the other groups. Rough voices exhibited PP values between 1.6 
and 2.6 %. These results are lower than those measured in peripheral lesions. 
Three tense voices with increased PP may have additional roughness, thus a 
slightly harsh voice. One tense voice demonstrated PP values even below the 
control range. It showed a vibration mode which may be characterized as 
‘mechanical.’ Comparing Th and PP values of some subjects, we may assume 
a hoarse voice type, if both parameters exhibit high values. 

The scatter diagram of the spectral parameters A l  and A5 displayed the 
control group at the lower left corner with low A l  and A5. The values for 
breathy and tense voices tended to Shift up and/or to the right with tense 
voices (except for one subject) showing a lower A5 than the breathy voices. 
Discriminant analysis separated breathy and tense voices significantly from 
each other as well as from the control group. The rough voices lay in the 
range of the normal voices in most of the cases. 

The particular distribution of spectral energy for breathy voice quality 
reflects an overall increase of noise energy with a predominance in the 5 to 10 
KHz range. Thus the parameter A5 seems to be an additional parameter for 
classifying breathy voice quality. A significant correlation of parameter Tb 
and A5 supported this assumption. The particular form of the spectral 
distribution of tense voice quality may be due to an increase in higher 
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harmonic components with a predominance in the | to 5 KH2 range. The 
tense voice with high AS may be a compound voice type with additional 
breathiness. 

The parameter V5 turned out to be an additional acoustic correlate of the 
perceptual category ‘tense voice.’ However, classification was only reliable 
for male tense voices. Tense voice quality seems to be produced not only by 
laryngeal but also by supralaryngeal settings. Overall tension with hard 
surfaced vocal tract walls may improve the resonance and narrow the 
formant bandwidths. This may cause an increased variance of the spectral 
amplitude. 

In a follow-up study the voices of 13 patients with dysphonia after trauma- 
tic midbrain damage were measured at 2 different stages. (Stage I: 1-12 weeks 
after mutism; Stage II: more than 24 weeks after mutism). Additionally to the 
discussed parameters we calculated the mean fundamental frequency MF„. 

2 subgroups of patients were established. The first subgroup consisted of 5 
patients who revealed spectral parameters in the normal range at stage I. The 
second subgroup consisted of 8 patients who initially showed abnormally 
high spectral parameter values. 

At stage II the first group exhibited an increase of the spectral parameters 
A l  above the range of the control speakers/ whereas the parameter A5 
remained almost constant in the normal range. This particular relation of A ]  
and AS indicated evolving of tense voice quality. 

The second group exhibited a decrease in A1 and AS, which had been 
particularly high at the initial stage. This indicated a decrease of breathy 
voice quality. Both groups showed decreasing values of the parameters MF„ 
and Tb. These findings were in accordance with the auditory judgement: a 
decrease in initially high pitch and breathiness, and evolving of tense voice. 

The group means of PP and VS lay in the normal range at both stages. 
These parameters only indicated individual changes. 

4. Conclusion 

In summary we found objective acoustic measures for the auditory catego- 
ries of pathological voice quality, which proved to be appropriate to separate 
the components of compound voice types. Moreover, different stages in the 
process of phonatory recovery could be described quantitatively. 
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A Contribution to the Phonological Pathology of Speech 
Structure" 1n Children with Impaired Hearing 

A. Jarosz 
Wroclaw, Poland 

l. Procedure 

Examinations were carried out in 12 pupils (4 girls, 8 boys) in the 5th form of 
the school for children with impaired hearing in Wroclaw; their age ranged 
between 12 and 13 years, except for 2 persons aged 14 and 15 years. In 
phoniatric and neurologic examinations the children exhibited a moderate to 
high degree of hearing impairment, a mixed type being present in 4 and a 
nervous one in 8 of them (see collective audiogram, Fig. 1). The utterances of 
the children were arranged so as to include naming a number of objects, 
events etc. and telling picture stories connected with everyday situations 
known to each child. The taperecorded linguistic material was analysed 
phonologically; the essential phenomena concerning vowel phonemes alone 
are given below: 

Collective uudiogrnm 
ai r  conduction 
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fg. ]. A contribution to the phonologic pathology of speech structure in children with impaie 
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2. Analysis 

2.1. Substitutions 

Substitution of phoneme /y/ for phoneme /i/ after alveolar consonants 
from group s* which are replaced in each position by those of group é“, 
exceptionally of group s*** (e.g./taleie/ — instead of /taleie/z in Engl. 
plates; /uéteéka/ — instead of /xusteéka/ : in Engl. a handkerchief; /seb’ei/ — 
instead of /gieb’en/: in Engl. a comb; /iabafk’i/ - instead of /zabafk’i/: in 
Engl. toys; /deé pada/ — instead of /de‘s'é pada/: in Engl. it is raining): 
— /äima ie]aéko/ — instead of /täyma ielasko/z in Engl. she holds an iron; 
— /éeb’eri na vuoéi/ — instead of /gieb’eri na vuosy/z in Engl. a haircomb; 
- /kotek päiäua/ — instead of /kotek päyéet/z in Engl. a cat has come; 
— /xuopéi puaka uodny/ — instead of /xuopéyk puaöe guodny/z in Engl. a 
little hungry boy has cried. 

2.2. Coexistence of forms such as: 

- /3eföynka/ or /3efcynka/ or /3eféinka/ — instead of /3eféynka/ : in Engl. a 
little girl; 
- /pacy/ or /paéi/ — instead of /patéy/z in Engl. she watches; 
- /zobacy/ or /zobaéi/ - instead of /zobaEy/z in Engl. she will see. 

2.3 Neutralizations 

Absence of /i/ by /y/ substitution; no example was recorded. In the Polish 
literature on speech disorders in all types of deficient hearing, the pronuncia- 
tion of ‘1’ instead of ‘y’ is given as the most frequent deformation of vowels. It 
is suggested that these vowels are readily mistaken, as they differ but slightly 
in their articulation and the position of the tongue is not visible because of 
the mandibular-maxillary approachment. The regularities given under 1-3 
seem, however, to deny such a mechanism. They would rather prove that 
these abnormalities result from a scheme that finds its justification in the 
phonological system of the language. 

Phonological oppositions are subject to neutralizations. One of them is the 
neutralization of the opposition /i/:/y/ after prepalatal consonants (groups 
among others), since they can only be followed by ‘1’ and also by the alveolars 
(among others by the 5 group) invariably followed by ‘y’. In the children with 
various degrees of deficient hearing that have failed to pronounce conso- 
nants from group 5 and replace them permanently by those from group &, 
according to the linguistic rules, ‘i’ occurs instead of ‘y’. If the group 5 is 
mistaken for group 5 only sporadically, the language of children with impai- 
red hearing invariably shows the vowel ‘y' after the latter. 
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3. Conclusions 

!. In children with various degrees of deficient hearing phonological abnor— 
malities of the vowel system are likely to manifest themselves only as an 
apparent disorder of the phoneme sequence admissible in Polish language. 
2. Verification of the above hypothesis on strictly selected material can be of 
importance from a pragmatic point of view and for modification of rehabili- 
tation procedures. 
3. A separate problem to be dealt with is that of phoniatric and neurologic 
studies which, in addition to socio—environmental factors, would elucidate 
the anatomo-physiological conditionings of speech disorders in the children 
under examination. 

V V V V V * consonants from group 5: s, o, z, 3 
, " consonants from groups @: s, c, 2,3 

“* consonants from group 5: s, e, z, 3 



A Tactual ‘Hearing’ Aid for the Deaf 

K-E. Spens and G. Plant 
Stockholm, Sweden; Sydney, Australia 

]. Introduction 

Much work aimed at using the sense of touch, to at least partly overcome the 
effects of a profound hearing loss, is going on in several research facilities 
throughout the world. Almost all authors have shown that it is possible to 
convey acoustic information, including speech, via the skin. Spens (1980) in a 
comparative study of different tactile systems, has shown that the informa- 
tion conveying capacity of a tactile ‘hearing’ aid is significant even if the 
processing scheme is rather simple and the number of channels (vibrators) is 
restricted to one. One possible conclusion from that result is that it may not 
be worthwhile to wait for the development of the optimal tactile ‘hearing’ aid 
but rather to design a tactile aid which at least fulfills the two very important 
characteristics of: ]) being capable of conveying some important acoustic 
information and 2) being conveniently wearable and cosmetically accepta- 
hie. Wearability has so far been a feature which has not received highest 
priority. In order to make daily use of the aid possible, however, and to be 
able to collect long term evaluative data this is a necessary feature. 

’2. Description of the aid 

The aid looks just like a conventional body-wem hearing aid (Fig. 1). It has a 
built-in microphone and uses batteries which last for about a week. The aid’s 
circuitry, however, is very different from that of a conventional hearing aid. 
The aid is designed to extract the intensity (loudness) variations of sound and 
convert them into vibratory patterns. The aim of the processing system is to 
present an unambiguous representation of the syllabic patterns in speech. 
These patterns are felt via a small vibrator which is connected to the aid by a 
thin cord. The vibrator has been especially designed to match the vibratory 
capacities of the skin while using very little power. Most users of the aid 
prefer to wear the vibrator on their wrists although some use it hand-held 
while one subject has it mounted into an car mould. This does not mean that 
he hears the signal but rather feels it through the skin in contact with the car 
mould. Another option currently being investigated is to mount the vibrator 
onto a ring which is warn on the finger. One obvious advantage with the 
tactile aid is that there is no feedback problem. This is a critical factor when 
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Fig. I. The ‘hearing' aid for deaf persons and different ways to stimulate the skin. 

we take into consideration that many deaf persons have rejected hand-held 
bone conductor aids on the grounds that the feedback from such aids is 
potentially embarrassing to the hearing impaired person and disturbing to 
hearing persons. 

3. Some preliminary results 

At this time, approximately 15 deaf persons have had some experience with 
the aid for periods ranging from 3 to 20 months. Most of these are now 
wearing the aid on a daily basis. All but one of them has an acquired hearing 
loss. The prelingually deaf subject has a background of oral training and 
does not use sign language. Six of the subjects received special training for 2 
hours weekly over a period of 12 weeks. This training was administered at a 
training center for deaf adults and was provided by 2 experienced teachers. 

It is difficult to give a quantitative measure of the aid’s effectiveness but the 
continued use of the aid by users indicates that they receive some net benefit 
from its use. Net benefit is defined as the sum of the positive and negative 
aspects of the aid. The positive aspects appear to be the perception of useful 
acoustic information while the negative aspect includes the inconvenience of 
wearing a technical aid. lt appears that the aid’s potential lies in three main 
areas: 
l. a. The awareness of sounds in the environment. 

b. The detection of warning signals in the environment. 
2. As a supplement to lipreading. 
3. To provide information enabling the deaf person to monitor his/ her own 

voree. 

Both objective and subjective tests have been administered in an attempt to 
gain information on the advantages and disadvantages of the aid. The 
subjective evaluation consisted of a questionnaire which sought to obtain the 
deaf person‘s own perception of his/her handicap with and without the 
vibrotactile aid for the areas; environmental sounds, lipreading and voice 
monitoring. The scores obtained for the questionnaire are given in Table 1. 
The scoring method used a 5—point scale ranging from 0-4 points, where 0 
point corresponds to a situation of no perceived handicap. Thus the higher 
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Table I. Subjective rating of the handicap in the aided and unaided condition (N= 6). Results are 
given in % of the maximum value. 

Unaided Aided 

Environmental sounds 60,5 36,6 
Lipreading 57,4 53,5 
Monitoring of own voice 66,7 70,0 

the score obtained the higher the subjects’ own rating of his/her handicap. It 
can be seen that in the perception of environmental sounds and, to a lesser 
extent in lipreading, the subjects feel that the aid provides benefits. For the 
monitoring of the subjects’ own voice, however, it appears that there are no 
differences between the aided and unaided conditions. 

A further indication of the aid’s value can be found in the written com- 
ments of those deaf persons currently using the aid. These include: 

‘The vibrator helps me to perceive more with less effort’. 
‘People say to me “You seem to be more confident” ’. 
‘The rhythmic information helps me, especially when I am talking to 
persons who are difficult to lipread’. 
‘l enjoy being able to feel environmental sounds ..... it helps me feel more in 
contact with the environment’. 
‘When you see a movie, theatre or TV the aid helps by telling me about 
those background sounds gunfire, cars, music etc. which are not caption— 
ed'. 
‘As far as environmental vibrations, it feels like a part of myself. (i.e., the 
subway door closing, or traffic noise, or the sound of the vacuum cleaner 
plus assisting me in my lipreading.)’ 
‘The rhythm conveys the voice quality. A ring master uses one sort of 
rhythm while a teacher uses another, and an auctioneer sounds different 
to a news reader’. 
‘All of these things I take for granted until [ take the aid off at night’. 

Efforts to objectively evaluate the effectiveness of the aid was done for 
environmental sounds and for lipreading. 

To measure the aid’s ability to transmit environmental sounds, 2 sets of 5 
common environmental sounds were presented. The sounds were first pre- 
sented in a set order to familiarize the subjects with the test material. The 
sounds were then readministered in a random order and the subjects were 
asked to indicate which of the 5 had been presented. The mean scores 
obtained for both tests were around 80% correct which is a level well above 
that which could be attributed to chance (20%). 

The subjects’ lipreading ability with and with0ut the vibrotactile aid was 
measured using two methods. Fig. 2a presents the results obtained in a 
liPf8ading test by normally hearing persons artificially deafened by the 
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Fig. 2. a. Lipreading of sentences by artificially deafened normal hearing subjects with and 
without the vibrotactile aid. b. Lipreading of sentences by deaf subjects with the vibrotactile aid 
before and after training. 

presentation of masking noise through headphones for the duration of the 
testing. These results highlight the value of the vibratory signal as a supple- 
ment to lipreading even with minimally trained subjects. Fig. 2b presents 
results obtained on a lipreading test by those deaf subjects who received 
special training. Both of these tests, however, used sentence materials and it 
was thought that a better measure of the aid’s effectiveness would be obtain- 
ed if material was used which more closely resembled every-day communi- 
cation. The ‘Tracking Technique’ (De Filippo and Scott, 1978) was felt to 
most closely meet these demands. The method involves the reading of 
portions of a text to the deaf person and then asking them to repeat exactly 
what was said. Any deviations from the text are unacceptable and the phrase 
or sentence is repeated until it is repeated perfectly. This is a very difficult 
task which provides an extremely beneficial form oftraining. The material is 
presented for a set period oft ime, in this case 5 minutes aided and 5 minutes 
unaided, and the number of words correctly identified is calculated. This is 
then used to derive the number of words per minute perceived. Results 
obtained using this method with the training group are presented in Fig. 3. 
The results again show an improvement in the aided condition. It should be 
noted, however, that these are average results for the group and do not show 
individual differences between subjects. Some of the subjects appear to 
derive far more benefit from the aid than others. In all cases, however, the 
scores obtained with the aid were at least as high as those obtained in the 
unaided condition. All of these results indicate that the aid provides a 
positive support for lipreading. 

These results indicate that the vibratory aid described in this paper pro- 
vides useful information which help overcome, at least partially, some ofthe 
problems resulting from a profound hearing loss. Further research is needed 
which attempts to  maximize the information available through a wearable 
vibrotactile aid. 
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Fig. 3. Lipreading using the tracking technique by deafsubjects with and without the vibrotactile 
aid. 
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Verbal Apraxia in Cases of So—called Broca’s Aphasia in the 
Light of Electromyographic Studies in Vowel Articulation 

B. Weiss 
Wrocfaw, Poland 

]. Procedure 

Studies on the bioelectric activity of the muscles involved in the speech act 
are scarce in the pertinent literature. None deals with the bioelectric activity 
of the articulatory muscles in aphasia. 

Examinations were made in 3 men at the age of 50-60 years, with high 
education, after 1 year rehabilitation; they exhibited articulatory disorders 
due to apraxia; 3 normal persons served as control. 

A DISA electromyograph attached, by means of collodion, to the left and 
right side of the upper lip were used for examination; bioelectric activity was 
recorded with repeating with and without visual control and while reading in 
the following systems: V1, V2, V3; V1, V4, V5; Cn, Vn; Cn, Vn,  Cn; Cn, Vn, 
Cn, Vn. The material obtained will be exemplified by data concerning the 
expression of the systems: Vi, V2, V3 = a, e, i and V1, V4, V5 = a, o, u. 

a - in Engl. corresponding to a e.g. in car 
e - in Engl. corresponding to e e.g. in pen 
i - in Engl. corresponding to  i e.g. in sea 
o - in Engl. corresponding to  0 e.g. in pot 
u - in Engl. corresponding to  u e.g. in put 

2. Results 

In  the healthy and normally speaking subjects bioelectric activity is similar in 
repetition and reading (Fig. 1). With vowels a, e the activity is absent and 
with i only slight (Fig. 2). Activity appears before the articulation of 0, u 
passing to the articulation phase of the syllables. I t  appears and fades away 
gradually reaching its peak at  the articulation of u.  The interferential record 
is low. 

Considering the electromyograms from all 3 trials, the following regulari- 
ties can be observed: 
1. Fig. 3. The bioelectric activity from the left side of the musculus orbicula- 

ris oris is higher on repetition with visual control. Right side interferential 
records are low or intermediate as with a. The left side is clearly increased, 
particularly with u.  Volley discharges, basal line oscillations are visible. 
This record reflects an action of ‘searching’ the articulatory system. 
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Fig. 2. 

Striking is also the short time of the muscle activity before the production 
of vowel o. 

2. Fig. 4. Bioelectric activity invariably occurs with the production of a, e, i; 
the interferential records are low, irregular, especially with i,  on the left 
side. 

3. Fig. 5. There is a tendency for the activity from the left and right side of the 
m. orbicularis oris to become uniform on repetition without visual 
control. This uniformity is to be seen bilaterally. The activity of the 
muscle lasts longer and fades away only after the production. 
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MK. 

Fig. 4. 

4. Fig. 6. A great variability of the bioelectric activity is observed on reading. 
With a ,  a volley-like interferential record is obtained on the left and a 
group discharge on the right side. During expression of o there is a long 
lasting activity of the muscle (2200 ms); with u ,  a left side rudimentary 
record with a tendency for rhythmization is obtained. 

5. All the above given examples also indicate the time of bioelectric activa- 
tion before the expression of the vowels; it ranges, on average, between 
500 and 2200 ms; the shortest on repetition with visual and auditory 
control and the longest one on reading, though repetitions tend to reduce 
it. Regularities pointing to abnormalities which in turn  reflect the com- 
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plexity of the problem under observation can by no means be regarded as 
binding conclusions. They do, however, prove the  necessity of continuing 
studies the  effectivity of which, considering the pathomechanism of the 
disorder itself and methods of its rehabilitation, is hardly predictable. 
Nonetheless, it appears that  rehabilitation of patients with speech produc- 
tion disorders in aphasia due  to  apraxia should be based on administra- 
tion of visual articulatory models under auditory control with 
concomitant demonstration of written patterns. 
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Bioelectric Activity of the Articulation Muscles in Deaf 
Children 

B. Weiss, A. Jarosz, L. Handzel 
WrocTaw, Poland 

1. Introduction 

M. orbicularis oris of the mouth was examined in 10 children with hearing 
impairment. Their age ranged between 13-14 years. The results obtained 
were compared with control electromyograms which were made with 3 
children with normal hearing and speech. 

2. Method 

The bioelectric activity was registered on a DISA electromyograph using 
surface electrodes. The utterances were simultaneously recorded oscillosco- 
pically and on the tape recorder. The test included vowels in the following 
order: a ,  e, i, a, o, u", which were read from a separate sheet first and then 
repeated with moderate voice intensity. 

3. Results 

In  view of the limited size of the paper, material will be exemplified by 
records of bioelectrical activity from the circular muscle of the mouth in deaf 
children while they were reading alone. 

In normally hearing children the bioelectrical activity is illustrated by 
Figures ] and 2. 

Ad Fig. 1: With vowels e, a ,  the activity is absent, with i only slight activity 
is present. 

Ad Fig. 2: Activity appears before articulation of 0, u to  involve the 
articulation phase itself; it appears and vanishes gradually, and reaches its 
maximum with articulation of u.  In  the deaf children desorganization of the 
bioelectrical activity with its pronounced enrichment is a predominant fea- 
ture at  the t ime of reading the vowels, this variability being clear-cut mainly 
before their articulation. This may be either a synchronic activity in the form 

* a - in Engl. e.g. corresponding to a in car, 
e - in Engl. e.g. corresponding to e in  pen, 
i - in Engl. e.g. corresponding to i in  sea, 
o - in Engl. e.g. corresponding to  o in pot, 
u - in Engl. e.g. corresponding to u in put. 
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Fig. 2. 

of volleys or  potential groups (Fig. 3), or asynchronic (fig. 4) when alterna- 
tive continuous activity in the form of interferential or indirect record 
corresponds with a low interference, or electrical silence. During articulation 
itself the  bioelectric activity is basically synchronic but very rich, as compa- 
red with that of hearing persons. I t  lacks, however, an explosive character. 
Interferential records prevail, especially in the first articulation phase. 
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4. Conclusions 

1. The bioelectrical pattern of the circulatory muscle of the mouth in deaf 
children’s reading task differs from that in children with normal hearing, 
with no relationships existing between them. _ 

2. The pattern itself is highly differentiated; though some regularities can be 
distinguished in prearticulation and articulation phases. 
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3. The bioelectrical activity in the prearticulation phase of deaf reading 
children, which during repetition tends to vanish or reappear immediately 
before the articulation itself, with a loss of its variability, might be due to 
superposition on the action of speaking of an  additional intellectual 
operation such as reading. 
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Hearing Impairment and the Perception of Speech Sounds 

C. Gélinas-Chebat 
Montréal. Canada 

]. Epistemological issues 

Multi Dimensional Scaling (MDS) methods commonly used in phonetics 
impose two basic assumptions: 
1. S ymmem'ca! Distances 
2. Homogeneous Samples 
to enable the analyst to develop perceptual maps of stimuli, the dimensions 
of which are assumed to represent the attributes along which each stimulus is 
compared (Shepard, 1972). 

These assumptions constitute two heavy constraints upon empirical re- 
sults: 
]. the number of times stimulus ‘i’ is perceived ‘j‘ by experimental S’s is not 

necessarily equal to the number oftimes stimulus ‘j’ is perceived ‘i’ by the 
same subject: imposing that d(ij) = d(ji) implies that the specific nature of 
the stimuli is significantly altered. 

2. assuming that S’s are similar obviously precludes any further analysis of 
S’s characteristic to explain dispersion of perception: moreover analyses 
of perceptual diversity do not use the same class of data as joint space 
configurations (respective quadrant I and IV in Coombs' classification 
of data: Coombs, 1964). 

2 ‘Nearest neighbour’ 

Two French statisticians (Chandon and Pinson, 1981) have proposed a 
method encompassing these two heavy assumptions. In (very) short, this 
technique is included in the proximity analysis paradigm. When matrices of 
occurrence Mij are formed for two S’s, A and B, a distance between A and B 
is calculated: this distance is the summation ofthe difference ofobservatrons 
elevated to square, in each cell (i,j) of the matrix for individual A and its 
homolog for B. 

dAB = z 2 >: (Cij (A) - Cij (B))2 
MAT RON COL 

This method enables us to stress the individual differences of S‘s (instead of 
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assuming sample homogeneity) and real distances between ‘stimuli (without Table [_ Results subjects # | 
artificial symmetrization). 
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3. Research ob;ectrves FAS 

TA 
]. Since they assume sample homogeneity, researchers using MDS methods CAS 

cannot take into account inter-individual differences: for a given group of BAS 
individuals having similar audiometric test results, the whole perceptual DA 
configuration is necessarily attributed to common audiometric characte- CARS 
ristics (Bilger and Wang, 1976). Not only the perceptive configuration is 
altered by artificial symmetrization, but the assumed homogeneity in— 
volves a very heavy assumption: auditive perception is strictly a peripheri- FA 
cal phenomenon. This paper shows that individuals with similar SA 
audiometric patterns do not perceive similarly identical stimuli. SEAT 

2. More specifically, the assumed relation between audiometric scores and ZA 
perceptive behavior leads to the conclusion that hearing impaireds hardly JAS 
perceive acute sounds (e.g. Schultz and Kran, 1971; Pascoe, 1975; Barth 
and Chulliat, 1980). We challenge this specific relation with a distinctive 
feature analysis. d 

4. Study ___L 

12 French speaking adults whose better ear’s threshold was at least 30 dB, 
were presented 36 monosyllables of CV type (both fricatives and occlusives) 
combined with vowels /a, i, u/. | _ ""-—1 

These monosyllabic words were recorded by a male voice and presented 5 | 
times in a random order to the individual subject through headphones; the 
sound level was adjusted by the individual subject to a comfortable level ...-.- 
during a familiärization period. [ _ 

Each subject had to cross the word which he/she believed to have heard __ 
among a choice of six words, printed in a form handed to the subject. Each - } 
word presentation was preceded by a warning light. 

Data: The data were organized in 72 square matrices (six for each ofthe 12 
S’s as shown in the next table, table I). 
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The ‘i-j’ cell of the square matrix is the number of times the word ‘i' has been 
perceived as the word ‘j’. 

5. Results [ 

a. Interindividual audiometric differences 1 e 10 L 11 3 1 2 5 12 g 5 s S 

‘ ' s - _ Figure ]. The tree of proximity with the nearest neighbour analysis. 

The nearest netghbour technique, based upon the calculation of a distance 
from one individual to the other, allows us to construct a tree of proximity 
between individuals as shown in the next figure (figure l). 
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This technique enables us to classify our impaired S’s with the data of the 
perceptual test, without having to take into account their audiometric data. 

A close examination of these audiological data shows that there is no 
evident relationship with the classification based on the perception tests. Indivi- 
duals classified as similar for their perception of words have no comparable 
audiological characteristics in terms of threshold and discrimination. On the 
contrary some individuals with similar audiological data were classified in 
different groups through the nearest neighbour technique and the perceptual 
data. 

b. Interindividual perceptual differences 

The second way we used to analyze our data was a ‘distinctive features’ 
approach. Through this technique we tested the assumption that acute 
sounds are least successfully by the hearing impaired. 

Our data were organised in two by two matrices as shown in Table II. The 
row represents the presence of feature ‘F’ on the first row and the absence of 
this feature ‘F‘ on the second row, for the word emitted. The columns 
represent, for the word perceived, the presence of the feature ‘F' on the first 
column and the absence of this feature ‘F’ on the second column. 

Table 11. A Distinctive Feature Matrix 

F N F 
F N ->< x 

NF Y M-Y M 

We have chosen a classification as proposed by Jakobson and Halle (1967) 
[p‚b‚f‚v] as ‘GRAVE‘ 
[t,d,s‚z] as ‘ACUTE’ 
[k,g, 1,3] as ‘COMPACT‘ rather than non-grave/non-acute. 

We also have pooled the ‘VOICED’ data which means that [b,v,d,z‚g and 31 
are in the same group. 

For each row we were able to fix thresholds beyond which we can state the 
results are not randomly distributed according to chi-squared tables. Thus 
with the error data (x‚y) we draw a graph as shown next figure (figure 2). 

Here we have 4 areas but only 3 deserve attention: 
— area 1 where there is no confusion: 

‘F' is perceived as ‘F’ 
‘NF’ is perceived as ‘NF’ 

- area 2 where there is no confusion on ‘NF’ but 
where ‘F’ is significantly perceived as ‘NF‘ 

- area 3 where there is no confusion on ‘F’ but 
where ‘NF’ is significantly perceived as ‘F’ 

Gélinas-Chebat: Hearing Impairment and Speech Perception 753 

N F : 
3 i z. 

1 2 

F 

Figure 2. Graph of the distinctive features analysis. 

A thorough examination of our data shows that not all features do bring 
about the same confusion. The next figure (Figure 3) describes the hierarchy 
of confusion. - 

The less successfully perceived sounds are grave and not acute, but there 

COMPACT 

Figure 3. Results of the distinctive features analysis. 
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sounds are less successfully perceived than the compact one. The voiced 
sounds appear always to be recognized as voiced. 

The different groups established by the nearest neighbour analysis could 
also be identil'ied in this distinctive features analysis and shows the relation- 
ship between those two techniques. 

6. Conclusion 

The two techniques used (i.e. ‘nearest neighbour’ and ‘distinctive feature’) 
enable phoneticians to classify individuals when using perceptual data only. 

These techniques are superior to the MDS (multidimensional scaling 
analysis) since the researchers are not compelled to use big samples and do 
not force data into a statistical technique by artificial symmetrization. 

We are inclined to think that audiological data cannot predict perceptual 
behavior mainly because hearing impaired individuals develop personal 
strategies of compensation since perception is a central cognitive process 
whereas audiological data concern physiological and peripheral processes. 
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Accents and their Differential Influence on the Perception by 
Normally Hearing and Hearing-impaired Subjects 

D. Günzburger 
Utrecht, the Netherlands 

]. Introduction 

Although the importance of prosodic cues in speech perception has been 
established beyond any doubt, relatively little can be found in the literature 
about the influence of prosodic factors on the perception of speech by 
persons afllicted with a hearing deficiency. The aim of the experiment to be 
reported on was to investigate whether prosodic cues are of comparable 
influence on the speech decoding process of normally hearing and hearing- 
impaired persons. The variables investigated are emphasized vs. non-empha- 
sized words, position of sentence accent, position of word and speaker 
variation. 

2. Method 

In the assessment of the hearing level and its effect upon speech perception it 
is not enough to use tests which reflect mainly the functioning of the car and 
the peripheral-neural parts of the system in response to simple stimuli such as 
pure tones or clicks for the following reasons: a patient’s ability to hear and 
understand speech may not only be differentially affected by the specific 
nature of the deficiency, but it will also depend upon other variables, such as 
for example age at onset of the hearing loss, degree of linguistic attainment 
and amount of auditory training, all of which reflect the degree of exposure 
to normal language and are different in quality from those variables concern- 
ed simply with the acoustic input side of the system. 

Bench and Bamford (1979) fervently plead for an advantage of sentences 
over words in speech audiometry tests. They mainly derive their arguments 
from the simple fact that ‘because sentences are more than mere strings of 
words, perception of words in isolation is not necessarily a good predictor of 
the perception of sentences, which constitute the material of everyday 
Speech‘ (1979: 17). An additional advantage of sentences over words is that 
they also allow investigation of the time domain, since they are of sufficient 
duration to permit altemtion of the temporal characteristics of speech. The 
same holds of course for various other prosodic parameters. 

On the Strength of these arguments we decided that our test material 
should consist of sentences. For the construction of the test sentences the 
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following criteria were kept in mind: occurring words should be in common 
use and checked for frequency of occurrence in natural language, sentences 
should be syntactically simple and more or less equal in length so as not to be 
a burden on the memory and, ofcourse, they should be semantically accepta- 
ble. As to the number of sentences we decided - on the basis of  various trial 
runs - that 17 sentences would achieve an acceptable balance between 
reliability and test duration. 

We selected our speakers — one male and one female - on the grounds of 
good intonation, clear articulation and good voice quality. Both were native 
speakers of Dutch. Sentences were read out in three versions, the difference 
consisting in sentence accent assignment. Recordings were made using high- 
quality recording equipment. For masking purposes speech noise was record- 
ed on a parallel track. Based on a pilot study S/N ratio for normally hearing 
subjects was decided to be -2 dB and for hearing impaired subjects +5 dB so 
as to achieve an average score ofapproximately 50% correct for either group. 

In all 106 subjects participated in the test; 53 were pupils of various 
secondary schools for hearing impaired children; their ages ranged from 12 
to 17 years and they all had a congenital hearing loss. Hearing impaired 
subjects took the test individually. The 53 normally hearing subjects were 
either undergraduate students o f  the Department o f  English of Utrecht 
University or students o f  the Dutch Academy for Tourism, none of  whom 
had any self-reported hearing deficiencies. They took the test in a language 
laboratory equipped with headphones. Subjects ofeach group were random- 
ly assigned to  an experimental condition (male or female speaker, early, 
middle or late sentence accent). They received oral and written instructions 
and were asked to write down whatever they heard after every test item, even 
if it were only a fragment of the whole sentence. 

3. Analysis and Results 

The first two sentences were considered practice items and were therefore not 
incorporated in the analysis o f  results. The remaining 15 sentences were 
analysed as to influence of accent (emphasized vs. non-emphasized words), 
position of accent in the sentence (early, middle or late) and position ofthe 
word in the sentence. Results were quantified in terms ofnumber of correctly 
perceived words. Figure 1 shows the results. 

Although S/N ratios for normally hearing and hearing impaired subjects 
had been based on pilot experiments, we have to accept the fact that hearing 
impaired subjects' scores were lower than the hoped for 50% limit and 
normally hearing listeners’ results were lower still. We therefore did not 
consider it justified to carry out interpopulation comparisons as to absolute 
values of test results, but we want to make the following observations: 
- in all conditions, i.e. both subject categories, both speakers and all accent 

positions, accented words are perceived better than unaccented words. 
- hearing impaired listeners score highest on the early accent position 
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condition and lowest on the late accent position condition. Normally 
hearing subjects score highest on the middle accent position; this again 
holds for the male and the female speaker condition. 

— SDS are in all conditions smaller for unaccented words than for accented 
words. 

— SDS are on the whole smaller for normally hearing subjects than for 
hearing impaired subjects; this holds for both the male and the female 
speaker condition. 

Since early, middle and late accent positions are defined in terms ofaccemed 
words only, it seemed necessary to investigate the influence ofword position 
in the sentence in general on the percentage of correctly perceived words by 
hearing impaired and normally hearing subjects in both the male and female 
speaker condition. Results of this analysis can be seen in figure 2. 

Results ofa breakdown of means for all unaccented words made us observe 
the following: 
— both listener groups Show relatively high scores for word positions early 

in the sentence. 
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— SDS are smaller for normally hearing listeners than for hearing impaired 
listeners; this difference is more marked in the male speaker condition 
than in the female speaker condition. 

- (corollary): the degree of variability of responses is related to the absolute 
number of correct responses; thus we must assume that a high percentage 
of correct scores is caused by a small number of extremely good responses. 

4. Conclusions 

As to test scores of unaccented words we see a declining discrimination line 
for both groups of subjects indicating a higher percentage of correctly 
perceived words at the beginning ofthe sentences. This can most probably be 
explained by the fact that the amount of information is highest at the 
beginning of an utterance, or sentence and that the listener has trained 
himself to focus his attention on that part of the sentence. However when 
looking at the influence of position of accent we see different results for the 
two populations: hearing impaired listeners show - as was also the case for 
unaccented words - the highest scores on the early accent position, whereas 
normally hearing listeners score highest on the middle accent position. In 
other words: the general structure of test results remains the same for hearing 

_ “  
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impaired listeners whether looking at accented or unaccented words, whe- 
reas this is clearly not the case for the normally hearing population. 

It is also known from the literature that hearing impaired persons general- 
ly have great difficulties in detecting which of a limited number of words in 
an utterance is emphasized, whereas normally hearing people are accurate 
and highly consistent in making decisions as to what parts in a sentence are 
stressed (Risberg and Agelfors, 1978; Lea, Medress and Skinner, 1972). 
These observations corroborate our findings and our main conclusion is then 
that accent has a less differentiating function in the decoding process of 
speech by hearing impaired listeners than by normally hearing persons. 

Overall percentage correct responses is somewhat higher in the female 
speaker condition than in the male speaker condition (31% vs. 27%). An 
attempt at generalizing these findings would not be warranted in this particu- 
lar case because of the lower speech rate of our female speaker as compared 
with the male speaker. The influence of speech rate on the perception of 
normally hearing and hearing impaired listeners will be discussed in the 
related paper by Vingerling. 
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Auditory Evaluation of the Speech of Deaf Children 

P. J anota 
Prague. Czechaslo vakia 

]. Introduction 

An important aspect of the successful socialization of hard-of-hearing or 
deaf persons is the quality of their speech. The hearing environment which 
deaf adolescents enter after finishing school judges the quality of their speech 
not only from the point of view of its intelligibility, but also from the more 
complex point of view of ‘social acceptability’ or ‘general acceptability’ of 
their speech as a means of communication. The striking departure of their 
speech from the orthoepic norm, its unnaturalness and decreased intelligibi- 
lity are caused not only by deviations in articulation, but to a great extent by 
an abnormal use of suprasegmentals as well; this may lead to difficulties in 
communication with normally hearing people not used to the peculiar 
character of the speech of the deaf and consequently to impaired social 
contact or even isolation. 

2. Procedure 

The question has arisen whether the term ‘social acceptability’ or ‘general 
acceptability‘ could be used as an efficient criterion for judgments on the 
quality of speech. Therefore a listening test was prepared in which the task of 
the listeners was to give their judgments using this term on 50 speech samples 
of hard-of-hearing and profoundly deaf Czech children, pupils of the fourth 
(9-10 years) and ninth (14-15 years) forms of several special schools for 
children with impaired hearing. All the speech samples were recorded within 
a period of several months and the same technical equipment was used. The 
samples were extracts of an identical text: several short sentences were 
worked out to be sufficiently easy for the children to understand; additional- 
ly these sentences contained all the Czech vowels, a representative sample Of 
Czech consonants, several examples of assimilation, consonant clusters, 
various forms of intonation, etc. The samples were used without repetition, 
i.e. they contained the speech of 50 different children; the duration ofthe test 
was 19 minutes. 

The whole test was presented to several groups of listeners — in the first part 
of the investigation these were 30 students of Czech from the Charles 
University Philosophical Faculty, 40 students of Special pedagogy from the 
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Charles University Pedagogical Faculty and a special group of 30 teachers of 
the deaf. The first two groups were thus ‘naive listeners” - none ofthem was in 
regular contact with the speech of the deaf, whereas the third group consisted 
of expert listeners, very well acquainted with the speech of the deaf and of 
hard-of-hearing children through daily contact with them. 

The task of the listeners was to evaluate the social acceptability of speech 
in the items of the test. The criterion was described shortly as ‘the acceptabili- 
ty of speech: (1) as a means ofcommunication with normally hearing people, 
(2) its general quality, (3) its special character and (4) its deviation from 
normal speech, in addition to its intelligibility.’ 

The listeners were asked to mark the items by means ofnormal rating scale 
1—5, currently used in Czech schools. The use of the scale values was not 
prescribed or explained, but before the test the participants listened to six 
additional items for orientation and as a minimum training. 

3. Results 

The computations of the results showed very good agreement of judgments 
(chi-square tested) within the two students groups and within the group of 
teachers. But there was a clean—cut and significant difference in the judg- 
ments of students vs. teachers: the teachers were less rigorous in judging the 
speech samples. This result could be expected - experienced teachers are able 
to estimate the degree of hearing loss of the speakers and they can better 
appreciate the child’s effort. This may also explain a slightly greater disper- 
sion in the ratings of teachers compared with those of students. A more 
important finding, however, becomes evident when both the teachers' and 
the students’ judgments are arranged according to their ranks: the rank order 
of both arrays is nearly identical (Spearman’s rank correlation coefficient R 
= 0.99), i.e. though the teachers were less strict in their ratings, there are 
nearly no ordinal differences in comparison with the students’ ratings. 

It is evident that there is a causal relation between hearing loss and quality 
of speech. Therefore the hearing loss was calculated in dB as the average 
value of losses for the better car on the speech frequencies in pure-tom 
audiograms, and then these calculated losses were correlated with the rank- 
ing assigned to each individual sample. A correlation coefficient R = 0.65 ' 
was found; thus the correlation was positive and significant, but rather weak. 
In other words: quality of speech is not rigidly determined by hearing loss, a 
Child with a certain amount of hearing loss can develop better or worse 
speech within considerably broad limits. Indeed, among the speech samples 
several examples can be found where in spite of identical ratings of social 
acceptability the differences in hearing loss amount to 30 dB and vice versa. 
Besides, the correlation analysis yields data, by means of which several cases 
can be singled out in which the quality of speech deviates significantly from 
the expected value, i.e. children needing special attention. 
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In the second part of the investigation the identicaltest procedure was 
extended to more qualities of speech of the deaf: besides general accepta- 
bility‘, four other aspects of speech were tested: articulation, rhythm, intona- 
tion and pitch aberration from what would be expected as normal. The 
listeners, two other groups (71 total) of students with elementary knowledge 
of phonetics but without any experience with the speech of the deaf, were 
asked to concentrate on these particular aspects of the speech samples and to 
try to ascribe values on the rating scale to them. Again this task proved 
feasible, with very good agreement (chi—square tested) within and between 
groups of listeners. In addition these results were in good agreement (chi- 
square tested) with the results of the first stage of investigation. 

The main aim of this test, however, was an analysis of the relation between 
the investigated aspects and expecially the correlation of these aspects with 
social acceptability as well as their relation to hearing loss. All the essential 
coefficients of correlation are summed up in Table I and Table II. 

Table I. Matrix ofcoefficients ofrank order correlation R between aspects: articulation, rhythm. 
pitch abberation, intonation and social acceptability 

Accept. Inton. Pitch Rhythm 

Articulation 0.98 0.90 0.77 0.89 
Rhythm 0.93 0.96 0.80 
Pitch 0.83 0.86 
lntonation 0.95 

Table II. Matrix of cocfficients of rank order correlation R between aspects: articulation, 
rhythm, pitch abberation. intonation, social acceptability and hearing loss 

Articul. Rhythm Pitch Inton. Accept. 

Healing loss 0.72 0.66 0.63 ' 0.67 0.73 

4. Discussion 

All the coefficients are positive, significant and have rather high values. The 
strongest correlation is found, as can be expected, between social acceptabili- 
ty and articulation (0.98), but immediately after this value comes the Coefli- 
cient for intonation (0.95) and the only slightly lower value for rhythm (0.93). 
These data demonstrate the considerable importance of good intonation and 
rhythm for a sufficient acceptability of speech. Here again a rather weak 
(0.73) correlation, though somewhat strenger than in the previous experi- 
ments, can be found between hearing loss and social acceptability. 

Besides the general tendencies of the experimental group stated above, the 
data thus obtained may be used to characterize particular deaf individuals. 
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First, the values of correlation between hearing loss and social acceptability 
of speech may be used to identify those deaf children whose quality of speech 
is either considerably better or considerably worse than might be expected on 
the basis of their degree of hearing loss. 

Second, the speech of each child can be characterized by the numerical 
values for the tive evaluated aspects of his or her speech. These individual 
data may be expressed in the form of simple graphs in which the relative 
value of each aspect is apparent. 

5. Conclusions 

The results of the described test have shown that 
I. the aspect ‘social acceptability’ is a usable criterion in evaluating the 

quality of the speech of the deaf; 
2. the aspects ‘articulation,’ ‘rhythm,’ ‘intonation,’ and ‘pitch aberration‘ 

can be tested by the same procedure; * 
3. the auditory evaluation of these aspects allows us to show experimentally, 

among other things, the close relation between the social acceptability of 
speech and its intonation and rhythm; 

4. this kind of test may be performed with groups of listeners without any 
special training. 

In addition, it is hoped that the described tests may add to the know- 
ledge of the attitudes of non-expert listeners toward the speech of the deaf; 
these attitudes are to be respected in the education of the deaf. 



On the Possibility of Tactile Categorical Perception 

H.G. Piroth, H.G. Tillmann 
Munich, Federal Republic of Germany 

]. Introduction 

If trials to develop devices enabling cutaneous transmission of speech have 
failed so far, the reason could well be that no adequate method has been 
found to transfer information via the skin with a velocity comparable to 
the values known for the auditory mode (e.g. Kirman, 1973). Furthermore,to 
evaluate the general possibilities for tactile transmission of speech it is 
necessary to compare the psychological phenomena underlying tactile per- 
ception with compatible effects in auditory speech processing. Since one of 
the most important effects discussed in this connection is ‘Categorical Per- 
ception‘ (e.g. Repp, 1982) a series of tests was carried out to determine the 
possibility of establishing tactile phenomenal categories that also fulfil the 
conditions for categorical perception. 

2. Stimuli and Procedure 

The stimuli were constructed, produced, and presented under computer 
control (FDP 11/50) with the system SEHR-l for electrocutaneous stimula- 
tion, consisting of two hardware and two software components: a 16-channel 
stimulus generation device producing current-controlled a.c.-impulses of the 
form in Fig. 1 (the impulse frequency is variable along the physiologically 
important range from 100 to 500 Hz), an interface to the computer, a 
MACRO-library for controlling the interface, and a FORTRAN-library for 
producting and presenting the test stimuli (Tillmann and Piroth, 1983). 

Our test sequences were based on the ‘rabbit phenomenon’ (Geldard and 
Sherrick, 1972), which in its standard version is elicited when m tactile taps 
are presented with a constant temporal interval At to each of n equidistantly 
and linearly ordered loci. Each single tap was stimulated by three impulses 
repeated at a rate of 5 ms (cf. Fig. I). Rabbit sequences with 9 taps at three 
different loci were used. The temporal interval separating the taps was varied 
to obtain two continua, each consisting of 8 stimuli. The intertap interval 
varied from sequence to sequence in steps of 20 ms. In continuum I a range 
from 5 to 145 ms was chosen, to enclose also intervals too short to be 
perceived as isolated taps, but eliciting the apparent movement phenomenon 
(Sherrick and Rogers, 1966). In continuum II the intertap interval varied 
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Fig. 1. Form of the stimuli used. 

from 145 to 285 ms, to cover the point where the rabbit phenomenon breaks 

down and single taps at the veridical loci are perceived. As single rabbits 

could be discriminated by the parameter of total length, two different 

stimulus forms have been tested. In the first case the overall duration of each 

sequence was held constant: the stimuli were repeated for 3.6 sin continuum 

1 and for approximately 6.4 sin continuum II. In this case the end locus of the 

stimulus sequence could not be held constant. Therefore a second stimulus 

form was realized by shortening the sequences to the amount necessary to 
make each sequence end at the same locus as it started at. 3 members and ] 
student of the institutc participated in the experiments, only 3 had previous 
experience of electrocutaneous stimuli. The stimuli were presented via a 

matrix containing 3 pairs of circular gilded brass electrodes, 9 mm in diame- 
ter each. The smallest distance between the two electrodes of a pair was 1 

mm. The three electrode pairs were arranged linearly in such a way that the 

distance from the mid locus to each of the edge loci was 6 cm. The matrix was 

applied on the dorsal part of the left forearm, the distal electrode pair being 
placed about 3 cm from the wrist. 

As there is an interference between stimulus intensity and the parameters 

that constitute the rabbit phenomenon - temporal interval and distance 
between loci — (Cholewiak, 1976), each test was preceded by a calibration 

procedure with the distal electrode as reference point. After the absolute 
threshold and the threshold of annoyance had been determined the intensity 
of the referent stimulus was set to the absolute threshold plus 60% of the 
difference to  the threshold of annoyance. Then the subjects received the 

reference stimulus in alternation with one of the two proximal stimuli in 
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order to match the magnitude at these skin loci to that of the reference locus. 
It should be noted that the calibration was done with the taps used in the 
experiment that followed immediately. The stimuli described above were 
presented (in randomized order) in an identification test with an interstimu- 
lus interval of 5 s, in a one-step discrimination test with an interstimulus 
interval of 5 s between the pairs, and (in several cases) in a two-step discrimi- 
nation test under the same conditions. In all tests each stimulus appeared 
three times. 

In the case of identification the subjects were instructed to identify one of 
four categories: (i) ‘continuous movement’ (no single taps are perceived), (ii) 
‘rhythmically structured rabbit‘ (taps are perceived at more than 3 loci 
between the edge stimuli in a sequence having an intrinsic rhythmic struc- 
ture), (iii) ‘constant rabbit‘ (taps are perceived at more than 3 loci but 
separated by equal intervals and distances), (iv) ‘single taps’ (more than 1 tap 
is perceived at the same locus and only 3 loci are perceived at all). Additional- 
ly, the subjects were informed that not all of the categories had to appear in 
the same test. Before the test was executed, the stimuli were presented once in 
randomized order. The complete series of tests was carried out first using 
continuum I and then continuum II. 

3. Results and Discussion 

Fig. 2 and Fig. 3 show the results of identification for continua I and II and 
the respective one-step discrimination results. Both stimulus forms (constant 
duration vs. constant starting and ending points) are mixed in order to 
prohibit a significant evaluation according to those critical parameters. Fig. 
4 and Fig. 5 show the same identification values, but categories (ii) and (iii) 
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are added together to form one category ‘rabbit.’ Only the category switch 
from ‘apparent movement’ to  ‘rabbit’ at stimulus 1.66 (corresponding to an 
interval of 18.33 ms) shows steep boundaries with an adequate discrimina— 
tion peak (95.83%). Discrimination decays continuously and reaches chance 
without being increased at category switches. Even two-step discrimination 
was not significantly better and istherefore omitted from the results. Concern- 
ing stimulus 8 which was part both of continuum I and II an important 
uncertainty is revealed. Whereas in continuum I categories (iii) and (iv) reach 
approximately 50%, category (iii) has a starting value of 79.17% in conti- 
nuum II, and even category (ii) is present at chance level throughout the 
continuum. The most general conclusion to be drawn from the results is that 
the responses (i) - (iv) accumulate in certain sections of the continuum. A 
natural case of categorical perception only exists between ‘apparent move— 
ment’ and ‘rabbits.’ The identification of rhythmically structured and 
constant rabbits is much poorer. On the other hand, this additional category 
switch (cf. Fig. 2) could be established without any training phase simply by 
once exposing the subjects to the stimuli and by giving a phenomenal 
description of the categories. A 100% peak, of course, can only be reached if 
both categories are taken together (Figs. 4 and 5). In the context of  the two 
continua, stimulus 8 is judged quite differently. This indicates relative uncer— 
tainty in category assignment which could probably be reduced by_a learnmg 
phase: after having been presented in continuum I, stimulus 8 received 100% 
identification in continuum II. Slow taps show a much less clear category 
switch and therefore seem to be less adequate for the establishment of 
categorical perception. 



768 Hearing Pathology and Speech 

References 

Cholewiak, R.W. (1976). Satiation in Culaneous Saltation. Senxory Process-es ] ,  163—175. 
Geldard‚ F.A.‚ Sherrick, CE. (1972). The Cutancous ‘Rabbit‘. A Perceptual Illusion. Science 

178, l78-179. 
Kirman, J.H. (l973). Tactile Communication of Speech: A Review and an Analysis. Psycholo- 

gical Bulletin 80, 54-74. 
Repp, B.H. (1982).Categorical Perception: Issues, Methods, Findings. Haskins Lab.: Status 

Report on Speech Research SR-70, 99-183. 
Sherrick, C.E.‚ Rogers, R. (1966). Apparent Haptic Movement. Percept. Psychophys. 1, 175-180. 
Tillmann, H.G. and Piroth‚ RG. (1983). Das System zur elektrischen Haulreizung SEHR-l. 

Forschungsberichte des Instituts für Phonetik und Sprachliche Kommunikation der Universität 
München (FIPKM) 17 (in press). 



Dyslexia and Developmental Dysphasia; a Delicit in 
Processing Rapid Spectral Changes? 

B. Pompino-Marschall and H.G. Tillmann 
Munich, Federal Republic of Germany 

]. Introduction 

P. Tallal and coworkers have found that a group of developmental dyspha- 
sics suffer from a deficit in processing rapid spectral changes in the case of the 
formant transitions of stop-/a/-syllables, whereas synthetic ‘stop’-/a/-sylla- 
bles with unnaturally lengthened formant transitions with a duration of 82 
ms were more readi discriminated than syllables with transitions of 30 ms 
(for review see Tallal and Piercy 1978). The same results were reported for 
dyslexics (Tallal 1980). In the framework of a German Research Council 
project on speech pathology we planned to develop a diagnostic test by 
exploiting this effect with a variety of phonetically controlled stimuli. As we 
failed to reproduce this effect in preliminary, rather simple discrimination 
tasks with manipulated naturally produced material and with synthetic 
material where normal and dyslexic subjects rather showed a tendency to 
react worse in the case of lengthened transitions, We devised a new testing 
procedure in order to be able to get a closer view of the resulting effects. 

2. Stimuli and Procedure 

Our stimuli consisted of two seven-step continua between /abam/ and 
/adam/ with 40 ms or 70 ms CV—transitions (cf. Fig. I), synthesized with a 
program based on Klatt (1980). The critical CV-syllable was embedded in the 
context /a - m/ to control e.g. speech rate effects. 

Formally our procedure resembles a paradigm that has been applied in 
experiments with young children (Wilson, 1978). A series of background 
stimuli is presented with a critical target stimulus randomly embedded. The 
Subject has to react on the occurrence of the target stimulus. The background 
stimulus is one of the endpoints of an acoustically defined continuum, as 
Originally used in categorical perception experiments, and the target is 
moved from the other endpoint of the continuum in the direction of the 
background. The discrimination threshold is determined by the target stimu— 
li that produce no reactions. We wrote a computer program to run the 
following test. The subjects had to react by pressing a button on the occur- 
rence of a target stimulus which was one in a sequence of five stimulus 
presentations. The normal interstimulus interval was 750 ms, the pause 
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kill 

..........-____ ................. ... .................. ro 
0 |!!!) ."N' 300 600 SW 555 

Fig. I. Schematic sonagrams of the endpoint (and midpoint) stimuli used ( l :  /abam/‚ 2: /adam/; 
unbroken line: 40 ms transitions. dotted line: 70 ms transitions). 

between the sequences 4 s. The first part of the experiment was the training 
phase in which the subject had to learn to discriminate the endpoint target 
from the complementary background. To indicate the target stimulus addi- 
tionally a small lamp within the button was switched on and every correct 
answer was rewarded by playing a short melody. When in the second phase 
(without supplementary signals) the subject had reacted on the occurrence of 
the target stimulus three times consecutively, the actual test was started. 
Now, after a correct response, the target moved one step in the continuum 
towards the background. As soon as there was a missing reaction the target 
was moved backwards two steps, and so on. After five missing reactions the 
test was finished. Besides the discrimination treshold, the reaction times were 
also automatically measured. This testing was done through the two conti- 
nua in both directions. The category boundary is defined by the midpoint 
between the two resulting thresholds (cf. Fig. 2). Eleven developmental 
dysphasics and eight dyslexics all aged between seven to thirteen took part in 
the experiments. 

3. Results and discussion 

The results are shown in Table 1. In accordance with the results of our 
preliminary tests we can see a tendency towards worse discrimination in the 
test with lengthened CV-transitions by the group of dyslexics as shown by a 
small gap between the thresholds (in contrast to a small overlap in the other 
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Fig. 2. Schematic representation of the measurements taken; _ test with stimulus 7 as back- 
ground, — -— test with stimulus 1 as background. 

Table !. Results of the discrimination threshold test 

Development dysphasics Dyslexics 

short long short long 
transitions transitions 

Boundary 3.24 2.9 3.23 3.15 
Gap 1.62 1.04 -o.1s 0.75 
Reaction time 254 365 216 231 

test) and also reflected in the reaction time. There is no clear picture for the 
group of developmental dysphasics. Statistical analysis of the results reveal- 
ed that there were no significant differences between the tests with short vs 
lOng transitions for either group with respect to reaction time, phoneme 
boundary and gap or overlap at the thresholds (partly due to the great inter- 
and intrapersonal variability in the responses). Nor were there any signifi- 
cant group differences with respect to phoneme boundary and gap or overlap 
in either test. Reaction times also showed no significant group differences in 
the test with short CV-transitions. However, contrary to the predictions of 
the Tallal hypothesis in the long transition continuum the developmental 
dysphasics were significantly slower than the dyslexics. We therefore 
conclude that the possible perceptual deficit in developmental dysphasics is 
not as simple as proposed by P. Tallal and coworkers. 
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Perception of English Contrastive Stress by Brain-damaged 
Adults 

J. R. Solomon 
Hayward. U.S.A. 

l. Introduction 

Like segmental features of language, prosody can be investigated in terms of 
both production and perception. With respect to the former, the literature is 
rather rich, consisting of a variety of research studies as well as clinical and 
other observations of both children and adults, and from a number of 
different languages. From such studies we gain the impression that prosodic 
features are early acquired by children and relatively resistant to loss in 
adults who have suffered brain damage, including people with fairly severe 
aphasia. 

The literature on the perception of prosody is considerably smaller, parti- 
cularly with reference to aphasia. There are only six studies in which the 
ability of aphasic subjects to comprehend prosodic information has been 
investigated - one of phonemic pitch accent in Japanese (Sasanuma et al. 
1976), one of lexical tone in Thai (Gandour and Dardarananda 1983), one of 
correct vs. incorrect placement of syllabic stress in Rumanian (Mihäilescu et 
al. 1970), and four in English, including Blumstein and Goodglass’ l972 
study of the perception of syllabic stress as a means of making syntactic 
distinctions between noun-verb pairs like 'transport and trans'port, and 
semantic-syntactic distinctions between noun—noun phrase pairs like ’yel- 
IOWjacket and yellow ’jacket. More recently Baum and her colleagues (1982) 
found that compared to normal subjects, Broca’s aphasics were unable to 
make distinctions between phonemically similar sentences on the basis of 
either sentential stress or juncture, or to profit from increased stress on 
functors in sentences. 

The prosodic feature investigated in the current study is English contrast- 
ive stress. What contrastive stress is has been a vexed question (Schmerling, 
1976); it is used here to mean those variations in pitch, loudness and length 
that have the effect of highlighting or emphasizing differences in meaning 
between phrases or sentences. 

2. Materials and Methods 

2.1. Stimuli 

The stimuli for this study were two series of commands based on those found 
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in the Token Test (De Renzi and Vignolo 1962), a widely used test of auditory 
comprehension in aphasia that holds extralinguistic or contextual cues to a 
minimum. The test uses a limited repertoire of five colors (blue, green, 
yellow, white and red), two shapes (circle and square), and two sizes (large 
and small). There are five parts to the test; in the current study, only Parts I 
and IV were chosen as models for the stimuli, Part I because it presents items 
of a level of complexity that would allow subjects with even severe impair- 
ments of auditory processing to perform at least some items correctly, and 
Part IV because it is challenging enough to be likely to elicit errors from 
subjects with relatively mild impairments. 

The stimuli based on Part I of the Token Test had the following form: 

l-l. Touch the red circle. 
I—2. Touch the red square. 
I-3. Touch the blue square. 
I-4. Touch the yellow circle. 
1-5. Touch the green square. 

These commands were presented to subjects verbally in separate sets with 
two distinct readings. One of the readings used contrastive stress, emphasiz- 
ing the differences in content between each succeeding sentence, as suggest- 
ed by the italics in the examples above. There were 16 of these stimuli 
in this part of the study (the first command, because it contrasts with 
nothing, was a dummy item and was unscored). Preci5ely the same set of 16 
stimuli was used for the other condition; with this reading (the Control 
condition), a uniform' rising intonation was used at the end of each com- 
mand, ignoring the inherent contrasts between commands. 

The commands based on Part IV of the Token Test had the following 
shape: 

IV-l. Touch the small yellow circle 
and the small blue circle. 

IV-2. Touch the large blue square 
and the small red square. 

IV-3. Touch the small red circle 
and the large white square. 

When each of the 15 items in this part of the study was presented in the 
Contrastive Stress condition, the first object neun phrase in each sentence 
was read with the same uniform rising intonation used at the end of the 
Control condition reading of the Part I-type stimuli. In the second NP, the 
words that contrast with words occupying the same syntactic position in the 
first NP were read with contrastive stress, as suggested by the italics in 
the examples above. Thus the domain of contrastive stress in the Part IV-type 
stimuli was the command itself (the second NP with reference to  the first), 

.
-

.
.

.
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whereas with the Part I-type stimuli it was the immediately preceding stimu- 
lus. When presented in the Control condition, the Part IV-type stimuli were 
read with a uniform rising intonation at the end of each object NP. 

All the commands were presented by tape recording, including a screening 
test to determine whether the subject’s auditory comprehension and visual 
and motor abilities were sufficient to identify separately each of the nine 
target words (the colors, shapes and sizes) used in the test and to perform the 
task in general; this also served the function of finding a comfortable 
listening level for each subject. Half of the subjects heard the sets of stimuli 
with the Contrastive Stress condition first (first the 16 Part I—‚ then the 15 
Part IV—type stimuli); then they heard the identical stimuli read in the 
Control condition. The other half of the subjects heard them in the order 
Control, then Contrastive Stress. 

2.2. Subjects 

There were 42 subjects in the study, all of whom had had a single cerebroyas- 
cular accident of either the left or the right hemisphere. All of the subjects 
with left hemisphere lesions had received an independent diagnosis of apha- 
sia, usually from a speech-language pathologist. Subjects With nght hemi- 

sphere lesions were determined to be not aphasic, on the basrs of their 

performance on the Boston Diagnostic Aphasia Examinatian (Goodglass and 

Kaplan 1972), which was part of the testing protocol for this study. None of 
the subjects had a history of alcohol abuse, mental retardatron, semle or 
presenile dementia, psychiatric problems or significant hearrng loss. All were 
fight-handed, and all were native speakers of American Enghsh. There were 
15 subjects with single lesions of the right hemisphere and 27 With smgle 
lesions of the left hemi5phere. All subjects were neurologrcally stable at the 
time of testing, and all were a minimum of one month post-onset. Addrtronal 

information on time post—onset, as well as other demographrc mformatron, is 

presented in Table I. 

Table ]. Demographie information 

Aphasics (lefts) Non-aphasics (rights) 

Number: 27 15 
Sex: Male: 18 9 

Female: 9 6 
Age Mean: 57.7 55.3 

in years: Range: 38-75 32-72 
Education: Mean: 13.2 129 

in years: Range: 8-20 95-19 
Months post-onset: Mean: 39.l 37-9 

Range: l-217 6420 
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3. Results and Discussion 

Contrastive stress appears to make a difference in the ability of aphasic 
patients to comprehend relatively short verbal commands, such as those in 
Part I of the Token Test. In this study the 27 left hemisphere damaged (Le. 
aphasic) subjects demonstrated a statistically significant difference in perfor- 
mance with the Part I-type stimuli (as measured by a system of weighted 
scoring devised for the study and expressed in Table II in terms of percent 
correct); this difference favored the Contrastive Stress condition over the 
Control condition (p < .05). The right hemisphere damaged (i.e. non-apha- 
sic) subjects performed the Part l-type stimuli perfectly (or nearly so) in both 
conditions. 

For the longer, Part IV-type stimuli, there were no significant differences 
in performance between the Contrastive Stress and Control conditions for 
either of the subject groups. The right hemisphere damaged subjects again 
performed essentially like normal subjects, making very few mistakes, ran- 
domly scattered. The aphasic subjects also performed with virtually the same 
level of correctness in the two conditions, but with more errors than the 
non-aphasic subjects. 

One reason for this outcome may be that this task in itself (Le. in terms of  
the information content of the segmental phonemes alone) was too difficult 
for the aphasic subjects to allow the difference in prosodic styles evident and 
significant with the Part I-type stimuli, to emerge. Evidence for this may be 
found in their lower mean level of correctness in both testing conditions for 
the longer vs. the shorter stimuli; both ofthese differences (84.8% vs. 89.8% 
for the Control condition, and 847% vs. 92.5% for the Contrastive Stress 
condition) were statistically significant. 

Table Il. Results: Weighted scores (percent correct) 

Aphasics (lefts) Non-aphasics (rights) 

Stimulus type Condition Mean S.D. Mean S.D. 

Control 89.8 16.1 100 0.0 
Part I “‘ NS 

Stress” 92.5 12.0 ' 99.8 ‘ 1.0 

Control 84.8 15.3 99.6 0.8 
Part I V  NS NS 

Stress“ 84.7 14.6 99.7 1.0 

" Contrastive stress. 
" p = .037. 
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4. Conclusions 

The implications of these findings seem to be that when given an auditory 

language processing task that is manageable, such as stimuli like those m 

Part 1 of the Token Test, aphasic individuals perform that task significantly 
better in the presence of contrastive linguistic stress than with a neutral 

reading of the same material. When the task is more difficult, as in Part IV  of 

the Token Test, the advantage conferred by contrastive stress disappears; in 

fact, if the listener's processing capacities are already overburdened by 

segmental information, the addition of suprasegmental information may 

result in poorer rather than better performance. 
Darley and his colleagues (1975:6) have defined prosody generally as ‘all 

the variations in time, pitch, and loudness that accomplish emphasrs, lend 

interest to  speech, and characterize individual and dialectal modes ofexpres- 

sion.’ This definition suggests a peripheral role to prosody, implying that if 

prosodic features were not present in a message, there would be little or no 

effect (in English, at least) on the understanding of its semanttc content. The 

findings of this study, on the other hand, suggest that prosodic features such 

as contrastive stress convey not only a speaker’s affect and attitude but also 

part o f  the ‘core’ o f  this message, and that aphasic individuals(even when 

severely impaired) retain the ability to comprehend the linguistic as well as 

the paralinguistic information that prosody conveys. 
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Speech Rate and its Differential Influence on the Perception of 
Normally Hearing and Hearing-impaired Subjects 

M. Vingerling 
Utrecht, the Netherlands 

]. Introduction 

Prosody has been firmly integrated into phonetic research. Speech rate is an 
important prosodic cue, which has not been extensive investigated espe- 
cially as far as the influence on intelligibility is concerned. As regards 
normally hearing listeners, it is generally accepted that as the rate of speech is 
increased beyond ‘normal’ limits, articulation deteriorates and thus affects 
intelligibility. Besides if speech is produced at a very high rate, it cannot be 
processed as fast as it is received, which results in a loss of speech informa- 
tion. As to hearing-impaired listeners, it is often assumed that slowing down 
the speech rate will improve intelligibility and it is common usage in clinical 
practice to speak at a significantly slower than normal rate when communi— 
cating with the hearing-impaired. The aim of the experiment to be reported 
on here was to investigate whether speech rate is of comparable influence on 
the speech decoding process of normally hearing and hearing-impaired 
listeners. 

2. Method 

The stimulus material used in this experiment consisted of 25 sentences, 
selected from the corpus as described by Plomp and Mimpen (1979). With 
regard to the arguments in favour of using sentences instead of words, the 
reader is referred to Gil-Günzburger and Vingerling (1981). The sentences 
were read out by two native speakers of Dutch: one male and one female, 
who had been instructed to speak at a rate they considered to be normal. The 
rate at which the sentences had been spoken was taken as a starting-point for 
further processing. By means of LPC the sentences were artificially expanded 
to 156% of the original duration (slow rate), and compressed to 64% of the 
original duration (fast rate). The resulting 50 sentences were offered to the 
original speakers with the instruction to repeat them trying to keep as closely 
as possible to the rate of speech of the sentence presented. In order to prevent 
ceiling effects in the case of the normally hearing listeners, the stimulus 
material was masked with noise. The type of noise used was speech noise i.e. 
noise with a spectrum that corresponded with the average of the speech 
spectra of both speakers. Based on a pilot study the S/ N ratio was set at -1 dB 
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for normally hearing listeners and +7 dB for hearing-impaired listeners 
aiming at a target level of approximately 50% correct responses for the 
normal rate. 

In all 168 subjects participated in the test. The hearing-impaired subjects 
(40) were pupils from various secondary schools for hearing-impaired chil- 
dren, their age ranged from 10 to 17 years and they all suffered from a 
congenital hearing loss of maximally 60 dB for the best ear. The normally 
hearing subjects (128) were pupils from the flfth and the sixth forms of 
various primary schools, their age ranged from 10 to 12 years and they had 
no self-reported hearing deficiencies. All subjects took the test individually. 
They received oral and written instructions and were asked to write down 
what they heard after every test sentence, even if this amounted only to 
fragments. 

3. Analysis and Results 

3.1. Hearing-impaired listeners 

The results were analysed as to influence of speech rate and sex of the 
speaker. Table 1 gives the results per condition i.e. normal, slow and fast rate 
and per speaker for hearing-impaired listeners only. 

This table shows that the differences in mean scores between the condi- 
tions normal and slow are very small in all cases i.e. per speaker and pooled 
for both speakers. Analyses of variance showed that the mean scores for the 
fast condition differed significantly from the mean scores for the normal and 
slow conditions (p < .01) with one exception: the difference in mean scores 
between the slow and the fast condition in the case of the female speaker 
proved to be insignificant. A post—hoc analysis (Scheffé) showed that the 
conditions normal and slow can be grouped together i.e. they do not differ 
significantly from each other in terms of mean scores (in all cases). The fast 
condition differed significantly from the normal and slow condition in the 
case of the male speaker and pooled for both speakers. In the case of the 
female speaker all conditions could be grouped together i.e. there was no 
significant difference in scores between the three conditions. 

Table !. Mean co?rcctly perceivcd words und standard deviations (in %) per condition, per 

Speaker and pooled for male and female speaker (= total) 

Correct in % Correct in % Corrcct in % 
3 9 total 

Condition ; SD ; SD ‘)? SD 

Normal 59 38 64 30 62 33 

Slow 53 35 59 30 61 29 
fast 7 13 50 29 28 21 
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3.2. Norma/[y hearing Iisteners 

The results were analysed with regard to the influence of speech rate only. As 
to the influence of the sex of the speaker, the results of the normally hearing 
listeners will be compared with those obtained from the hearing-impaired 
listeners. Table 11 gives the results per condition i.e. normal, slow and fast 
rate, pooled for both speakers, for normally hearing listeners only. 

Table 11 shows that the difference in mean scores between the conditions 
normal and slow is negligible whereas the mean scores for the fast condition 
appear to be considerably lower than those obtained in both the normal and 
the slow condition. Further analysis will be carried out and reported on later. 

4. Conclusion 

Test results show that the difference in scores (in mean % correctly perceived 
words) between the speech rates normal and slow are extremely small; this 
holds for both normally hearing and hearing-impaired listeners. Speaking at 
a fast rate appears to have dramatic consequences for both subject groups. 

As regards normally hearing listeners the effect of speech rate on intelligi— 
bility has not been extensive investigated. Therefore, a more detailed 
analysis of the stimulus material used in this experiment seems warranted. 
This analysis might concentrate on the following two questions 
]. What kind of factors play a role in the realisation of speech rate? 
2. Are the factors responsible for the realisation of speech rate the same as 

those that are involved in the perception of speech rate and its influence 
on intelligibility? 

As to hearing»impaired listeners, studies o f  the effect of time-compression 
and expansion of speech have been conducted in order to document the 
degenerative effects associated with various kinds of hearing loss and the 
process of aging (cf. Spitzer and Osborne, 1980). With regard to  the influence 
of speech rate on intelligibility, it is commonly accepted to  rely on mere 
assumptions. Seeing that the results ofthis experiment fail to support what is 
generally believed, viz. that slowing down the speech rate will improve 

Table Il. Mean correctly perceived words and standard deviations (in %) per condition. pooled 
for male and female speaker (= total)  

Correct in % 
total 

Condition )? so 

Normal 74 16 
Slow 76 18 
Fast 26 14 
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intelligibility, further investigation into this matter seems feasible. 
As regards the aim of this experiment. viz. to investigate whether speech 

rate is of comparable influence on the speech decoding process of normally 
hearing and hearing-impaired listeners, the results seem to indicate that there 
are no important differences. 
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An Analysis of Pronunciation Mistakes and Second Language 
Strategy in the Case of Italian and Mandarin Speaking 
Learners of English 

C. Fonda 
Montreal, Canada 

‚1. Introduction 

Among the phonetic errors that a Iearner of English is bound to make, a 
faulty pronunciation of English obstruents is most conspicuous. What is not 
clear, however, is to what extent, i f  any, this may be attributed to a phonetic 
interference of the mother tongue. From a phonological point of view, 
English and Italian share the same stops although in English the range of the 
allophones is, in each instance, widerthan in Italian. English differentiates its 
stops into aspirates and unaspirates, exploded and unexploded, glottals, taps 
and so on. Conversely, in Italian, stops, whether voiced or voiceless, do not 
offer such a gamut of phonetic variations. lndeed, their striking characteris- 
tic is that they are always exploded. This is the case because of Italian syllabic 
constraints which demand that all syllables be always stressed, although one 
syllable is more stressed than other ones. As a result, co—articulation, syllabi- 
city, vowel coloring and the like, which play such an important role in 
English pronunciation, are of no consequence in Italian. Should we lend a 
caref ul car to the anomalies of the peculiar accent of Italian speaking learners 
of English, we would quickly discover that there is an indiscriminate, univer- 
sal use of exploded stops. This peculiarity is easily perceptible in the case of 
monosyllabic words ending in a stop as, for example, big and spot pronoun- 
ced respective /'bth-g9/ and /'Spoh—t9/. Such shifts of course alter not only 
the phonetic quality of the stops involved but also the phonological struc- 
tures of the words themselves. 

This indiscriminate use of exploded stops is responsible for other phonetic 
changes, some of the most striking being the loss of aspiration of stops in 
syllable initial position, the absence of lateral and nasal plosion and the 
resulting loss of syllabicity in words such as battle ['batl], kitten['k1tn], which 
the near-bilingual pronounces as [’boh-tel], and [’kth-ton]. These peculiari- 
ties seem to suggest that the negative transfer that takes place in these 
instances does not operate at the level of the individual phoneme as, to 
mention one example, the replacement of aspirates with unaspirates, but it 
involves the entire phonological system. What appears to support this, is the 
reverse process whereby words which the near-bilingual borrows from En- 
glish and incorporates into his everyday lexicon, undergo exactly the same 
process of phonetic adaption: plumber ['plom-bje-ra], garbage ['gae-rae-bth- 



786 Speech Errors 

69]. Not without humour, Professor Clivio of York University has suggested 
that the use of such phonetically re-structured loan-words from English has 
brought into existence a new language which he called Italiese or Italish. 
Further evidence that the learner of English is transferring phonological 
constraints of his mother tongue rather than individual phonemes seems to 
be supported by the peculiar treatment of English intervocalic /s/ and 
dorso-velar /r_)/. In Northern Italian dialects, voiceless /s/ in intervocalic 
position shifts into voiced /z/. In Southern dialects no Shift occurs, while in 
the case of speakers who conform with the so-called Tuscan usage (Central 
Italy) the voicing of intervocalic /s/ is anything but regular or systematic. 
For example, /s/ is voiced in Cosimo, rasente, presagio but is voiceless in cosi, 
rasoia, presa. In English, unlike French where intervocalic /s/ is regularly 
voiced, the Shift is not positional as witnessed by pose /powz/ and result 
/nzalt/ where intervocalic /z/ coexists with intervocalic /s/ as in case /kets/ 
and base /bets/. As a result, Italian learners of English fail to display any 
consistency with respect to these English alternations. For example, my 
informants from Central Italy alternate the voicing of /s/ quite capriciously. 
Those of the North almost regularly voice intervocalic /s/ while those of the 
South seldom if ever do it. There is no doubt that this apparently erratic 
linguistic behaviour in my subjects which reflects the treatment of intervoca- 
lic /s/ in the Italian dialects of the North, Centre, and South, points to the 
presence of phonetic constraints which operate at the level of underlying 
phonemic structures. 

English has three nasals: /n/, /m/ , /13/. Italian has also three nasals: /n/ , 
/m/ , and dorso-palatal /r'i/ . In English, phonemes /n/ and /g/ do not cluster 
together in the same syllable. This accounts for the fact that the spelling in 
words such as sing, singer is nothing but a convention to represent phoneme 
/13/. This spelling, of course, proves, in the case of the learners of English, 
extremely misleading in words such as, for example, lingua, Iinguist which, 
actually should be spelled ling—gua and ling-guist. All my informants pro- 
nounced mono-syllabic words such as ring, sing, as [rm] [sm] or [rm g] [smg] 
but never as [an] [sm]. However, words, with /IJ/ in medial position such as 
singen lingua were consistently pronounced as [’stn-ger], ['lin-gwo]. If we 
keep in mind that also in Italian /n/ and /g/ do not cluster together in the 
same syllable we can see that the negative transfer (NT) the learner is subject 
to is not simply a transfer from the mother tongue of individual phonemes 
which approximate the target sound but a more encompassing NT involving 
the underlying phonological structure of the Italian language. 

2. Analysis 

To test my assumption that phonetic NTs operate at the level of underlying 
phonemic structures and phonological constraints, I conducted some addi- 
tional experiments using other languages. The following findings concern the 
extent of phonetic interference made by the first language (Mandarin) on the 
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class of fricatives in the second language English. In column A of Table Iare 
listed the English fricatives, in column B the corresponding sounds in Man- 
darin and in columns C, D, E the shifts, if any, undergone by each phoneme 
in word initial, medial and final position when pronounced by Mandarin 
speaking learners of English in the experiment. 

We can see that fricatives which occur in both Mandarin and English, do 
not suffer any discernible Shift. However, English fricatives which are non 
existent in Mandarin, show definite signs of phonetic interference except for 
the phoneme /v/ which is correctly pronounced in word initial and medial 
positions, probably because in both instances it occurs in a voiced environ- 
ment. 

When a Shift occurs in word initial position, the same Shift can be seen in 
word medial intervocalic position but not in word final position. This 
suggests that in these instances we are not dealing with NTs of individual 
phonemes whose use is then extended by overgeneralization buth with a 
negative transfer of much more overriding importance. Indeed, the inconsis- 
tencies of these shifts between final position and elsewhere can be easily 
accounted for if we take into account the fact that in the Mandarin morpho- 
logical system a word or syllable is made up of an initial consonant, a final 
vowel sound, and the tone. For example„j;lh (mother) can be transcribed as 
/mae/ and<Y@ (china) can be transcribed as /éugguo/, where each word has 
an initial consonant, a final vowel and a tone. Therefore, a Mandarin speaker 

Table ! Corresponding Mandarin phonemes according to environment 

A B C D E 
English Mandarin Word initial Word medial Word final 
phonemes phonemes position position position 

h - h h h 

f f f f f 
V - v \! f 

5 s s s s 

2 — d3 (13 S 

f I I I I 
3 — — I U 
9 _ ( t f 
6 - d or (13 (! or d3 f 

0 > t word initial think [ttgk] 
word medial lethal [lttal] 

6 > f word final path [part] 
6 > d or d3 word initial that [datt] or [d3aet] 
6 > I word final bathe [bed] 
v > f word final give [gti] 
2 > d3 word initial zoo [d3u] _ 

word medial razor [retdsa] and 1 > 5 word final like buzz [bos] 

3 > I word medial illusion [tluj‘än] 
3 >II word final garage [garotl'] 
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tends to divide English words into segments of a consonant followed by a 
vowel or a diphthong to make it coincide with the structure of Mandarin 
syllables. When this occurs, any change that takes place in word initial 
position is also repeated in word medial position. The different treatment of 
these phonemes in word final position simply conforms to the underlying 
morphological structure and phonetic constraints of Chinese, a language 
characterized by its large number of monosyllabic words. 
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Preface 

As organisers of the 10th International Congress of Phonetic Sciences we saw 
it as one of our major aims to make sure that the Congress Proceedings 
would appear in the year of the actual Congress. Through a number of 
unforeseen circumstances, of which a month long postal strike was merely 
one, we have not been able to achieve this aim. Nevertheless we are happy to 
announce in this note the completion of the Proceedings. 

In view of the fact that we have sought to give as wide a coverage of the 
scientific topics of the congress as possible, apart from publishing the full 
reports of (semi)plenary sessions, and Chairmen’s reviews of all Symposia, 
we have accommodated a large number of section papers as well. This 
decision has led to the present bulky volume, containing 788 pages of 
scientific papers. 

In order to stay within reasonable bounds we have reluctantly felt forced 
to restrict the coverage of ceremonial sessions and social events to a bare 
minimum. 

Suffice it to say that the opening statement on behalf of the Permanent 
Council was given by Prof. A.S. Abramson, who also delivered a moving 
obituary to the deceased President Prof. D.B. Fry. 

Prof. P. Ladefoged of U.C.L.A. was elected as the new President on the 
final day of the Congress. 

During the Opening Ceremony further addresses were given by the 
Director-General of the Dutch Ministry of Education and Sciences, dr. E. 
van Spiegel, with a speech on ‘Science Policy in the Netherlands' and by the 
Rector Magnificus of Utrecht University, Prof. O.J. de Jong. Receptions 
were given by the University of Utrecht, the City of Utrecht and the Province 
of Utrecht. ' 

For further information about the programme readers are referred to the 
official Congress Programme. 

Special mention should be made of two addresses, by Prof. V.A. Fromkin 
of U.C.L.A. and Prof. S.G. Nooteboom, Leyden University/IPO. 
Eindhoven, who each gave congress members a bird‘s eye review of the 
Congress. We regret that, mainly for reasons of space, we have been unable 
to publish these remarks which, valuable though they were, after all were 
meant to be delivered orally. 

We are grateful to  all authors who have on the whole reacted promptly to  
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our requests for modifications, for abiding by our deadlines and for tr;st(;r:g 
us to carry out the final editorial work. We re;gret that mafew cases we a 0 

re rintin the Abstract version 0 papers. _ 
reslcl)llr: ::)ish go thar%k all those readers who were kind enough to help us in 
selecting section papers for possible inclusion in the Proceedmgs well in 
advance of their actual appearance. In alphabetical order: Ir. G. Bloothooft, 
Prof. Dr. R. Collier, Prof. FH. Damsté, Dr. Tj. de Graaf, Dr. D. 
Günzburger, Mr. J. ’t Hart, Dr. V. van Heuven, Dr. F.] . Koopmans-van 
Beinum, Dr. S. Marcus, Prof. Dr. S.G. Nooteboom‚ Prof. L.C.W. Pols, Drs. 
T. Ringeling, Dr. M.E.H. Schouten, Mr. LH. Slis, Ir. L. Willems, Dr. W. 
Zonneveld. 

We gratefully acknowledge the unfailing zest and accuracy of our 
secretary and typist who had to retype all MS’S due to a new printa 
technique, Mrs. A.M. van der Linden and Mr. J.A.M. Renkers. 

Finally we wish to thank Mr. H. laPorte of Foris Publications, who 
provided the Congress with a flying start in turning out the Abstracts 
Volume well in time before the Congress. 
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Report of the meetings of the Permanent Council held during 
the Tenth International Congress of Phonetic Sciences in 
Utrecht, 1-6 August 1983. 

l. After commemorating the death of Professor Dennis Fry, the President of 
the Council, the death of Professor Roman J akobsen, honorary President 
and founder of the present Council and the death of Prof. Romportl, 
vice—President, the Council elected Professor Peter Ladefoged as Presi- 
dent. 

2. Professor Eli Fischer-Jorgensen was elected as vice-president. 
3. The Council agreed to request the collaboration of the Soviet Academy of 

Sciences in the arrangement of the Eleventh International Congress of 
Phonetic Sciences to be held under the auspices of the Academy of 
Sciences of the Estonian Soviet Republic in Tallin, Estonia, USSR in 
1987. 

4. Professors P. Janota, (Czechoslovakia), V. Fromkin (USA), J. Laver 
(UK), 1. Lehiste (USA) M. Remmel (USSR), K. Kohler (F.R. Germany), 
M. Rossi (France) and M. Sawashima (Japan) were invited to become 
members of the Council. 

5. Professors A. Martinet (France) and M. Onishi (Japan) were elevated to 
the dignity of Honorary Members of the Council. 

International Permanent Council 
President: P. Ladefoged, USA 
Vice-President: E. Fischer-Jorgensen, Denmark 
General Secretary: R. Gsell, France 
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