
Ervina Cergani 

Max Planck Institute für Informatik 

Saarland University 

2/23/2012 1 



 Convert text cultural heritage data to a domain-
specific knowledge base, using machine learning 
techniques: 
 Digitized expedition field notes => segmented and 

labelled automatically (supervised recognition of named 
entity) 

 Postprocessing with selective sampling 

 Enrichment of the records with secondary metadata 

 Visualizing the results using maps and photos 
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 Cultural heritage institutions (museums): 
 Collection of artifacts 

 Textual data 
 Description of objects 

 Scientific literature 

 Catalogues 

 

 Highly specialized domain => NLP and IE techniques 
enables enhanced access to this resources. 
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 Material: 80 books containing field notes on collecting 
reptile and amphibian specimens for the Dutch 
National Museum of Natural History, Naturalis 

 

Gonatodes humeralis, post Tigri, New River, On tree, 2-VII-1968, 
16.30 h. RMNH 16314 
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 Three aspects that processing the field notes difficults: 
 The order and length of entering information about the 

specimens collected or observed is not standardized. 

 Large number of optional information units occur 
irregularly. 

 The texts are written in a mix of Dutch and English, 
using domain terminology in Latin. 
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 The Reptile and Amhibian Database => 37 columns 

 Our example => fill 7 columns 

 
 GENUS   Gonatodes 

 SPECIES   humeralis 

 LOCATION   post Tigri , New River 

 BIOTOPE   On tree 

 COLLECTDATE  2-VII-1968 

 COLLECTTIME  16 . 30 h 

 REGISTRNR   RMNH 16314 
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 Goal: Turn the text field note entries into database 
records automatically. 

 

 Token-based, supervised, sequence labelling task 

 => each token in an entry needs to be marked as 
belonging to one of the 37 columns. 

 

 Currently: 40’749 field note entries 
 40 tokens on average.  
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 Experimental Setup: 
 Two supervised mahine learning algorithms: 

 Conditional Random Fields (CRF), defines a conditional 
probability distribution over label sequences. 

 Memory-Based Tagging (MBT), classifies sequences based on  
stored examples and a frequency-threshold vocabulary. 

 

 The classifiers were trained on 300 entries and tested on 
200 held-out entries, both manually annotated. 
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 Experimental Results: 

 

 

 

 

 Analyses on individual entities:  
   MBT  (F score)  CRF (F score) 

REGISTERNR, LAND  0.97   0.91 LAND 

       0.76 REGISTRNR 

SPECIAL REMARKS 0.53   0.30 
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 Goal => Introduce more structure into the knowledge base. 

 

 SPECIALREMARKS field of the database: 
  Slides MSH 1975-xviii-27/29, 1975-xix-20/25; tape recording 1975 

  II B 297-304. Acquired as gift from the British Museum (Nat. Hist.), 

  BMNH 1975. 1348. 
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 Goal of the integrated system mBase => provide easier 
and more intuitive access to data from the museum. 

 mBase runs on an open source XML management 
system, eXist. 

 Access through keyword search across the whole 
knowledge base or via specific search on individual 
fields. 

 Possible to browse revisions and to search only 
particular versions of the knowledge base. 

 Linking to various other resources. 
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 Converting cultural heritage text => searchable 
knowledge base. 
 Segmentation of large amounts of texts into database 

fields. 

 An annotation tool based on selective sampling is 
implemented to postprocess the results.  

 A database field expansion method to create metadata. 

 The interface of the knowledge base. 

 

 Follow-up work: Report on the design of the ontology 
underlying the knowledge base. 
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