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The Pascal Recognizing Textual 
Entailment Challenge (RTE)
 GOAL:

 clearer framework
abstract generic task -> textual entailment

 corresponding research communities
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Recognizing Textual Entailment Challenge (RTE) 

Textual Entailment
Textual entailment is a directional 
relationship between pairs of text
expressions.

T (Text) entails H (Hypothesis) if the
meaning of H can be inferred from the
meaning of T, as would typically be
interpreted by people.
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Recognizing Textual Entailment Challenge (RTE) 

Application Settings

 Information Retrieval (IR)
 Comparable Documents (CD)
 Reading Comprehension (RC)
 Question Answering (QA)
 Information Extraction (IE)
 Machine Translation (MT)
 Paraphrase Acquisition (PP)
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Recognizing Textual Entailment Challenge (RTE) 

Corpus & Evaluation
 Corpus (RTE I)

 hand-annotated golden standard
either H is entailed by T or not (true / false distinction)

 development set (567 examples)
 test set (800 examples)

 Evaluation measures
 Accuracy

accuracy = 

 Confidence-Weighted Scores (CWS)

standardgoldenresponsescorrect
systemresponsescorrect

−−−
−−

#
#
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Recognizing Textual Entailment Challenge (RTE)

Results RTE I

baseline:

accuracy = 0.5
cws = 0.5
f-score = 0.67
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Recognizing Textual Entailment Using Lexical 
Similarity (Jijkoun & de Rijke, 2005)

Method:
 “directed“ sentence similarity

 frequency-based term weighting
 two different lexical similarity measures

 dependency-based word similarity (Lin 1998)
 lexical chains in WordNet (Hirst and St-Onge 1998)
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Recognizing Textual Entailment Using Lexical Similarity
Algorithm
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Recognizing Textual Entailment Using Lexical Similarity
Measures (1/3)
 confidence

sim ≥ threshold
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Recognizing Textual Entailment Using Lexical Similarity
Measures (2/3)
 Normalized Inverse Collection Frequency

or
weighting of words
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Recognizing Textual Entailment Using Lexical Similarity
Measures (3/3)
 word similarity measures

 dependency-based word similarity (Lin 1998a)

I(S): the amount of information contained in a set of features S 
F(w): the set of features possesed by w extracted from dependency triples
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Recognizing Textual Entailment Using Lexical Similarity
Measures (3/3)
 word similarity measures

 lexical chains in WordNet

weight = C - path length
            - k * number of changes direction
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Recognizing Textual Entailment Using Lexical Similarity
Results
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Recognizing Textual Entailment Using Lexical Similarity
Results
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Recognizing Textual Entailment Using Lexical Similarity
Results
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Recognizing Textual Entailment Using Lexical Similarity
Results

 thresholds very corpus-specific -> very 
difficult to estimate

 deeper text features for tuning system 
performance

 no comparsion between similarity measures 
possible
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Recognizing Textual Entailment with Tree 
Edit Distance (Kouylekov  & Magnini 2005)

Method:
 tree edit distance algorithm on dependency 

trees
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Recognizing Textual Entailment with Tree Edit Distance
Dependency Trees (MINI-PAR; Lin 1998b)

I have a brown dog

subj

comp

spec

adjn

1)

2)
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Recognizing Textual Entailment with Tree Edit Distance
System Architecture (1/4)
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Recognizing Textual Entailment with Tree Edit Distance
System Architecture (2/4)

Text
Processing

Module

 sentence splitting
 dependency parsing

 finding best 
sequence of editing 
operations

Matching
Module
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Recognizing Textual Entailment with Tree Edit Distance
System Architecture (2/4)

Tree Editing Operations

Matching
Module

Insertion
 insert a node from H to T 
 label with source label

Deletion
 delet a node in T 
 attach all its children to the parent of the node

Substitution
 change the label of a node in the source tree 

into a label of a node in the target tree, if the 
nodes share the same category

 replace the relation of the old node with the 
relation of the new node
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Recognizing Textual Entailment with Tree Edit Distance
System Architecture (3/4)

return the cost of an edit operationCost
Module

Cost of

• Insertion : ins(w) = idf(w)

• Deletion : 0

• Substitution : subs(w1,w2) = ins(w2) * ( 1 - sim (w1,w2))
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Recognizing Textual Entailment with Tree Edit Distance
System Architecture (4/4)

Global entailment scoringYes/No

:        edit distance cost
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Recognizing Textual Entailment with Tree Edit Distance
Results

run 1 : edit-distance approach for all tasks
run 2 : edit-distance approach for CD task

  for all other tasks linear sequence of words
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Recognizing Textual Entailment with Tree Edit Distance
Results & Future Works

 slightly better results for edit-distance 
approach

 integration of specialized name entity 
recognizer

 integration of resources (e.g. entailment 
patterns, WordNet)

 improvements of the tree-edit distance 
algorithm

 improvement of the dependency parser
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Textual Entailment Recognition Based on 
Dependency Analysis and WordNet
 (Herera et al. 2005)

 Method:
 dependency tree transformation
 matching-based

Example: Dependency tree of the sentence:
                South Korea continues to send troops.
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Textual Entailment Recognition Based on Dependency Analysis and WordNet

System Architecture

Pre-
processing

Minipar
Dependency
Parser

Lexical 
entailment
module

Matching
evaluation
module

Post-
processing
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Textual Entailment Recognition Based on Dependency Analysis and WordNet

System Architecture
 MINIPAR Dependency 

Parser
a principle-based
broad-coverage parser

I have a brown dog

subj

comp

spec

adjn
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Textual Entailment Recognition Based on Dependency Analysis and WordNet

System Architecture
 Lexical Entailment Module

T lexically entails H, if T is a node in the
dependency tree whose lexical unit entails the
lexical unit of the node H in the hypothesis‘
dependency tree.

 WordNet Relations (Synonymy, Similarity, Hyponymy, 
Entailment, Antonymy)

 WordNet Multiword Recognition
 Negation

Output: pairs(T,H), where T is a node whose lexical unit 
entails the lexical unit of the node H.
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Textual Entailment Recognition Based on Dependency Analysis and WordNet
System Architecture
Lexical Entailment Module /Post processing
 WordNet Multiword Recognition

If two strings differ in less than 10%, the
candidate matches the WordNet multiword.

E.g.: Japanise_capital – Japanese_capital

Levenshtein edit distance:
The Levenshtein distance between two strings is given by the minimum 
number of operations needed to transform one string into the other, 
where an operation is an insertion, deletion, or substitution of a single character 
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Textual Entailment Recognition Based on Dependency Analysis and WordNet
System Architecture
Lexical Entailment Module
 WordNet relations

 Synonymy / Similarity
lexical unit T entails lexical unit H, if the WordNet
synonymy relation holds or a similarity relation holds 
between them.
E.g.: discover - reveal
        obtain - receive

lift – rise
allow - grant
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Textual Entailment Recognition Based on Dependency Analysis and WordNet
System Architecture
Lexical Entailment Module
 WordNet relations

 Hyponymy / WordNet Entailment
lexical unit T entails lexical unit H if there is a path
from one synset of T to one synset of H with hyponymy
and WordNet Entailment relations between
intermediate synsets.

E.g.: glucose – sugar
crude – oil
death - kill
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Textual Entailment Recognition Based on Dependency Analysis and WordNet
System Architecture
Lexical Entailment Module
 Negation / Antonymy

 Entailment is not 
possible between a 
lexical unit and its 
negation.

 The negation relation is 
propagated to its 
antecestor until the 
head.

E.g.: neg(change) 
        ->   continue

neg(will)

neg(change)
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Textual Entailment Recognition Based on Dependency Analysis and WordNet

System Architecture
 Matching Evaluation Module

Similarity between text and hypothesis is
defined as the proportion of hypothesis’ nodes
pertaining to matching branches in the 
dependency tree of text.

5: is

4: book

1: Clinton

2: ‘s

3: new

7: seller

6: big

8: here

4: is

3: book

1: Clinton

2: ‘s

7: seller

6: big5: a

threshold: 50%
for training corpus
RTE I
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Textual Entailment Recognition Based on Dependency Analysis and WordNet

Results (1/2)
Development phase

 Accuracy
 Baseline I 

word overlap 76.26% (CD) 54.95% (all)

 Baseline II 
lemma overlap with WordNet 71.13% (CD) 55.48% (all)

 Proposed system 80.41% (CD) 56.36% (all)

Accuracy for particular 
application settings: 46.67% - 55.56%
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Textual Entailment Recognition Based on Dependency Analysis and WordNet

Results (2/2)
Challenge Results

Accuracy

 Baseline III
lemma overlap without WordNet 79.33% (CD) 55.75% (all)

 Modified Proposed System 78.67 (CD) 54.75% (all) 
with subj/obj relations

Accuracy for particular
application settings: 42.55% - 55.38%
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Textual Entailment Recognition Based on Dependency Analysis and WordNet

Conclusions
 the presented matching-based approach is 

not appropriate for the textual entailment 
problem

 some kind of paraphrasing useful
 high matching between nodes in H and T, 

but H branches match with disperse T's 
branches
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Comparsion / Comments
 all systems use word overlap
 thresholds very corpus dependent
 systems, which use more than word 

overlap information only slightly better
 the systems do best for the CD task
 use of entailment patterns / paraphrases 

for system improvement
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